ﬁ Sensors

Article

Proximity-Based Optical Camera Communication with Multiple
Transmitters Using Deep Learning

Muhammad Rangga Aziz Nasution

and Yeong Min Jang *

check for
updates

Citation: Nasution, M.R.A.; Herfandi,
H.; Sitanggang, O.S.; Nguyen, H.;
Jang, Y.M. Proximity-Based Optical
Camera Communication with
Multiple Transmitters Using Deep
Learning. Sensors 2024, 24, 702.
https:/ /doi.org/10.3390/s24020702

Academic Editors: Dawid Potap,
Robertas Damasevicius and Hafiz

Tayyab Rauf

Received: 4 January 2024
Revised: 18 January 2024
Accepted: 19 January 2024
Published: 22 January 2024

Copyright: © 2024 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

, Herfandi Herfandi ~/, Ones Sanjerico Sitanggang ‘©, Huy Nguyen

Department of Electronics Engineering, Kookmin University, Seoul 02707, Republic of Korea;
rangganast@gmail.com (M.R.A.N.); herfandi@uts.ac.id (H.H.); onessanjerico@gmail.com (O.S.S.);
ngochuy@kookmin.ac.kr (H.N.)

* Correspondence: yjang@kookmin.ac.kr

Abstract: In recent years, optical camera communication (OCC) has garnered attention as a research
focus. OCC uses optical light to transmit data by scattering the light in various directions. Although
this can be advantageous with multiple transmitter scenarios, there are situations in which only a
single transmitter is permitted to communicate. Therefore, this method is proposed to fulfill the
latter requirement using 2D object size to calculate the proximity of the objects through an AI object
detection model. This approach enables prioritization among transmitters based on the transmitter
proximity to the receiver for communication, facilitating alternating communication with multiple
transmitters. The image processing employed when receiving the signals from transmitters enables
communication to be performed without the need to modify the camera parameters. During the
implementation, the distance between the transmitter and receiver varied between 1.0 and 5.0 m, and
the system demonstrated a maximum data rate of 3.945 kbps with a minimum BER of 4.2 x 1073.
Additionally, the system achieved high accuracy from the refined YOLOv8 detection algorithm,
reaching 0.98 mAP at a 0.50 IoU.

Keywords: optical camera communication; proximity; multiple transmitters; object detection

1. Introduction

Wireless communication has found widespread use across various fields and has
been seamlessly integrated into daily life over the past few decades. In contrast to wired
communication, which relies on cables and can be inconvenient and cumbersome, wireless
communication provides flexibility and convenience by eliminating the need for cables.
Wireless systems predominantly rely on radio frequency (RF) communication networks [1].
Presently, the research focus has shifted toward sixth generation (6G) cellular networks,
which exhibit the potential to deliver data rates ranging from 1 to 10 Tbps [2]. Despite the
growing interest in 6G, it is imperative to acknowledge the numerous disadvantages asso-
ciated with RF-based communications. Human bodies are prone to electromagnetic waves
emanating from RF systems [3]. Furthermore, the emergence of wireless communication
technology may contribute to the depletion of RF waves during the formation process [4].
Conversely, the past decade has witnessed a surge in the usage of mobile devices such
as smartphones, tablets, and sensors, intensifying the demand for a higher bandwidth
spectrum[5]. Optical wireless communication (OWC) presents a potential solution to this
problem, leveraging the vast and unregulated bandwidth of optical light, spanning 200 THz
in the 700-1500 nm range [6].

Optical camera communication (OCC) is a sub-topic of OWC, where it uses light
source devices such as light-emitting diodes (LEDs) or display screens as transmitters and
cameras as receivers [7]. OCC involves encoding data in visual signals emitted by a light
source and decoding it through a camera for inter-device communication [8]. Notably, OCC
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presents several advantages over RF-based communication [9]. The use of visible light
in the OCC scheme is considered harmless to human health [10]. In contrast to RF, OCC
uses visible light as the communication medium, offering enhanced robustness against
interference and jamming, thereby ensuring heightened security in communication [11].
Furthermore, OCC provides flexibility with lower cost, lower complexity, and lower power
consumption [12]. The merits of OCC have prompted the IEEE’s interest, resulting in
the formation of the IEEE 802.15.7m task group dedicated to further exploration in this
field [13].

OCC technology employs several devices as transmitters in the communication system
with a light-emitting diode (LED) being a notable example. Apart from its role in OCC,
LEDs are also used in visible light communication (VLC) technology [14]. In VLC, unlike
OCC, a photodiode serves as the receiver, functioning as a semiconductor device capable of
detecting light waves and converting them into electrical currents. In the VLC system, the
electrical current generated by the photodiode serves as the communication signal [15]. In
contrast, the OCC system uses visible light as the communication signal [16]. To enhance
the data capacity on the transmitter side, multiple LEDs are employed, forming LED
matrices with various sizes, such as 8 x 8, and 16 x 16. The use of an LED matrix, which
is capable of accommodating more signals, offers distinct advantages over a single LED
configuration [17,18].

Similar to RF-based communication, OCC operates in a broadcast manner albeit within
a localized environment. This implies that the OCC can transmit data to multiple receivers
and vice versa. Consequently, in the OCC scheme, employing multiple transmitter devices
as different entities to transmit the data to the receiver is feasible. While this is advantageous
for scenarios requiring multiple simultaneous communication, it may be disadvantageous
in schemes where only a single transmitter is permitted, such as for security purposes.
Consequently, specific techniques are required to enable OCC to facilitate one-to-one
directional communication, even in the presence of multiple active transmitters.

Distance serves as a parameter to determine which transmitter is authorized to send
data to the receiver in OCC. Measurement of the object’s z-plane position from the camera
facilitates distance determination and aids in establishing communication priority. How-
ever, measuring distance in a 2D image poses challenges, because there is no z-plane in
the 2D dimension, which is inherent in a 3D environment. Research conducted by John
and Laurence [19] indicates that, given an object in a specific position within a 2D image,
human eyes may struggle to accurately infer the distance of the object, even when provided
with the real-world size of the object. However, human eyes and perception can effectively
discern the proximity of the objects in the visual field. As depicted in Figure 1, In the
real world, objects appearing smaller typically indicate a greater distance compared with
objects with larger dimensions. Cameras, while not equivalent to human eyes, share similar
fundamental functions. Both aim to capture the 3D view of a scene and subsequently
convert it into a 2D representation.

In this study, we propose a 2D proximity-based method to determine the appropriate
LED for communication. Through this method, secure data transmission in the OCC system
can be achieved. Despite the simultaneous presence of multiple transmitters, the data will
be sourced exclusively from the selected and determined transmitter. Furthermore, this
method allows for interchangeable transmission systems. While one transmitter is actively
communicating, another transmitter can be activated, leading to the deactivation of the
previously active transmitter.

The overall contributions of this study are as follows:

1.  Introducing a method prioritizing LED transmitters in scenarios with multiple trans-
mitters and a single receiver based on the proximity of the transmitters to the receiver.

2. Proposing a method for an interchangeable transmission system with multiple trans-
mitters, using 2D object size for measuring proximity of the transmitters.

3.  Introducing an approach to read the LED array data without the need for camera
parameter modification.
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Figure 1. In 2D representation, several same-sized objects may have different 2D sizes if the objects
are placed at different distances.

This paper is organized as follows. Section 2 highlights recent studies on multiple-
transmitter single-receiver OCC schemes, and Section 3 describes the proposed method.
Section 4 elaborates on the experiment and results analysis. Section 5 provides the conclu-
sion of the study.

2. Literature Review

Numerous studies have explored multiple-transmitter single-receiver schemes. Jing
etal. [20] introduced a method for the multi-LED scenario in a mobile OCC system (MOOC).
Their work aimed to mitigate the overlapping issues that arise when OCC is implemented in
mobile environments. In instances where a receiver traverses intersections of multiple LEDs,
the received frames may overlap, resulting in irregular received data. The authors proposed
a multi-column matrices selection (MCMS) method that integrates k-means clustering
algorithms. Their approach addresses signal interference and mitigates performance
degradation resulting from complementary metal-oxide-semiconductor (CMOS) camera
movement. This research yielded a notable enhancement in BER performance. At a moving
speed of 20 cm/s with a distance of 20 cm between two LEDs, the BER was measured at
8.74 x 107°.

Arai et al [21] proposed a method for determining the position of multiple transmit-
ters in an infrastructure-to-vehicle visible light communication I2V-VLC system. In this
approach, various traffic-related infrastructures, such as traffic lights and brake lights in
cars, were used as transmitters. The receiver was a camera affixed to the front part of a car,
which captured information from the aforementioned transmitters. Image clipping was
employed to capture the LED arrays in a frame with each LED array processed individu-
ally. This method uses a block-matching algorithm to determine the position of an LED
array, which is calculated from one frame to another in sequence. The proposed method
achieved an almost perfect success rate in detecting multiple LED arrays through FN and
FP calculations.

Ifthekhar et al. [22] conducted research on cooperative vehicle positioning using OCC.
Commonly, the position of vehicles is determined through global positioning system (GPS).
However, the usage of GPS may be distracted when the vehicles enter the tunnels. OCC
is utilized due to its resistance to jamming and disruption, especially in area that GPS
cannot reach into. The proposed method uses multiple LEDs and multiple cameras to
communicate each other. In this study, the position of the vehicle is estimated using two
methods: the neural-network-based method and computer-vision method. The result
shows that the neural-network-based approach estimates the position of the vehicle better
than the computer-vision based method, assumed the terrain is flat and the height of the
vehicles are level.

The aforementioned research substantiates the possibility of implementing OCC in a
multiple-transmitter single-receiver scheme. The use of several transmitters offers advan-
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tages such as increased data rates and enhanced transmission capability. Despite existing
studies on related topics, the investigation of priority-based multiple transmitters remains
unexplored. In OCC, the camera’s ability as a receiver to capture signals from several
transmitters is possible, underscoring the importance of maximizing its potential. How-
ever, in several scenarios, communication may not involve all transmitters simultaneously.
Therefore, this study proposes a method to measure priority given the scenarios mentioned
above. By calculating the object size in 2D representation and leveraging an object detection
Al model, it becomes feasible to determine which transmitter is authorized to transmit data
to the receiver. The proposed method also enables alternate communication.

3. Description of the Proposed Method

This section describes the method to measure communication priority using the trans-
mitter proximity in OCC. Recent research has extensively explored multiple-transmitter
single-receiver schemes in OCC systems. Figure 2 illustrates the working principle of
this method. As previously mentioned, there are scenarios in which multiple transmitters
are employed to transmit different signals from different entities. This method is specifi-
cally designed for scenarios that restrict the receiver from receiving signals except from a
designated transmitter even in the presence of several transmitters in coverage.

The method operates by continuously measuring the transmitters” proximity to the
receiver. Proximity was measured using bounding boxes derived from the YOLO object
detection model. In this context, the YOLO object detection method is employed on
the receiver side to identify and visualize the location of objects or transmitters within an
environment. These bounding boxes serve as a real-time visual representation of the objects’
locations in the image, and using information from this detection model, the method can
identify objects on the transmitter side to accurately measure their proximity to the receiver.
Based on the previously explained principle of proximity, we designed a method for the
multiple-transmitters single-receiver OCC scenario, using the bounding boxes generated
by the YOLO model as previously mentioned. Given that OCC uses a camera as the
receiver, the aforementioned principle can be applied to determine the relative distances
between transmitters. Using the bounding box, the size of the LED array transmitters
can be measured, and the difference in transmitter sizes can be determined. In this study,
the transmitter deemed “closer” to the receiver is the one authorized to transmit data to
the receiver.

Frame
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Figure 2. Multiple transmitter priority decision based on 2D object size.

3.1. Transmitter

In this method, we use multiple LED array transmitters to simulate an advanced
communication system. Each LED array serves as a channel for transmitting a digital signal
to the receiver camera. The data are encoded into binary numbers “0s” and “1s”, which is a
prevalent practice in digital signal processing (DSP) that is easily interpreted by computers.
Employing on-off keying (OOK) modulation, where “1 s” and “0 s” are represented by the
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states of “on” and “off” on the LED, enables efficient data communication to the receiver. In
OCC systems where LED arrays function as transmitters, the abundance of LEDs enables
each to operate as a dedicated channel, independently transmitting a single bit of data. This
approach optimizes the overall efficiency and data throughput of the system, highlighting
its potential for robust and high-capacity communication.

The subsequent phase involves the incorporation of the sequence number (SN), which
is a crucial component in a communication system that distinguishes received data packets
at the receiver. The inclusion of SN also enables the receiving cameras to detect any missing
packets, particularly in cases of oversampling. It designates the payload, encapsulating
sequence information for each data packet, with the flexibility to adjust the length of the
SN according to the system conditions. Although channel conditions may influence the SN
length, it can be truncated to enhance system performance.

In the proposed method, multiple LED transmitters are used in the OCC scheme.
Employing sequence numbers, each transmitter receives a unique identifier to distinguish
it from the others. Positioned in front of the camera, the transmitters change positions
forward and backward, simulating the distance difference between LEDs. The transmitter
closer to the camera will exhibit a larger size, signifying its authorization to transmit data
to the receiver. The LED array transmitter mapping in this proposed method is illustrated
in Figure 3.
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Figure 3. Mapping of LED array transmitter.

3.2. Receiver

On the receiver side, the camera captures multiple LED array transmitters. Achieving
accurate tracking of each LED matrix requires the combined use of the YOLOVS object
detection model and OpenCV tracker. The YOLOVS object detection model ensures reliable
initialization when detecting objects. Consequently, in this scheme, the YOLOv8 model
is employed to generate regions of interest (ROls) on the LED matrix transmitters. Given
that the YOLOVS8 object detection model consumes considerable resources and exhibits
relatively intensive processing demands, especially with moving objects, the OpenCV tracker
is employed to monitor the movement of the LED matrix transmitters. OpenCV offers
several lightweight trackers capable of tracing position changes in transmitters. However, a
disadvantage of using this tracker is that the tracker size may fluctuate during continuous
tracking. To mitigate this issue, both the YOLOv8 model and the OpenCV tracker are used
simultaneously. This dual approach ensures that the ROI maintains its shape and does not
undergo undesired enlargements or reductions throughout the tracking process. The overall
detection approach is depicted in Figure 4.

Next, each frame is processed on the receiver side using the OpenCV library. In
contrast to previous research [1,11] that modified the camera parameters approach to
perform OCC, this study does not employ the camera parameters modification approach.
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Instead, each received frame is processed using OpenCV. This choice is attributed to the
use of the YOLOVS object detection model, which is fine-tuned with images featuring LED
matrices to establish the ROIL Therefore, modifying camera parameters will impede the
object detection model’s ability to detect the presence of LED transmitters.

. . Wi -
Object Detection Getx, ¥ idth Initialize Track the LED
N and height of
Al model X OpenCV tracker array
bounding box

Detect LED array
Frame using object
detection model

POes the tracker track the
ED array incorrectly;

Yes

Figure 4. Hybrid OpenCV tracker and YOLOvVS approach for LED array detection.

Rather than adjusting the camera parameters, modifications are applied when captur-
ing the frame of the detected LED. First, a scaler transformation is used to convert pixels
into absolute values, which is followed by the conversion of pixels into unsigned 8-bit
integers. Next, a Gaussian blur [23] is applied, leveraging the Gaussian function to blur
the image. This blurring technique is used to reduce the image noise and details. Given
that LEDs emit light in a scattering manner, a typical amount of light noise is produced.
Therefore, Gaussian blur facilitates the removal of unnecessary details and noise, retaining
only the essential pixels. The Gaussian blur function is formulated in Equation (1). Subse-
quently, grayscale transformation is executed on the scaled frame to facilitate processing
and mitigate the scattering light noise effect produced by the LEDs.

2
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After grayscale transformation, a binary thresholding method is employed to convert
the frame to a binary representation. Pixels with intensities exceeding a certain threshold are
assigned one value (typically 255 for white), while pixels below the threshold are assigned
another value (usually 0 for black). This thresholding process yields several shapes. The
contours of the shapes are derived and bounded within rectangular shapes. Only rectangular
shapes that fall within predetermined sizes are considered. The final step involves the
decoding process. Decoding the LEDs entails determining the position of the LEDs in one
row by measuring the distances between the rectangular shapes. The distances between the
LEDs can be determined by calculating the width of the rectangular shape and the distance
between one shape and another. The overall frame processing is depicted in Figure 5.
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Figure 5. LED array frame processing transformation steps for the unmodified camera parame-
ters scenario.
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4. YOLOVS Object Detection

Object detection, within the realm of computer vision, is a task that focuses on ac-
curately identifying the locations of objects in a 2D representation. This intricate process
involves categorizing objects into specific classes, ranging from vehicles and aircraft to
animals and individuals, thereby facilitating a comprehensive understanding of visual
scenes [24].

YOLO employs a one-stage detection approach, indicating that both bounding box
localization and object identification occur directly within a single feed-forward fully
convolutional network [25]. In contrast, two-stage detection [26] divides the detection
process into two distinct phases. In the initial phase, object candidates are proposed
through the ROI, while the second phase focuses on identifying objects within the proposed
ROI candidates. Although the two-stage approach is often considered for its ability to
produce more precise detections, it is comparatively slower because of the preprocessing
involved in the initial stage [27]. Consequently, the one-stage method is deemed more
practical for mobile scenarios because of its lightweight and convenient results.

The YOLO model comprises a backbone, a neck, and a head. The backbone is a pre-
trained convolutional neural network designed to extract image features such as ResNet [28]
or DarkNet [29]. The neck acts as a connector between the backbone and head. Commonly
used pre-trained neural networks in YOLO include the feature pyramid network (FPN) [30]
and the path aggregation network (PAN). The head is the part where detection is performed.
Detection involves splitting the image into S x S grids and predicting bounding boxes (B)
and class probabilities (C) for each grid [31]. The class-specific confidence score is expressed
by Equation (2).

pred = Pr(Class;) X IOUyun ()

YOLOVS introduced a novel detection model approach by implementing anchor-free
detection and enhancement of mosaic data [32,33]. The anchor-free detection method
resulted in a reduced number of squares to be predicted, thus expediting the process of
non-maximum suppression (NMS) and enhancing the mean average precision (mAP) of
the detection process. This result is obtained by substituting the C2f module with the C3
module. YOLOVS also introduced a detection model approach to reduce training time
and swiftly identify multiple objects. This is achieved by employing the technique of
consolidating multiple objects in a figure into one, which is used as the model’s input [11].

As shown in Figure 6, YOLOVS consists of multiple layers of architecture [34], namely
backbone, neck, and head (prediction). The backbone is the layer responsible for prepro-
cessing image data and is composed of several convolutional neural networks. In YOLOVS,
CSPNet [35] serves as the backbone. In the subsequent stages of YOLOVS, the neck includes
concats and upsample layers alongside regular layers such as C2f and convolutional layers.
In the head, three detection modules are used, and the output is assembled based on the
three detection modules. The overall YOLOVS architecture is illustrated in Figure 6.

YOLOVS offers five different variants: YOLOv8n, YOLOv8s, YOLOv8m, YOLOvSI,
and YOLOv8x. The differences between these variants lie in the number of hidden layers
and the complexity of their backbone networks. Larger models require more computational
resources for object detection. In this study, the YOLOv8 model is also compared to other
object detection methods including the YOLOv5 model and Faster-RCNN [36], which is
the best object detection that adopts the two-stage detection approach.
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Figure 6. YOLOVS object detection architecture.

5. Experimental Setup

The experiment involved employing two LED arrays positioned in parallel along the
x-axis in front of the camera. Both LED arrays were of identical size, and each LED array
comprised 64 LEDs on the board, which were arranged in an 8 x 8 matrix. In this setup, as
illustrated in Figure 3, the LED sequence number and identifier were assigned to the first
and last rows, while the second row was used to transmit text data. OOK modulation was
used to map the data on the transmitter row. On the receiver side, a camera was used to
capture both LED arrays. All hardwares used in this experiment are depicted in Figure 7.

As previously mentioned, in this experiment, the camera’s parameters remained
unmodified because of the use of the YOLOv8 model. The visibility of the LED array was
essential for the object detection model to create an ROI. The experiment used Python and
C++ programing languages, along with various deep learning frameworks such as Torch
and ONNXRuntime, as the inferencing library. The hardware and software details for the
simulation and training are provided in Table 1.

Figure 7. Hardware equipments used for simulation.

In simulating interchangeability based on 2D relative distance, a crucial consideration
involved manipulating the sizes of LEDs positioned in front of a camera. This manipulation
creates a distinction between LED arrays by varying their sizes and positioning them at
different distances. The primary objective was to enable a specific LED array to transmit
data to the receiver. This was achieved by strategically positioning the LED array further
forward. Using a fine-tuned YOLOVS object detection model, the process involved identify-
ing and delineating the boundaries of both LED arrays. These boundaries were represented



Sensors 2024, 24,702

9 of 15

by bounding boxes, and the subsequent step involved comparing them by calculating the
area size of each bounding box.

Table 1. Hardware, software and hyperparameters used for the simulation.

Hardware
CPU Intel i7 12th gen
GPU Nvidia RTX 3060Ti
RAM 16 GB
LED array Neopixel 8 x 8
Camera Foscam W41
Software
Operating System Ubuntu ver. 22.04
LED array controller Arduino ver. 2.2.1
Framework PyTorch ver. 2.1.1, ONNX ver. 1.16.0
Hyperparameters
Learning rate 0.01
Batch size 1
Epoch 100

After successfully detecting both LED arrays, the system proceeded to evaluate the
area sizes of their respective bounding boxes. This comparison was crucial for determining
which LED array engaged in communication with the receiver. A bounding box with
a larger area was selected as the target for data transmission. This approach ensures
a dynamic and adaptable system that intelligently regulates the interchangeability of
LED arrays based on their relative sizes and distances from the camera. The overall
process, illustrated in Figure 8, represents a sophisticated approach to optimizing data
communication in scenarios with multiple LED arrays.

Figure 8. Two scenarios for the simulation. (a) The right-hand side transmitter placed ahead of the
left-hand side transmitter, while (b) is the opposite of the first scenario.

As previously mentioned, this study employed YOLOVS object detection to locate the
LED array transmitters. In addition, the model was also used in the proposed method as
a medium to measure LED array transmitter sizes in 2D images. Several YOLO variant
models were fine-tuned using several images containing the LED array. The images used
were generalized with the LED array positioned at various angles and distances from the
camera. Furthermore, the dataset included images that featured either a single LED array
or two LED arrays simultaneously. The dataset samples are illustrated in Figure 9.

In total, 750 image data were obtained with a total size of 2.5 GB. The data were split
into training and validation sets with a ratio of 70% for training and 30% for validation. The
dataset was randomly shuffled during the splitting process. The data were labeled using the
CVAT labeling tool [37] employing bounding box shapes. After drawing bounding boxes
on the images, the box properties (x and y coordinates, width, and height) were derived
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and normalized on the image ratio for YOLO fine tuning. Normalization on bounding box
data is not applied on other object detection methods.

Figure 9. Sample images in the dataset used for YOLOVS object detection model fine-tuning.

The pre-trained model was downloaded from the Ultralytics repository, and training
was performed using the PyTorch library. Following fine-tuning of the pre-trained model,
the PyTorch output format (.pt) was converted to the ONNXRuntime format (.onnx). This
conversion enabled inferencing using the ONNXRuntime library and visualized more
lightweight using the OpenCV library. The training required approximately 45 min on a
system equipped with 16 GB RAM and an Nvidia RTX 3060Ti GPU.

6. Experimental Result and Discussion
6.1. Correlation between Proximity and Object Size for Priority Decision Making

Figure 10 illustrates the two LED array transmitters on the left and right sides. When
the left LED is brought forward, a green box tracker appears, indicating that the left-hand
side LED array is communicating with the camera. Similarly, moving the right LED array
results in a blue rectangle tracker, signaling that the right-hand side transmitter is conveying
information to the camera. This implies that the object size is correlated with the proximity
in front of the camera. Figure 8 further substantiates this observation, as the distances from
the front of the two transmitters are not identical.

—
Ll ey

(a) (b))

Figure 10. (a) A green square tracker on the left-hand side LED transmitter shows that transmission
is in progress, while (b) a blue square tracker on the right-hand side LED transmitter shows that

transmission is in progress.

This indicates that in 2D representation, even without knowing the exact distance of
each transmitter from the receiver, priority in OCC can be determined based on the proxim-
ity of the transmitters. Furthermore, through 2D object size estimation, interchangeable
communication can be performed. LED transmitters can also alternately communicate with
a single receiver. The transmitter intending to communicate with the receiver can move
forward and then backward when it decides to cease communication. This approach can
be applied similarly to other transmitters.

Because no additional devices are employed, using an object detection Al model to
establish priority in scenarios with multiple LED transmitters proves to be economical and
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less complex. This approach eliminates the need for sensor fusion applications. Further-
more, information from the object detection model is only used when the tracker fluctuates,
such as when it fails to accurately trace the LED transmitter. Fluctuations are determined
based on the boundaries of transmitters present in the first and last rows. Therefore, the
object detection model is not used continuously, leading to minimal resource usage.

As depicted in Figure 10, text data are transmitted through the second row of the LED
array. Despite potential disruptions in communication due to noise, data transmission
can still be achieved, and the camera remains capable of detecting the OOK-modulated
LEDs. Successful data reading is demonstrated by the presence of small blue squares that
detect LEDs, indicating the data reading of each LED. Subsequently, these small squares
are processed, and the proximity of the transmitters is calculated using the ratio of the
bounding box tracker size.

However, the proposed method remains sensitive to changes in brightness, saturation,
or contrast of the visual environment. As illustrated in Figure 11, in instances where the
background’s brightness is low, the light emitted from the turned-on LEDs can affect the
turned-off LEDs, leading to occasional misestimation of the turned-off LEDs as turned-on.
Despite its sensitivity to brightness noise, this approach demonstrates the proper detection
of turned-on LEDs under average brightness conditions.
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Figure 11. (a) shows better thresholding on a brighter background condition than (b). The latter
figure has more noise due to lower brightness of the background.

6.2. Object Detection Performance

In this proposed method, the performance of the object detection model is crucial
given its role in determining the LED transmitter size and establishing communication
priority. Therefore, enhancing the performance of the object Al model is a critical step in
the process.

®)
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k+n

mAP = + Y AP (4)
3
. . TP
Precision = P+ 1D )
P
Recall = m (6)

As detailed in Table 2, the training achieved satisfactory results with the YOLOVS8
trained model achieving 0.98 mAP at 0.50 IoU. Compared to the previous YOLO, the
accuracy did not reduce heavily and only fluctuated around 0.97 and 0.98 of mAP at
0.50 IoU. Moreover, compared to the two-stage algorithm, Faster-RCNN, the mAP does
not have a large difference. The result indicates that using the one-stage algorithm is more
advantageous. As mentioned before, the two-stage approach is slower than the one-stage
approach due to the pre-processing stage. The usage of YOLOVS8 here was more beneficial
than using other algorithms. The training result also demonstrates the model’s successful
and accurate detection of LED array locations in most of the validation data.

The model implementation demonstrated commendable performance in detecting
the LED arrays in both single and multiple LED scenarios. As shown in Figure 10, when
applied in the proposed scheme, the model accurately provides box properties for use
in the tracker. In practice, the fine-tuned object-detection model enhanced the accuracy
tracker, enabling precise and continuous communication.

Table 2. Object detection algorithms performance comparison on LED dataset.

Model mAP0.5:95 mAP0.5
YOLOvS8 0.98251 0.83263
YOLOvV5 0.97579 0.84668

Faster-RCNN (ResNet50) 0.98977 0.78301

6.3. Data Rate and BER Estimation

In this study, we conducted comparative experiments to evaluate the system’s per-
formance. The performance of data transmission without modifying camera parameters
was assessed using BER. The transmitted data are susceptible to imperfections caused
by disruptions such as noise, distortion, or receiver anomalies. BER is determined by
calculating the occurrence of false bits over a given period. After calculating the errors, the
BER is obtained by dividing the number of bit errors by the total number of bits received.

Figure 10 displays the successful OCC experiment results based on our proposed
method. Our system is capable of achieving data transmission speeds of up to 3.945 kbps
with an 8 x 8 LED array configuration and can achieve higher data rates of up to 15.45 kbps
with a 16 x 16 LED array configuration. However, this paper focuses on employing an
8 x 8 LED array.

The BER calculation in this study is conducted by estimating the level of character
correction received and transmitted from the LED array. If the received character is incorrect,
it is counted as a false positive for 8 bits. Table 3 presents the BER performance results
of various methods proposed in other literature. It can be observed that the proposed
model maintains a constant BER value at distances from 1 to 2.5 m unlike other methods
whose BER performance is unstable at dynamic distances. Although at a distance of 5 m,
there is a significant increase in BER for the proposed model, the obtained BER value still
outperforms existing methods. Furthermore, the increase in BER is also influenced by the
size of the LED array, as the farther the LED array detected by the camera, each LED array
becomes smaller and harder to detect by the camera.
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Table 3. Comparison of BER performance at different communication distances.
Method 1m 1.5m 2m 2.5m <5m
OCC + DL [11] 2x1073 2x1073 2x1073 2x1073 2x 1072
OCC + YOLOV5 [1] 5x107° 5x107° 5x 1072 5x 1072 5x 1072
OCC + CNN [38] 1071 1071 1072 1073 1071
Proposed Model 42 %1073 4.15 x 1073 41x1073 4x1073 1.2 x 1072

7. Conclusions

This paper proposes a method for prioritizing transmitters based on their size in
2D representation. When two objects exhibit similar 2D dimensions, their proximity can
be deduced through object size measurement in both 2D representation and real-world
scenarios. The correlation between 2D object size and object position arises from the
tendency of closer objects to appear larger and farther to objects appear smaller. This
method is suitable for scenarios requiring single transmitter communication with the
receiver, especially when multiple transmitters are present in a single camera frame.

The proposed method uses object detection Al models, which excel in locating object
positions by drawing bounding boxes around them. Given that an LED array serves as an
OCC transmitter, its size can be accurately measured through object detection, leveraging
the distinctive shape of the LED array. Therefore, in this study, the proximity of the
LED arrays can be measured and priority can be established. This approach not only
enables interchangeable data transmission but also serves as an economical technique for
determining priority between transmitters without the need for additional devices.

The object detection model relies on the visible detection of the transmitters, preventing
arbitrary modifications to the camera parameters. Consequently, a method needs to be
developed to enable OCC without altering the camera parameters. The proposed method,
which involves image frame processing in multiple steps, yields notable results with
negligible errors, particularly within an average distance range of 1 to 5 m.

Future research should focus on extending the application of this method to simulate
scenarios involving more than two transmitters simultaneously. Maximizing the camera’s
potential by using multiple transmitters concurrently could be explored. In addition, further
investigation into methods that enable higher data rate transmission without modifying
camera parameters would be beneficial.

Author Contributions: Conceptualization, M.R.A.N. and O.S.S.; methodology, M.R.A.N. and H.H.;
software, M.R.A.N., O.S.S. and H.H.; validation, M.R.A.N. and O.S.S.; formal analysis, M.R.A.N.,
0.S.S. and H.H.; investigation, M.R.A.N. and O.S.S.; resources, M.R.A.N. and H.H.; data curation,
M.R.AN. and O.S.S.; writing—original draft preparation, M.R.A.N. and H.H.; writing—review and
editing, M.R. A.N., HH. and H.N; visualization, M.R.A.N. and O.S.S,; supervision, Y.M.].; project
administration, Y.M.].; funding acquisition, Y.M.]. All authors have read and agreed to the published
version of the manuscript.

Funding: This research was supported by the Ministry of Science and ICT (MSIT), South Korea,
under the Information Technology Research Center (ITRC) support program (IITP-2023-2018-0-
01396) supervised by the Institute for Information and Communications Technology Planning and
Evaluation (IITP), and a National Research Foundation of Korea (NRF) grant funded by the Korean
government (MSIT) (No. 2022R1A2C1007884).

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Data are contained within the article.

Conflicts of Interest: The authors declare no conflicts of interest.



Sensors 2024, 24,702 14 of 15

References

1. Nguyen, V.L,; Tran, D.H.; Nguyen, H.; Jang, YM. An experimental demonstration of MIMO C-OOK scheme based on deep
learning for optical camera communication system. Appl. Sci. 2022, 12, 6935. [CrossRef]

2. Choong, F; Han, T.C.; Lin, Y. A Vision towards Integrated 6G Communication Networks: Promising Technologies, Architecture,
and Use-Cases. Phys. Commun. 2022, 55, 101917.

3. Devi, N.; Ray, S.S. Electromagnetic Interference Cognizance and Potential of Advanced Polymer Composites toward Electromag-
netic Interference Shielding: A Review. Polym. Eng. Sci. 2022, 62, 591-621. [CrossRef]

4. Choong, F; Han, T.C; Lin, Y. Hybrid Visible Light Communication Power Optimisation in Indoor Environment. Int. J. Sens. Netw.
2022, 38, 37. [CrossRef]

5. Yiicel, M.; Acgikg6z, M. Optical Communication Infrastructure in New Generation Mobile Networks. Figer Integr. Opt. 2023,
42,53-92. [CrossRef]

6. Tawfik, M.M.; Sree, M.F.A.; Abaza, M.; Ghouz, HH.M.; Choong, F; Han, T.C,; Lin, Y. Inter-Satellite Optical Wireless Commu-
nication (IsOWC) System Analysis for Optimizing Performance between GEO and LEO Satellites. In Proceedings of the 2021
International Telecommunications Conference (ITC-Egypt), Alexandria, Egypt, 13-15 July 2021.

7. Cahyadi, W.A.; Chung, Y.H.; Ghassemlooy, Z.; Hassan. Optical Camera Communications: Principles, Modulations, Potential and
Challenges. Int. J. Sens. Netw. 2022, 38, 37. [CrossRef]

8.  Chang, Y.-H.; Tsai, S.-Y.; Chow, C.-W.; Wang, C.-C.; Tsai, D.-C.; Liu, Y.; Yeh, C.-H. Unmanned-Aerial-Vehicle Based Optical Camera
Communication System Using Light-Diffusing Fiber and Rolling-Shutter Image-Sensor. Opt. Express 2023, 31, 18670. [CrossRef]

9. Hamaza, A,; Tripp, T. Optical Wireless Communication for the Internet of Things: Advances, Challenges, and Opportunities.
TechRxiv 2022. [CrossRef]

10. Tang, T,; Shang, T,; Li, Q.; Li, G.; Bai, B. Energy-Efficient Subchannel Assignment and Power Allocation in VLC-IoT Systems with
SLIPT. Opt. Express 2022, 30, 39492. [CrossRef]

11. Sitanggang, O.S.; Nguyen, V.L.; Nguyen, H.; Pamungkas, R.F,; Faridh, M.M.; Jang, Y.M. Design and Implementation of a 2D
MIMO OCC System Based on Deep Learning. Sensors 2023, 23, 7637. [CrossRef]

12.  Zhang, P; Liu, Z.; Hu, X.; Sun, Y,; Deng, X.; Zhu, B.; Yang, Y. Constraints and Recent Solutions of Optical Camera Communication
for Practical Applications. Photonics 2023, 10, 608. [CrossRef]

13.  802.15.7-2011; IEEE Standard for Local and Metropolitan Area Networks—Part 15.7: Short-Range Optical Wireless Communica-
tions. IEEE: New York, NY, USA, 2011; Volume 7.

14.  Yu, T.-C.; Huang, W.-T.; Lee, W.-B.; Chow, C.-W.; Chang, S.-W.; Kuo, H.-C. Visible Light Communication System Technology
Review: Devices, Architectures, and Applications. Crystals 2021, 11, 1098. [CrossRef]

15.  Zhou, H.; Zhang, M.; Ren, X. Design and Implementation of Wireless Optical Access System for VLC-IoT Networks. J. Lightwave
Technol. 2023, 41, 2369-2380. [CrossRef]

16. Song, H.; Wen, S.; Yang, C.; Yuan, D.; Guan, W. Universal and Effective Decoding Scheme for Visible Light Positioning Based on
Optical Camera Communication. Electronics 2021, 10, 1925. [CrossRef]

17.  Salvi, S.; Geetha LiCamloT: An 8 x8 LED Matrix Pattern to Camera Communication for LiFi-IoT Applications. In Proceedings of
the 2022 IEEE Silchar Subsection Conference (SILCON), Silchar, India, 4-6 November 2022.

18. Carreira, J.EC.; Griffiths, A.D.; Xie, E.; Guilhabert, B.J.E.; Herrnsdorf, J.; Henderson, R.K.; Gu, E.; Strain, M.].; Dawson, M.D.
Direct Integration of Micro-LEDs and a SPAD Detector on a Silicon CMOS Chip for Data Communications and Time-of-Flight
Ranging. Opt. Express 2020, 28, 6909. [CrossRef]

19. Kim, J.J.-J.; Harris, L.R. Can People Infer Distance in a 2D Scene Using the Visual Size and Position of an Object? Vision 2022,
6,25. [CrossRef]

20. He,J; Yu, K; Huang, Z.; Chen, Z. Multi-Column Matrices Selection Combined with k-Means Scheme for Mobile OCC System
with Multi-LEDs. IEEE Photonics Technol. Lett. 2021, 33, 623-626. [CrossRef]

21. Arai, S; Shiraki, Y.; Yamazato, T.; Okada, H.; Fujii, T.; Yendo, T. Multiple LED Arrays Acquisition for Image-Sensor-Based
12V-VLC Using Block Matching. In Proceedings of the 2014 IEEE 11th Consumer Communications and Networking Conference
(CCNC), Las Vegas, NV, USA, 10-13 January 2014.

22. Ifthekhar, M.S,; Saha, N.; Jang, Y.M. Stereo-Vision-Based Cooperative-Vehicle Positioning Using OCC and Neural Networks. Opt.
Commun. 2015, 352, 166-180.

23.  Bergstrom, A.C.; Conran, D.; Messinger, D.W. Gaussian Blur and Relative Edge Response. arXiv 2023, arXiv:2301.00856.

24. Zou, Z.; Chen, K,; Shi, Z.; Guo, Y.; Ye, J. Object Detection in 20 Years: A Survey. Proc. IEEE Inst. Electr. Electron. Eng. 2023,
111, 257-276. [CrossRef]

25. Zhang, H.; Cloutier, R.S. Review on One-Stage Object Detection Based on Deep Learning. ICST Trans. e-Educ. e-Learn. 2022,
7,174181. [CrossRef]

26. Ansari, M.E; Lodi, K.A. A Survey of Recent Trends in Two-Stage Object Detection Methods. In Lecture Notes in Electrical
Engineering; Springer Singapore: Singapore, 2021; pp. 669-677, ISBN 9789813340794.

27. Carranza-Garcia, M.; Torres-Mateo, J.; Lara-Benitez, P.; Garcia-Gutiérrez, J. On the Performance of One-Stage and Two-Stage
Object Detectors in Autonomous Vehicles Using Camera Data. Remote Sens. 2020, 13, 89. [CrossRef]

28. He, K,; Zhang, X.; Ren, S.; Sun, J. Deep Residual Learning for Image Recognition. arXiv 2015, arXiv:1512.03385.

29. Redmon, J.; Farhadi, A. YOLOvV3: An Incremental Improvement. arXiv 2018, arXiv:1804.02767.


http://doi.org/10.3390/app12146935
http://dx.doi.org/10.1002/pen.25876
http://dx.doi.org/10.1504/IJSNET.2022.120272
http://dx.doi.org/10.1080/01468030.2023.2186811
http://dx.doi.org/10.3390/electronics9091339
http://dx.doi.org/10.1364/OE.492547
http://dx.doi.org/10.36227/techrxiv.12659789.v2
http://dx.doi.org/10.1364/OE.469696
http://dx.doi.org/10.3390/s23177637
http://dx.doi.org/10.3390/photonics10060608
http://dx.doi.org/10.3390/cryst11091098
http://dx.doi.org/10.1109/JLT.2023.3234990
http://dx.doi.org/10.3390/electronics10161925
http://dx.doi.org/10.1364/OE.384746
http://dx.doi.org/10.3390/vision6020025
http://dx.doi.org/10.1109/LPT.2021.3079264
http://dx.doi.org/10.1109/JPROC.2023.3238524
http://dx.doi.org/10.4108/eai.9-6-2022.174181
http://dx.doi.org/10.3390/rs13010089

Sensors 2024, 24,702 15 of 15

30.

31.

32.

33.

34.

35.

36.

37.

38.

Lin, T.-Y;; Dollar, P; Girshick, R.; He, K.; Hariharan, B.; Belongie, S. Feature Pyramid Networks for Object Detection. In
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA, 21-26 July 2017.
Redmon, J.; Divvala, S.; Girshick, R.; Farhadi, A. You Only Look Once: Unified, Real-Time Object Detection. arXiv 2016,
arXiv:1506.02640.

Terven, J.; Cordova-Esparza, D. A Comprehensive Review of YOLO: From YOLOv1 and Beyond. arXiv 2023, arXiv:2304.00501.
Reis, D.; Kupec, J.; Hong, J.; Daoudi, A. Real-Time Flying Object Detection with YOLOVS. arXiv 2023, arXiv:2305.09972.

Luo, B.; Kou, Z.; Han, C.; Wu, ].A. A “Hardware-Friendly” Foreign Object Identification Method for Belt Conveyors Based on
Improved YOLOVS. Appl. Sci. 2023, 13, 11464. [CrossRef]

Wang, C.-Y.; Liao, H.-Y.M.; Yeh, I.-H.; Wu, Y.-H.; Chen, P.-Y.; Hsieh, ].-W. CSPNet: A New Backbone That Can Enhance Learning
Capability of CNN. arXiv 2019, arXiv:1911.11929.

Ren, S.; He, K.; Girshick, R.; Sun, J. Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks. arXiv
2015, arXiv:1506.01497.

Sekachev, B.; Manovich, N.; Zhiltsov, M.; Zhavoronkov, A.; Kalinin, D.; Hoff, B.; Tosmanov; Kruchinin, D.; Zankevich, A.;
DmitriySidnev; et al. Opencv/Cvat: V1.1.0. Zenodo 2020. [CrossRef]

Soares, M.R.; Chaudhary, N.; Eso, E.; Younus, O.1; Nero Alves, L.; Ghassemlooy, Z. Optical Camera Communications with
Convolutional Neural Network for Vehicle-toVehicle Links. In Proceedings of the 2020 12th International Symposium on
Communication Systems, Networks and Digital Signal Processing (CSNDSP), Porto, Portugal, 20-22 July 2020.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.


http://dx.doi.org/10.3390/app132011464
http://dx.doi.org/10.5281/zenodo.4009388

	Introduction
	Literature Review
	Description of the Proposed Method
	Transmitter
	Receiver

	YOLOv8 Object Detection
	Experimental Setup
	Experimental Result and Discussion
	Correlation between Proximity and Object Size for Priority Decision Making
	Object Detection Performance
	Data Rate and BER Estimation

	Conclusions
	References

