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Abstract: The Grammatical Evolution technique has been successfully applied to some datasets from
various scientific fields. However, in Grammatical Evolution, the chromosomes can be initialized at
wide value intervals, which can lead to a decrease in the efficiency of the underlying technique. In
this paper, a technique for discovering appropriate intervals for the initialization of chromosomes
is proposed using partition rules guided by a genetic algorithm. This method has been applied to
feature construction techniques used in a variety of scientific papers. After successfully finding a
promising interval, the feature construction technique is applied and the chromosomes are initialized
within that interval. This technique was applied to a number of known problems in the relevant
literature, and the results are extremely promising.

Keywords: grammatical evolution; bounding techniques; neural networks; evolutionary techniques;
stochastic methods

1. Introduction

The method of genetic algorithms was proposed by John Holland in the related
work in [1]. These algorithms are considered a special case of evolutionary techniques,
in which a group of candidate solutions (called also chromosomes) of any optimization
problem are evolved iteratively by applying procedures based on natural processes, such
as selection, crossover, and mutation [2–4]. Usually, chromosomes are arrays of decimal
numbers that represent some possible solution to an optimization problem. A special
case of genetic algorithms is Grammatical Evolution [5], where the chromosomes are a
series of integer values. The genes of a chromosome in Grammatical Evolution stand for
production rules of a given Backus–Naur form (BNF) prototype [6]. This process can be
used to construct programs to the provided language described by the BNF grammar.
This method has been used in many cases, such as function regression problems [7,8],
credit classification [9], intrusion detection in computer networks [10], monitoring of water
quality [11], mathematical problems [12], composition of music [13], the construction
of neural networks [14,15], producing numeric constants [16], computer games [17,18],
estimation of energy consumption [19], combinatorial optimization [20], cryptography [21],
the production of decision trees [22], automatic circuit design [23], etc.

A number of extensions have been proposed in recent years by a number of researchers
on Grammatical Evolution, such as Structured Grammatical Evolution [24,25], which uti-
lizes one-to-one mapping between the values of the chromosomes and the nonterminal
symbols of the grammar, incorporation of Particle Swarm Optimization (PSO) [26] to
generate programs with Grammatical Evolution, denoted as Grammatical Swarm [27,28],
the application of parallel programming techniques to Grammatical Evolution [29,30], etc.
Furthermore, a series of software have been developed for Grammatical Evolution, such
as the GEVA [31], which utilizes the Java programming language to implement various
problems for Grammatical Evolution, and it also provides a simple GUI to control the
evolutionary process, the gramEvol software [32], which provides a package in the R pro-
gramming language, the GeLab [33], which implements a Matlab toolbox for Grammatical
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Evolution, the GenClass [34] software used to produce artificial classification programs in a
C-like language, the QFc software [35] used to construct artificial feature for classification
and regression problems, etc. These artificial features can be considered as functions of the
initial features, and in most cases, these features are fewer in number than the original.

An important issue of the Grammatical Evolution technique is that usually, the integer
chromosomes take values in a large interval of values, e.g., [0 . . . 255], as a result of which
there is a significant delay in finding the most suitable programs, as many of the values
in the above interval are not used. Furthermore, in many cases, the performance of
Grammatical Evolution is not as expected, and numerous chromosomes and/or generations
are required to estimate the most appropriate program. The present work proposes a two-
step technique to tackle the above problem. In the first step of the proposed technique,
the value limits for the genes of the chromosomes are estimated using a genetic algorithm,
and a similar approach as in [36], and in the second stage, the Grammatical Evolution
chromosomes are initialized within the best value interval of the first stage. The purpose of
this technique is to identify an interval of values for the gene values within which the search
for the global minimum of the objective problem will be most efficient. This technique starts
from a wide range of values, which is gradually narrowed until a promising configuration
is identified. The proposed approach was tested in the feature construction procedure,
initially suggested in [37]. This procedure for feature construction has also been used in
many problems, such as the identification of spam emails [38], medical problems [39],
signal processing of EEG signals [40,41], etc. The usage of the proposed interval technique
in the construction of features significantly increased the performance of the method, both
in classification problems and in regression problems, as is provided in the Experiments
Section. However, the proposed interval technique is quite general and can be applied to
other problems dealt with by Grammatical Evolution.

The remainder of this paper has the following structure: Section 2 discusses in detail
the proposed method, Section 3 lists the datasets used in the experimental results and the
experimental results, and finally, Section 4 provides some conclusions and guidelines for
future research.

2. The Proposed Method
2.1. Preliminaries

The Grammatical Evolution employs chromosomes that stand for a series of produc-
tion rules of the provided BNF grammar. The tuple G = (N, T, S, P) defines any BNF
grammar, where the following holds:

• N is a set that contains the nonterminal symbols of the grammar.
• T is a set that contains the terminal symbols.
• The nonterminal symbol S denotes the start symbol of the grammar, from which the

production will initiate.
• P is a set that contains the production rules of the grammar.

The original BNF grammar is extended by enumerating the production rules. For each
nonterminal symbol, the production rules are given a sequence number starting from
0, which will help the Grammatical Evolution process in choosing the next production
rule. As a full working example, consider the extended BNF grammar shown in Figure 1.
The nonterminal symbols are enclosed in the <> symbols. The sequence numbers of
the production rules are inside the parentheses of the extended grammar. The constant
N denotes the dimension of the input data. The production of valid programs initiates
from the start symbol of the grammar and through a series of steps creates a program
by substituting non terminal symbols with the right hand of the considered production
rule. The selection of each production rule is performed using the following steps:

• Obtain the next gene V from the current chromosome.
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• The next production rule is selected using the scheme Rule = V mod NR. The number
NR represents the total number of production rules for under processing the non
terminal symbol.

For example, consider the following chromosome:

x = [9, 8, 6, 4, 16, 10, 17, 23, 8, 14]

with N = 3. The constant N denotes the number of initial features in the used dataset.
The expression f (x) = x2 + cos(x3) is produced through the steps shown in Table 1.
This transformation of the initial 3 features of a hypothetical problem into just 1 artificial
feature also shows the dynamics of the feature construction method, since with its use there
can be a dramatic reduction in the dimension of the objective problem while preserving all
the necessary information.

S::=<expr> (0)

<expr> ::= (<expr> <op> <expr>) (0)

| <func> ( <expr> ) (1)

|<terminal> (2)

<op> ::= + (0)

| - (1)

| * (2)

| / (3)

<func> ::= sin (0)

| cos (1)

|exp (2)

|log (3)

<terminal>::=<xlist> (0)

|<digitlist>.<digitlist> (1)

<xlist>::=x1 (0)

| x2 (1)

.........

| xN (N)

<digitlist>::=<digit> (0)

| <digit><digit> (1)

| <digit><digit><digit> (2)

<digit> ::= 0 (0)

| 1 (1)

| 2 (2)

| 3 (3)

| 4 (4)

| 5 (5)

| 6 (6)

| 7 (7)

| 8 (8)

| 9 (9)

Figure 1. An example of a BNF grammar.
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Table 1. This table indicates the steps executed to construct a program using the mentioned grammar.

Expression Chromosome Selected Operation

<expr> 9, 8, 6, 4, 16, 10, 17, 23, 8, 14 9 mod 3 = 0

(<expr><op><expr>) 8, 6, 4, 16, 10, 17, 23, 8, 14 8 mod 3 = 2

(<terminal><op><expr>) 6, 4, 16, 10, 17, 23, 8, 14 6 mod 2 = 0

(<xlist><op><expr>) 4, 16, 10, 17, 23, 8, 14 4 mod 3 = 1

(x2<op><expr>) 16, 10, 17, 23, 8, 14 16 mod 4 = 0

(x2+<expr>) 10, 17, 23, 8, 14 10 mod 3 = 1

(x2+<func>(<expr>)) 17, 23, 8, 14 17 mod 4 = 1

(x2+cos(<expr>)) 23, 8, 14 23 mod 2 = 2

(x2+cos(<terminal>)) 8, 14 8 mod 2 = 0

(x2+cos(<xlist>)) 14 14 mod 3 = 2

(x2+cos(x3))

2.2. The Feature Construction Method

The feature construction method constructs new features from the initial using the
Grammatical Evolution procedure, and the main steps are graphically illustrated in Figure 2.

Figure 2. Representation of the original feature construction method. This method utilizes the
Grammatical Evolution technique to produce nonlinear features as functions of the original ones.

This process creates artificial features which are evaluated using a machine learning
technique, such as an artificial neural network [42,43] or a Radial Basis Function (RBF)
network [44,45]. In order to speed up the process, the RBF network is used in the current
work. The main steps of the process are as follows:

1. Initialization step.

(a) Obtain the train dataset of the objective problem. This dataset is considered as
a series of M pairs (xi, ti), i = 1, . . . , M, where ti denotes the expected output
for the vector xi.

(b) Set the parameters of the method: NG as the number of allowed generations,
NC as the total number of chromosomes, ps as the selection rate, and pm as the
mutation rate.

(c) Define as N f the number of features that will be constructed.
(d) Initialize the chromosomes. Every gene of each chromosome is considered a

positive random integer.
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(e) Set iter = 1

2. Genetic step

(a) For i = 1, . . . , NG do

i. Produce with the Grammatical Evolution given in Section 2.1, a set of N f
artificial features for the chromosome gi.

ii. Execute a transformation of the original features using the set of features
created previously. Denote the new train set as

(
xgi ,j, tj

)
, j = 1, . . . , M

iii. Apply a machine learning model C on the new dataset and train the model
C. The output value of this model is defined as C(x). The fitness fi is
calculated as follows:

fi =
M

∑
j=1

(
C
(
xgi ,j

)
− tj

)2 (1)

This equation defines the training error of model C for the modified
train set

(
xgi ,j, tj

)
, j = 1, . . . , M. This fitness function can be thought of

as a performance measure of using the artificial features produced by
Grammatical Evolution. The most promising features will have a lower
price than the worst features.

iv. Perform the selection procedure, where initially the chromosomes are
sorted according to their fitness. The first (1 − ps)× NC chromosomes
are copied to the next generation. The remaining chromosomes will be
substituted by offsprings produced during the crossover procedure.

v. Perform the crossover procedure. This process will create ps × Nc off-
springs. Initially, two distinct chromosomes are selected for every pair of
constructed offsprings. The selection is performed using the tournament
selection. The procedure of tournament selection has the following steps:
Randomly create a set of Ts > 1 chromosomes and select as a parent from
this set the chromosome with the lowest fitness value. For each pair of
(z, w) parents, two offsprings z̃ and w̃ are produced utilizing the so-called
one-point crossover, which is graphically demonstrated in Figure 3. This
crossover method was also used in the original paper of the Grammatical
Evolution technique [5]. As an example, consider the chromosome

x = [9, 8, 6, 4, 16, 10, 17, 23, 8, 14]

shown in the previous subsection, and the chromosome

y = [10, 9, 2, 5, 4, 3, 7, 8, 10, 12]

The chromosome x produces the expression f1(x) = x2 + cos(x3) and
the chromosome y produces the expression f2(x) = sin(x1) using the
grammar of Figure 1 and N = 3. If position 3 is selected as the cutting
point for the one-point crossover procedure, then the offspring

z = [10, 9, 2, 4, 16, 10, 17, 23, 8, 14]

and the valid expression f3(x) = cos(x2) will be produced using the
grammar of Figure 1.

vi. Perform the mutation procedure. For each element of every chromosome,
a random number r ∈ [0, 1] is selected. The corresponding element is
altered if r ≤ pm. In most cases of genetic algorithms, the mutation rate
takes small values, e.g., 1–5%, in order for random changes to occur in the
chromosomes, on the one hand, leading the optimization to search for the
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total minimum, but on the other hand, not to lose good values that have
been discovered in some generation of the algorithm. As an example of
the mutation procedure, consider the chromosome

x = [9, 8, 6, 4, 16, 10, 17, 23, 8, 14]

used in the previous subsection that constructs the artificial feature f (x) =
x2 + cos(x3) . If the mutation procedure alters the value 17 to 16, the new
chromosome will be the following:

x′ = [9, 8, 6, 4, 16, 10, 16, 23, 8, 14]

and subsequently, the new feature will be f (x) = x2 + sin(x3)

(b) EndFor

3. Set iter=iter+1
4. If iter ≤ NG goto Genetic Step, else the process is terminated and the best chromo-

some g∗ is obtained.
5. Apply the N f features that correspond to g∗ to the test set.
6. Apply a machine learning model to the new test set and obtain the corresponding test

error.

Figure 3. One-point crossover method used in the Grammatical Evolution procedure.

2.3. The Proposed Method

In the present technique, a procedure is conducted before the initialization of the
chromosomes of the algorithm described in Section 2.2. This process, using a modified
genetic algorithm, aims to find the optimal value interval for the genes. In the current work,
the chromosomes are sets of intervals, as well as the fitness values. Hence, a comparison
operator should be used in order to compare intervals. In order to compare the intervals
a = [a1, a2], b = [b1, b2], the operator is L∗(a, b) used defined as:

L∗(a, b) =

{
TRUE, a1 < b1, OR (a1 = b1 AND a2 < b2)

FALSE, OTHERWISE
(2)

The steps of the proposed method are listed in Algorithm 1.
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Algorithm 1 The steps of the main procedure used to discover the optimal value interval.

1. Initialization Step
(a) Set as IC the total number of chromosomes, IG the number of generations,

ps the selection rate, and pm the mutation rate. Also, define as IM the initial
margin. This integer value determines the maximum value that the genes of the
chromosome can take. Gradually, the algorithm will generate tighter bounds
for gene values.

(b) Construct the initial set NM of margins

NM = [0, IM](n) (3)

where n is the number of genes for the chromosomes of the Grammatical
Evolution procedure. This set defines for each gene the interval of values in
which it can be initialized.

(c) Initialize a genetic population of IC chromosomes. Every chromosome contains
a set for intervals randomly initialized in NM. An Example of a chromosome
with n = 5 can be the following: [(0, 12), (0, 30), (0, 21), (0, 100), (0, 192)]. This
interval will be used as the initial value interval for the genes of the chromosome.
Progressively, the above interval will be adjusted and its range reduced in order
to improve the performance of the process controlled by Grammatical Evolution.

(d) Set iter = 0
2. Evaluation Step

(a) For i = 1, . . . , IC do
i. CreateNS random sets of intervals inside the range defined by chromo-

some gi.
ii. Execute the procedure of Section 2.2, by initializing the chromosomes of

the Grammatical Evolution procedure inside set every random set.
iii. Denote by Emin(gi) the minimum train error obtained by the feature

construction procedure.
iv. Denote by Emax(gi) the maximum train error obtained by the feature

construction procedure.
v. Set fi = [Emin(gi), Emax(gi)], as the fitness value of chromosome gi. Fitness

is represented as the range of values between the best and worst value for
the chromosome under consideration. Gradually, the genetic algorithm
will find lower values for the left end of the value interval while trying
to reduce the range of that interval. To achieve interval comparison, it
uses the operator L, introduced in Equation (2). This way, it will find the
optimal set of values for the initialization of the chromosomes.

3. EndFor
4. Genetic step

(a) Perform the crossover procedure of Algorithm 2.
(b) Perform the mutation procedure of Algorithm 3.

5. Termination Check Step
(a) Set iter = iter + 1
(b) If iter > IG, then Terminate and report the chromosome gbest with the best

fitness, else Goto Evaluation Step.
(c) Endif
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Algorithm 2 The steps of the crossover procedure used in the current method.

1. The chromosomes are sorted with respect to their fitness values.
2. The first (1 − ps)× Ic chromosomes are copied intact to the next generation and the

rest of the population is replaced by offsprings created.
3. For each pair of offsprings, two chromosomes z = (z1, z2, . . . , zn), y = (y1, y2, . . . , yn)

are selected by utilizing the procedure of tournament selection with tournament size
Ts. For each value of the offsprings z̃ and ỹ, with i = 1, . . . , n, the following operation
is executed:

z̃i = aizi + (1 − ai)yi

ỹi = aiyi + (1 − ai)zi (4)

The value ai is a random number in [−0.5, 1.5]. This process and the range of ai
random values are suggested in [46].

Algorithm 3 Mutation procedure for current work.

1. For each chromosome g Do
(a) For every gene gi, i = 1, . . . , n Do

i. Draw a random number r ∈ [0, 1]
ii. If r < pm then gi = left(gi) + z(right(gi)− left(gi)), where z is a random

number in [0, 1]. The function left(x) represents the lower value of the
interval x, and the function right(x) represents the upper value of the
interval x.

(b) EndFor
2. EndFor

3. Experiments

The present methodology was applied to a number of datasets from fields and the
method was compared with other techniques used in the bibliography. The datasets used
to run the experiments are freely available at the following websites:

1. The UCI dataset repository, https://archive.ics.uci.edu/ml/index.php (accessed on
18 February 2024) [47].

2. The Keel repository, https://sci2s.ugr.es/keel/datasets.php (accessed on 18 February
2024) [48].

3. The Statlib library located in http://lib.stat.cmu.edu/datasets/ (accessed on 18 Febru-
ary 2024).

3.1. Classification Datasets

The list of classification datasets is as follows:

1. Appendictis, a medical dataset used in [49].
2. Australian dataset [50], which is about credit card transactions.
3. Balance dataset [51], which is a dataset used in psychological experiments.
4. Circular dataset: An artificial dataset that contains 1000 examples which belong to

two categories (500 examples each).
5. Cleveland dataset: A medical dataset that has been employed in a variety of scientific

papers [52,53].
6. Dermatology dataset [54]: A medical dataset about dermatological deceases.
7. Haberman dataset: A medical dataset about breast cancer.
8. Heart dataset [55]: A medical dataset related to heart diseases.
9. Hayes roth dataset [56].

https://archive.ics.uci.edu/ml/index.php
https://sci2s.ugr.es/keel/datasets.php
http://lib.stat.cmu.edu/datasets/
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10. HouseVotes dataset [57]: A statistical dataset created from the votes in the U.S. House
of Representatives Congressmen.

11. Ionosphere dataset: It was used in experiments related to the ionosphere [58,59].
12. Liverdisorder dataset [60]: A medical dataset.
13. Mammographic dataset [61]: A medical dataset related to breast cancer.
14. Parkinsons dataset: A medical dataset related to Parkinson’s disease (PD) [62].
15. Pima dataset [63]: A medical dataset related to the diabetes presence.
16. Popfailures dataset [64]: A dataset related to climate experiments.
17. Regions2 dataset: A medical dataset about the presence of hepatitis C [65].
18. Saheart dataset [66]: A dataset related to heart deceases.
19. Segment dataset [67]: Represents an image processing dataset.
20. Spiral dataset, which is a dataset with two categories.
21. Student dataset [68]: An education dataset.
22. Transfusion dataset [69]: Data taken from the Blood Transfusion Service Center in

Hsin-Chu City in Taiwan.
23. Wdbc dataset [70], A medical dataset related to cancer.
24. Wine dataset, which is used in various papers [71,72] to obtain the quality of wines.
25. Eeg datasets: A medical dataset about EEG signals [73]. For this dataset, the following

cases were considered: Z_F_S, Z_O_N_F_S, ZO_NF_S, and ZONF_S.
26. Zoo dataset [74]: Related to animal classification.

The number of classes for each classification dataset is shown in Table 2.

Table 2. Number of classes for each classification dataset.

Dataset Classes

Appendicitis 2

Australian 2

Balance 3

Circular 2

Cleveland 5

Dermatology 6

Haberman 2

Hayes Roth 3

Heart 2

Housevotes 2

Ionosphere 2

Liverdisorder 2

Mammographic 2

Parkinsons 2

Pima 2

Popfailures 2

Regions2 5

Saheart 2

Segment 7

Spiral 2

Student 4

Transfusion 2
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Table 2. Cont.

Dataset Classes

Wdbc 2

Wine 3

Z_F_S 3

Z_O_N_F_S 5

ZO_NF_S 3

ZONF_S 2

Zoo 7

3.2. Regression Datasets

The following regression datasets were used:

1. Abalone dataset [75]: A dataset related to the prediction of the age of abalones.
2. Airfoil dataset: Used by NASA [76].
3. Baseball dataset: It was used to predict the financial earnings of baseball players.
4. Concrete dataset [77]: A dataset related to civil engineering.
5. Dee dataset: Used to predict the price of electricity.
6. ELE dataset: Electrical length dataset downloaded from the KEEL repository.
7. HO dataset: Downloaded from the STALIB repository.
8. Housing dataset: Provided in [78].
9. Laser dataset: Stands for data collected during laser experiments.
10. LW dataset: This dataset is produced from a study to identify risk factors associated

with low-weight babies.
11. MORTGAGE dataset: A dataset related to economic measurements from the USA.
12. PL dataset: Downloaded from the STALIB repository.
13. SN dataset: Downloaded from the STALIB repository.
14. Treasury dataset: A dataset related to economic measurements from the USA.
15. TZ dataset: Downloaded from the STALIB repository.

3.3. Experimental Results

All the methods utilized in the experiments were coded in ANSI C++ (gcc version
13.2.0) using the freely available optimization package of OPTIMUS, which is available
from https://github.com/itsoulos/OPTIMUS/ (accessed on 19 April 2024). The series
of experiments were executed 30 times. In every execution, a different initialization for
the random numbers was used, and the function drand48() of C++ was used to produce
random numbers. The validation of the conducted experiments was performed using a
10-fold validation method. This method has been utilized in many research papers, and
it is considered as a standard validation method. In the event that small datasets are
provided, other validation techniques may be used, such as the leave-one-out method.
The average classification error measured on the test set is reported for the classification
datasets and the average regression error for the regression datasets. The values for the
experimental parameters are shown in Table 3. The results are listed in Tables 4 and 5 for
the classification and regression datasets, respectively. The following applies to the tables
with the experimental results:

1. The column DATASET stands for the name of the used dataset.
2. The column ADAM denotes the application of the ADAM optimization method [79]

in an artificial neural network with H = 10 processing nodes.
3. The column NEAT stands for the usage of the NEAT method (NeuroEvolution of

Augmenting Topologies) [80].
4. The column MLP stands for the results obtained by a neural network with H = 10

processing nodes. This network was trained using a genetic algorithm and the BFGS

https://github.com/itsoulos/OPTIMUS/
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local optimization method [81]. The parameters used by the genetic algorithm are the
same as in the case of feature construction.

5. The column RBF stands for the results obtained by an RBF network. The network has
H = 10 hidden nodes.

6. The column FC represents the results obtained by the feature construction procedure
in Section 2.2 without the proposed modification.

7. The column IFC10 stands for the incorporation of the proposed technique with the
feature construction technique. The parameter IG was set to 10.

8. The column IFC20 stands for the incorporation of the proposed technique with the
feature construction technique. The parameter IG was set to 20.

9. The line AVERAGE denotes the average classification or regression error.

Table 3. The values for the parameters used in the conducted experiments.

Name Purpose Value

NC Number of chromosomes 500

NG Number of generations 200

ps Selection rate 0.10

pm Mutation rate 0.05

Ts Tournament size 8

N f Number of features 2

H Number of hidden nodes 10

IC
Number of chromosomes

(proposed method) 200

IG
Number of generations

(proposed method) 10

IM
Initial right bound (proposed

method) 1024

Table 4. Experimental results using the series of machine learning models on classification datasets.
The numbers in cells represents the average classification error that was calculated on the test set.

DATASET ADAM NEAT MLP RBF FC IFC10 IFC20

APPENDICITIS 16.50% 17.20% 18.10% 12.23% 15.86% 16.18% 15.94%

AUSTRALIAN 35.65% 31.98% 32.21% 34.89% 16.48% 13.80% 14.05%

BALANCE 7.87% 23.84% 8.97% 33.42% 11.16% 0.38% 0.00%

CIRCULAR 3.94% 34.07% 5.99% 6.30% 3.69% 3.27% 3.04%

CLEVELAND 67.55% 53.44% 51.60% 67.10% 47.74% 44.79% 44.86%

DERMATOLOGY 26.14% 32.43% 30.58% 62.34% 27.47% 11.23% 13.43%

HABERMAN 29.00% 24.04% 28.66% 25.10% 26.62% 23.03% 22.94%

HAYES ROTH 59.70% 50.15% 56.18% 64.36% 32.70% 18.50% 16.96%

HEART 38.53% 39.27% 28.34% 31.20% 18.13% 15.08% 15.53%

HOUSEVOTES 7.48% 10.89% 6.62% 6.13% 11.20% 6.77% 8.09%

IONOSPHERE 16.64% 19.67% 15.14% 16.22% 10.09% 9.83% 11.38%

LIVERDISORDER 41.53% 30.67% 31.11% 30.84% 31.01% 28.93% 30.03%

MAMMOGRAPHIC 46.25% 22.85% 19.88% 21.38% 16.77% 14.91% 14.72%
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Table 4. Cont.

DATASET ADAM NEAT MLP RBF FC IFC10 IFC20

PARKINSONS 24.06% 18.56% 18.05% 17.41% 10.60% 11.09% 9.39%

PIMA 34.85% 34.51% 32.19% 25.78% 24.43% 23.26% 24.12%

POPFAILURES 5.18% 7.05% 5.94% 7.04% 5.33% 4.78% 4.64%

REGIONS2 29.85% 33.23% 29.39% 38.29% 29.69% 26.38% 26.58%

SAHEART 34.04% 34.51% 34.86% 32.19% 29.45% 29.40% 29.93%

SEGMENT 49.75% 66.72% 57.72% 59.68% 47.81% 31.19% 30.27%

SPIRAL 43.42% 48.66% 40.21% 44.87% 31.69% 26.06% 22.41%

STUDENT 5.13% 12.50% 5.61% 7.52% 5.29% 3.57% 3.61%

TRANSFUSION 25.68% 24.87% 25.84% 27.36% 22.54% 19.99% 20.76%

WDBC 35.35% 12.88% 8.56% 7.27% 3.66% 3.42% 2.52%

WINE 29.40% 25.43% 19.20% 31.41% 7.49% 7.97% 8.92%

Z_F_S 47.81% 38.41% 10.73% 13.16% 5.31% 6.01% 5.37%

Z_O_N_F_S 78.79% 79.08% 64.81% 60.40% 37.97% 32.78% 32.23%

ZO_NF_S 47.43% 43.75% 8.41% 9.02% 4.74% 4.04% 4.22%

ZONF_S 11.99% 5.44% 2.60% 4.03% 2.66% 2.49% 2.24%

ZOO 14.13% 20.27% 16.67% 21.93% 25.33% 11.32% 10.40%

AVERAGE 31.50% 30.91% 24.10% 27.86% 19.31% 15.53% 15.47%

Table 5. Experimental results using the series of machine learning models on regression datasets.
The numbers in cells represents the average regression error that was calculated on the test set.

DATASET ADAM NEAT MLP RBF FC IFC10 IFC20

ABALONE 4.30 9.88 7.17 7.37 4.66 3.73 3.70

AIRFOIL 0.005 0.067 0.003 0.27 0.002 0.001 0.001

BASEBALL 77.90 100.39 103.60 93.02 71.45 55.64 56.91

CONCRETE 0.078 0.081 0.0099 0.011 0.006 0.005 0.005

DEE 0.63 1.512 1.013 0.17 0.17 0.18 0.19

ELE 46.32 79.91 75.06 49.95 43.54 36.60 26.71

HO 0.035 0.167 2.78 0.03 0.009 0.013 0.017

HOUSING 80.20 56.49 43.26 57.68 27.58 13.14 14.60

LASER 0.03 0.084 0.59 0.024 0.009 0.024 0.031

LW 0.028 0.17 1.90 1.14 0.73 0.013 0.015

MORTGAGE 9.24 14.11 2.41 1.45 0.58 0.015 0.014

PL 0.117 0.097 0.28 0.083 0.028 0.019 0.018

SN 0.026 0.174 2.95 0.90 0.79 0.038 0.022

TREASURY 11.16 15.52 2.93 2.02 0.63 0.06 0.05

TZ 0.07 0.097 5.38 4.10 3.41 0.40 0.65

AVERAGE 15.34 18.58 16.20 14.27 9.87 7.13 6.60

From the experimental results and their careful study, one can deduce that the original
feature construction method significantly outperforms simple machine learning techniques
in terms of classification error or function approximation error. The feature construction
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method achieved low errors by creating only two artificial features from the existing ones
and thus significantly reduced the required information needed for successful classification
or data fitting. In addition, the proposed value interval generation technique (IFC10 or
IFC20) significantly improves the feature construction technique, both in classification data
and data fitting data. Furthermore, a statistical comparison was performed using a scatter
plot, and the results are outlined in Figure 4 for the classification datasets and in Figure 5
for the regression datasets.

The scatter plot (Figure 4) effectively demonstrates the comparative performance of
various classification methods in terms of classification error percentage. The methods
evaluated are MultiLayer Perceptron (MLP), Radial Basis Function (RBF), the simple fea-
ture construction technique (FC), and two variants of the proposed modification, named
IFC10 and IFC20, respectively. The FC method shows a lower median classification error
compared with both MLP and RBF, with the differences being statistically significant (as
indicated by the asterisks). This suggests that the FC method outperforms MLP and RBF in
terms of classification accuracy. When comparing FC with IFC10, IFC10 displays a lower
median classification error, and the difference is statistically significant, suggesting that
IFC10 is an improvement over the standard FC method. Between IFC10 and IFC20, the me-
dian classification errors are close, and the lack of asterisks (’ns’ for not significant) between
these two methods indicates that the difference in classification error is not statistically
significant. This suggests that the critical parameter change from IFC10 to IFC20 does not
have a significant impact on classification accuracy.

Figure 4. Comparative scatter plot of regression errors for machine learning methods: Multi-Layer
Perceptron (MLP), Radial Basis Function (RBF), Feature Construction (FC), and Interval Feature
Construction with parameters 10 (IFC10) and 20 (IFC20) on a logarithmic scale. Individual data
points represent separate measurements of regression error, and horizontal lines denote the median
values for each method. Statistical significance between methods is indicated by asterisks (with ‘****’
indicating p < 0.0001, ‘***’ indicating p < 0.001, and ‘ns’ indicating no significant difference), with
FC demonstrating significantly lower errors than MLP and RBF, and IFC10 showing improvement
over FC, according to the Wilcoxon test. No significant difference is observed between IFC10 and
IFC20, suggesting similar performance at different parameter settings. The y-axis is presented on a
logarithmic scale to clearly visualize the range of error magnitudes across methods.
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Figure 5. Comparative scatter plot of regression errors for machine learning methods: MultiLayer
Perceptron (MLP), Radial Basis Function (RBF), feature construction (FC), and Interval Feature
Construction with parameters 10 (IFC10) and 20 (IFC20) on a logarithmic scale. Individual data
points represent separate measurements of regression error, and horizontal lines denote the median
values for each method. Statistical significance between methods is indicated by asterisks, with FC
demonstrating significantly lower errors than MLP and RBF, and IFC10 showing improvement
over FC, according to the Wilcoxon test. No significant difference is observed between IFC10 and
IFC20, suggesting similar performance at different parameter settings. The y-axis is presented on a
logarithmic scale to clearly visualize the range of error magnitudes across methods.

Figure 5 a scatter plot that compares the regression errors among several machine
learning regression methods used in our experiments. The plot illustrates the following
points, with the inclusion of the Wilcoxon signed-rank test to determine statistical signif-
icance: The Feature Construction (FC) method exhibits a lower median regression error
compared to both the Multi-Layer Perceptron (MLP) and Radial Basis Function (RBF)
methods. The statistical significance of these results is marked by asterisks on the plot:
*** indicates a p-value less than 0.001 for the comparison between FC and RBF, and ****
indicates a p-value less than 0.0001 for the comparison between FC and MLP. These results
substantiate that the FC method significantly outperforms both MLP and RBF in terms of
median regression error. When examining the Interval Feature Construction method with
the parameter set to 10 (IFC10), we observe a statistically significant reduction in median
regression error compared to the FC method, as indicated by ** for a p-value less than 0.01.
This denotes a clear improvement with the use of the IFC10 method over the standard FC
approach. A comparison between the IFC10 and Interval Feature Construction with the
parameter set to 20 (IFC20) reveals a non-significant difference in median regression error,
denoted by ’ns’ on the plot. This lack of significance suggests that varying the parameter
from 10 to 20 does not result in a statistically significant change in regression error for the
IFC method. In conclusion, the FC method demonstrates a significantly better performance
compared to traditional methods such as MLP and RBF. The improvement provided by
IFC10 over FC is significant, whereas the change in parameters between IFC10 and IFC20
does not yield a significant difference, indicating a plateau in performance gains between
these parameter settings.
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Also, another experiment was conducted by altering the number of chromosomes
in the proposed method from 100 to 500, and the results are outlined in Table 6 for the
classification datasets.

Table 6. Experiments with the number of chromosomes. Column IFC100 stands for the usage of
100 chromosomes, column IFC200 represents the results for 200 chromosomes, and column IFC500
shows the results for 500 chromosomes.

DATASET IFC100 IFC200 IFC500

APPENDICITIS 15.19% 16.66% 16.18%

AUSTRALIAN 14.59% 14.24% 13.80%

BALANCE 0.33% 0.97% 0.38%

CIRCULAR 3.21% 3.21% 3.27%

CLEVELAND 43.80% 44.25% 44.79%

DERMATOLOGY 12.16% 14.84% 11.23%

HABERMAN 21.08% 24.93% 23.03%

HAYES ROTH 18.21% 19.41% 18.50%

HEART 15.43% 17.25% 15.08%

HOUSEVOTES 5.59% 6.39% 6.77%

IONOSPHERE 10.72% 10.98% 9.83%

LIVERDISORDER 30.81% 31.34% 28.93%

MAMMOGRAPHIC 15.28% 15.73% 14.91%

PARKINSONS 9.67% 9.77% 11.09%

PIMA 24.74% 24.21% 23.26%

POPFAILURES 5.50% 4.75% 4.78%

REGIONS2 26.16% 26.25% 26.38%

SAHEART 29.67% 29.94% 29.40%

SEGMENT 33.09% 33.58% 31.19%

SPIRAL 26.98% 26.37% 26.06%

STUDENT 4.00% 4.06% 3.57%

TRANSFUSION 22.69% 19.33% 19.99%

WDBC 3.92% 3.61% 3.42%

WINE 9.73% 8.30% 7.97%

Z_F_S 5.22% 5.63% 6.01%

Z_O_N_F_S 34.20% 34.58% 32.78%

ZO_NF_S 4.66% 4.62% 4.04%

ZONF_S 2.44% 2.51% 2.49%

ZOO 9.32% 8.73% 11.32%

AVERAGE 15.81% 16.08% 15.53%

In this experiment, the stability of the proposed technique is revealed, since any
changes in the population size do not significantly affect its experimental performance,
as measured by the classification error in the test set.

4. Conclusions

In the presented work, a first attempt was made to introduce the concept of intervals
into the technique of Grammatical Evolution. With this technique, an attempt was made
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to find a value interval for the chromosome values that will provide lower values in the
objective function to be minimized. For this reason, a genetic algorithm was introduced,
which is executed before the main process of Grammatical Evolution and which gradually
generates the reliable value interval for the chromosome values. The proposed method will
significantly improve the efficiency of the Grammatical Evolution procedure by limiting
the optimization to more narrow intervals for the values of the chromosomes.

The method was tested on the feature construction technique, which is guided by
Grammatical Evolution. Experimental results and statistical comparison show a significant
reduction in classification error and data fitting error using the proposed technique. In ad-
dition, from the statistical comparison of the results, it appears that there is no direct effect
of the number of generations of the genetic algorithm on the effectiveness of the method,
which means that only a few generations are enough to effectively find the promising value
interval. Although the proposed technique was applied to the feature generation method,
it is quite general, and in the future, it will be possible to apply it to other application
areas of Grammatical Evolution, such as the construction of artificial neural networks,
the rule generation method, etc. However, a major drawback of the present technique
is that it requires a significant amount of computing resources for its execution, but this
can be alleviated by using parallel computing techniques, such as the MPI programming
library [82] or the OpenMP library [83].
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