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Abstract: Due to a reduction in reaction time and, consequently, the driver’s concentration, driving
when fatigued has become an issue throughout time. Consequently, the likelihood of having an
accident and it being fatal increases. In this work, we aim to identify an automatic method capable of
detecting drowsiness transitions by considering the time, frequency, and nonlinear domains of heart
rate variability. Therefore, the methodology proposed considers the multivariate statistical process
control, using principal components analysis, with accelerometer and time, frequency, and nonlinear
domains of the heart rate variability extracted by a wearable device. Applying the proposed approach,
it was possible to improve the results achieved in the previous studies, where it was able to remove
points out-of-control due to signal noise, identify the drowsy transitions, and, consequently, improve
the drowsiness classification. It is important to note that the out-of-control points of the heart rate
variability are not influenced by external noise. In terms of limitations, this method was not able to
detect all drowsiness transitions, and in some individuals, it falls far short of expectations. Regarding
this, is essential to understand if there is any pattern or similarity among the participants in which
it fails.

Keywords: drowsiness; heart rate variability; accelerometer; wearable device; MSPC-PCA

1. Introduction

Drowsiness can be caused due to different underlying causes such as excessive day-
time drowsiness, an unadjusted work schedule according to the circadian rhythm, sleep
deprivation or fatigue, certain medications, and the consumption of alcohol. Further-
more, when an individual does not get a good daily rest, their performance, memory,
concentration, reaction times, and alertness will be affected [1,2].

These effects can present a significant problem when the subject is driving since sleep
deprivation affects reaction time, and accidents can occur quickly [3]. Consequentially, this
might be fatal for the drivers and/or anybody who cross paths with them. Nevertheless,
sleep disorders are considered a public health problem [4]. According to the meta-analysis
conducted by [5], it was proved that there is an association between drowsy driving and
the risk of a road accident. In addition, it was noted that driving when fatigued increases
traffic accidents by a factor of 1.29 to 1.34 compared to driving while not fatigued [5].

Therefore, it is perceptible that drowsiness at the wheel is a public health problem,
and it is fundamental to identify appropriate preventive solutions. There are three main
categories commonly used to detect drowsiness: behavioral, vehicular, and physiological
techniques [6]. Behavioural techniques evaluate the drivers’ drowsiness through their
behavior. It requires cameras and computer monitoring to extract the most common
features, such as eye closure ratio, eye blinking, head position, facial expressions, and
yawning. Despite the fact that this technique is noninvasive, some disadvantages can be
appointed when the environmental factors are not adequate, for example, the illumination,
brightness, and road conditions [7]. Moreover, vehicle techniques are used to observe
driving patterns and to detect a decline in drivers’ performance due to tiredness and
drowsiness taking into account vehicular features. Frequent lane shifts, speed, steering
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wheel angle, and grip force collected from the sensors in the steering wheel, accelerator, or
brake pedal are among the features that are often employed. This technique can be useful
but limited in detecting drowsiness since it can be influenced by external factors, such as
road and weather conditions [8]. Finally, because they take physical conditions into account,
physiological techniques are the most trustworthy and accurate at detecting tiredness in
drivers. Body temperature, heart rate, pulse rate, breathing, and respiratory rate are the
most commonly used biological parameters. Another alternative metric used is the heart
rate variability, which represents the time difference between successive heartbeats [9]. This
metric can be divided into three domains: time, frequency, and nonlinear domains [10].
Succinctly, the time domain quantifies the variability in beat-to-beat interval measurements,
whereas the frequency domain is intended to estimate the absolute or relative power
distribution of the signal, which is divided into four bands. On the other hand, the nonlinear
domain quantifies the unpredictability of a time series [11]. This technique presents a
disadvantage in some medical devices, being considered intrusive since electrodes are
required on the driver’s body and are not always comfortable for the driver’s day-to-day
life [6]. Even though physiological techniques are reliable, it is commonly used to classify
sleep stages, where the ground truth, most of the time, is defined by medical experts or
subjective self-evaluation [12]. In order to oppose intrusive devices, for a driver, there are
wearable devices, commonly used in the field of healthcare. These devices are used for
monitoring and diagnosing the health of the individual, in a more comfortable way and for
daily care. Furthermore, it has advantages such as a low cost and the acquisition of data
over a long period of time [13]. Numerous studies have been conducted on the detection
of drowsiness using wearable devices to monitor a person’s health. Note that most of the
studies performed driver simulations to collect biometric data in a controlled environment.
The classification of drowsiness level, in most of the studies, is based on blinks metrics, head
pose, and subjective measures that evaluate the level of drowsiness based on predefined
classifications with different indicators to be observed for each level of drowsiness [14,15].
Different scales can be applied for rating the level of drowsiness by videoing the drives’
faces, such as the Wierwille and Ellsworth’s drowsiness scale [16], Stanford Sleepiness
Scale [17], and Observer Rating of Drowsiness [18]. The major drawback of these scales is
that, since they rely on the rating person’s judgment, they can be quite subjective.

A new approach was developed to detect drowsiness using an anomaly detection
known as multivariate statistical process control. Only one principal component was ap-
plied with eight features derived from the heart rate variability [19]. Then, an improvement
was proposed in [20] to detect more drowsiness periods. Instead of using only one principal
component, three components were considered and designated by time, frequency, and
nonlinear domains of the heart rate variability. However, it was not possible to prove
the influence of the signal noise on the drowsiness detection [20]. The following step of
that analysis was to rate the drowsiness, of each participant, using the recorded video,
considering Wierwille and Ellsworth’s drowsiness scale [16]. Heart rate variability and
electroencephalogram (EEG) metrics were analyzed and the multivariate statistical process
control was applied for both metrics. Compared to the drowsiness levels it was possible
to prove that the out-of-control points represent the drowsiness transitions. Moreover,
the methodology presents promising results using the heart rate variability since it de-
tects more drowsiness transitions than EEG metrics [21]. Nonetheless, the signal noise
was not evaluated.

This work intends to identify a suited method capable of recognizing automatically
the transitions of the drowsiness phases. This method takes into consideration the heart
rate variability metrics (time, frequency, and nonlinear domains) and the accelerometer
information, retrieved from the Empatica E4 wristband device. In order to achieve the
goal of the proposed work, Multivariate Statistical Process Control, considering Principal
Component Analysis (MSPC-PCA) was applied. This methodology is used to improve the
results achieved in [20,21], with the addition of accelerometer information used to reduce
signal noise and, consequently, identify the maximum number of drowsiness transitions.
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The main contribution of this paper is the proposal of a method that can identify
drowsiness transitions automatically as opposed to manually labelling them or utilizing the
classifications of polysomnography tests made by technical specialists. Being an automatic
method, it is not prone to subjectivity because it does not depend on the analyst and does
not require medical professionals. Thus, it can be considered as an unsupervised approach,
using a low-cost wearable device that is nonintrusive. Nevertheless, the challenge of using
wearable devices is the noise present in the signal that sometimes influences drowsiness
detection. With the proposed method, this issue can be overcome since the detection of
drowsiness transitions is not influenced by signal noise.

This article is structured as follows. In Section 2, we present the materials and methods,
where the driving simulation and analysis procedure, implementation details, and the
description of the participants are explained. In Section 3, the variables description and
the main results are presented, with the characterization of the proposed methodology to
improve the drowsiness classification. The discussion of the results is presented in Section 4,
and the main conclusions are reported in Section 5.

2. Methodology

Anomaly detection, often known as the identification of anomalous data, is the pro-
cess of identifying patterns in certain data that behave differently from how they should.
This type of analysis is fundamental since the abnormal points can indicate significant
information about the process, even rare events, allowing the implementation of preventive
measures. Anomaly detection is being applied in different contexts: like medical and
public health, fraud detection, industrial, image processing, text data, and sensor networks.
The three known techniques are based on classification, statistical, and clustering meth-
ods. Classification methods can be computed considering, for example, support vector
machine (SVM), Bayesian network (BN), rule-based, or neural network (NN). In terms of
statistical methods, mixture models, signal processing, process control, and principal com-
ponent analysis are widely used, and for the clustering method, there is regular clustering
or coclustering [22,23].

The process control method is useful to monitor the performance of the process and
recognize when an anomaly is detected. The anomaly can happen when the process does
not work as expected and defined. Thus, there are some visual techniques that can be
implemented to understand the behavior of the process while it is being analyzed and that
can be applied to visualize one variable (univariate analysis) or more than one (multivariate
analysis), known as control charts [24]. However, there are some disadvantages of this
method, as the problem can be misleading, and sometimes, it is not easy to interpret the
results achieved on account of the strong correlations between the attributes, also defined as
collinearity. Besides that, there are also others problems, like the high number of attributes
to take into consideration, known as the dimensionality, the noise in the data due to external
factors, and missing data [25].

Principal Component Analysis (PCA) is a method that has been developed to stream-
line monitoring process analysis, address the dimensionality problem, and prevent collinear-
ity between the characteristics. This technique transforms a large number of features into
low-dimensional spaces, where the principal components are expressed as a linear combi-
nation of the original features, that are orthogonal and explain the original information.
The first principal component has a higher variability from the original data [24].

The matrix X ∈ RN×M represents the data that is going to be analyzed considering
the number of observations (N) and the number of features (M) of the process. For better
results, the values in X must be standardized, meaning, a mean equal to zero and unit
variance. In terms of the number of principal components, R, to take into consideration,
it depends on the goal of the analysis. If the aim is to reduce the colinearity between the
features, the R value can be equal to the number of the original features. However, if it is
more important to reduce dimensionality, the number of principal components can be set to



Appl. Sci. 2023, 13, 2651 4 of 19

those that have higher variability. Therefore, the number of components can be expressed
as R ≤ M and the principal components is defined as Equation (1),

T = XP + E (1)

where the scores matrix is given by T ∈ RN×R, the loading matrix given by P ∈ RM×R, and
the information that is not explained by the PCA method is defined as an error (E ∈ RN×R).
Moreover, the estimation of the original features

(
X̂
)

and the residuals
(
Ê
)

can be expressed
by Equations (2) and (3), respectively [24,26,27].

X̂ = TPT (2)

Ê = X− X̂ (3)

Thereby, for the detection of anomalies, two statistical metrics can be computed such
as the Squared Prediction Error (SPE), defined as Q statistic, and Hotelling’s T2. The
SPE statistic is the difference between the original information and the R dimensional
subspace, Equation (4).

SPE =
M

∑
i=1

(xi − x̂i)
2 (4)

Conversely, the stability of the process is assessed using Hotelling’s T2 statistic, which
is expressed by Equation (5), considering Λ ∈ RR×R the covariance matrix of T, the
score vector for the ith observation as tT

i = {ti1, ti2, . . . , tiR}, and the eigenvalues of the R
component as the λr.

T2
i = tT

i Λ−1ti =
R

∑
r=1

t2
r

λr
(5)

Finally, the anomalies can be found through the upper limit control (ULC) for each
statistic. Equation (6) is the ULC for the SPE statistic, taking into consideration the signifi-
cant level (α), the sample mean (b), and variance values (v).

ULC(SPE) =
v
2b

χ22b2

v
,α

 (6)

For the Hotelling’s T2 statistic, the ULC is given by Equation (7), considering the
F-distribution, with the 100(1− α)% confidence.

ULC(T2) =
R(N2 − 1)
N(N − R)

× FR,(N−R),α (7)

3. Materials and Methods

In this section, the driving simulation and analysis procedure are described in detail
so that the study can be understood and replicated. Thereafter, implementation details
are presented with the software used, as well as the applied libraries and the developed
multivariate statistical process control functions. Subsequently, the characterization of
the sample is detailed, based on personal information, potential sleep disturbances, and
information about the simulated driving. Finally, the drowsiness levels reached during the
driving simulation are analyzed.

3.1. Driving Simulation Procedure

In order to extract physiological data for drowsiness detection, driving simulations
were conducted. All participants had to sign an informed consent form, where the pur-
pose of the study as well as the devices that were going to be used were described, per-
mission to collect biometric information was obtained, and anonymity was guaranteed.
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Four questionnaires about sleep disorders were filled out; the sleep quality (Pittsburgh
Sleep Quality), level of daytime sleepiness (Epworth Sleepiness Scale), circadian rhythm
(Morning-Eveningness), and risk of developing obstructive sleep apnea (Stop-Bang) were
assessed [28–31]. The purpose of collecting this information is to characterize each partici-
pant’s sleep, which involves more than just its quality.

In terms of the simulated driving environment, the steering wheel, acceleration, and
brake pedals from the Logitech® G27 driving system were used. The commercial American
Truck Simulator was the game played to simulate truck driving since it provides long
monotonous highways courses, with low speed, day and night conditions, and speed limits
that were set as 90 km/h. In order to familiarize the participants with the controls, a
10-minute adaptation period was given and, after that, a one-hour exam was performed. It
was set in a continuous route, for all participants, where the first and last minutes were
driven in the city. This means that for a major part of the driving simulation they had to
drive on the highway. The participants were asked not to exceed the maximum limit and
that the rules of the road had to be followed as well. Besides that, monotonous music was
played, during the exam, to induce more drowsiness.

Last, the participants had to fill out a new questionnaire to collect personal information
(gender, age, body mass index, practice of sport), substances ingested (coffee, medicine,
alcohol, cigarette), the existence of stress in the last 24 h, participant experience (symptoms,
difficulty controlling the vehicle and recognize obstacles, accidents) and the classification of
the drowsiness level (Karolinska Sleepiness Scale) felt during the simulation.

Figure 1 presents, in a summarized way, the procedure followed for the driving
simulations, discriminating what was developed in the sleep disorders questionnaires,
driving simulation, and the final report.

Figure 1. Driving Simulation Procedure.

During the simulation, a facial recognition algorithm was developed to automatically
detect the blink duration based on the work [32]. Even though the blink duration was
collected for all the participants and that information could be used as ground truth, it
was perceptible that most of the results were not reliable. The algorithm developed was
sensitive to facial and body movements, the use of glasses, and lighting, and the blink
duration was not always detected at the correct instant. Due to this, we opted not to use
that information. This issue could be overcome by using image recognition with deep
residual learning [33].

3.2. Analysis Procedure

In order to analyze the data collected from the simulations, the heart rate variability
was computed using the data from Empatica E4 device. First, the R–R Intervals, which are
the time between consecutive heartbeats [34], were extracted. Then, a resampling of the
data into equal intervals was needed. The next step was the cleaning of the signal, where
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the outliers and ectopic beats were removed, and the cubic interpolation was considered
to replace these values. Last, the time, frequency, and nonlinear domains from the heart
variability metrics were extracted, every two minutes. In theory, the time domain is
the quantification of the heart rate variability over a period of time. Conversely, the
frequency domain is the absolute or relative signal power, and the nonlinear domain is
the unpredictability and complexity [11]. After gathering the heart rate variability dataset,
the PCA was conducted, where three principal components were considered, taking the
heart rate variability domains into account. For each principal component, the Hotelling
T2 and SPE statistics and the given upper limit control were computed to identify the
out-of-control points.

Future work in [21] defined the inclusion of one additional principal component
with the accelerometer data as requiring more investigation. When the arm is moved, for
example, this sensor gathers vital information about the movement of that action. The
Empatica E4 was 3-axis (X, Y, and Z) accelerometer that collects continuously gravitational
force, every second [35]. In order to analyze this information it is necessary to organize the
collected data to be in accordance with heart rate variability metrics. Thus, the coefficient
of variation (cv), Equation (8), was computed every two minutes.

cv =
s
x̄
× 100 (8)

where s and x̄ represent respectively the standard deviation and the mean of a given sample.
This value is a well-known statistical measure used to compute the percentage of variation
of the mean value. The sample can be considered consistent if the coefficient of variation
is less than 33 [36]. When such happens, every two minutes, the mean value is used for
each feature X, Y, and Z. Otherwise, the median value is considered. After the preparation
of the dataset, the multivariate statistical process control was considered to identify the
out-of-control points in the accelerometer information, using only one principal component.
Note that these points can represent signal noise.

Finally, the drowsiness phases classification, by videoing the participant’s face, was per-
formed considering Wierwille and Ellsworth’s drowsiness scale [16]. The drowsiness was
classified into five levels: not drowsy (S1), slightly (S2), moderately (S3), significantly (S4),
and extremely drowsy (S5). For this classification, it is necessary to look at the eye move-
ment, the time between blinks and the number of blinks, mouth movements, unnecessary
motions, yawns, deep breathing, eye closure, and head movements. Note that only two
experts labeled the drowsiness phases so that each one rated half of the participants. One
disadvantage of this approach is the great amount of time required to visualize and label
all the videos, meaning that this method is not automated.

For a better understanding of what has been explained above, a flowchart was created
with all the steps performed, both for the classification of the drowsiness phases as well as
the construction of the dataset and methodology implemented (Figure 2).

The main goal of this analysis was to compare the out-of-control points using the
heart rate variability and verify if there are points that occurred due to signal noise at
the same time. Furthermore, it is important to conclude if the noise is influencing the
out-of-control points in the heart rate variability and, consequently, reducing the number
of points that are not a drowsiness transition. Thereafter, it is fundamental to verify if there
was a drowsiness transition when the out-of-control point is due to heart rate variability
and accelerometer. When there is not a drowsiness transition, the video of the individual’s
face must be visualized to certify if the transition can be anticipated or delayed. With this
approach, the drowsiness classification could be improved.
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Figure 2. Analysis Procedure Flowchart.

3.3. Implementation Details

For the application of the proposed procedure it was used the software Python
(version 3.8.5) [37], where it was considered the pandas, matplotlib, pca, numpy, SciPy,
and seaborn libraries [38–43].

The Pandas’ library was implemented to import the data using the read_csv function,
where the mean, median, and standard deviation, for the sample, were calculated with
data.mean(), data.median(), and data.std() attributes, respectively [38].

The PCA was developed using the pca library, where the pca function was used to ini-
tialize the method with the number of desired components. After that, the fit_transform
attribute was implemented with all the data lines and the respective variables of each
heart rate variability domain. With this attribute, it is possible to extract the loadings and
scores values [40].

For the computation of the Hotelling T2 and SPE, the numpy and scipy.stats func-
tions were considered. Numpy function was developed to support arrays and matrices opera-
tions, where np.dot attribute performs the dot product of two arrays. Moreover, the np.sum
attribute computes the sum of the arrays by lines when the axis parameter is equal to 1 [41].
Then, scipy.stats library was implemented for the ULC statistics (Equations (6) and (7)),
taking into consideration the f.pff and chi2.pff attributes [42]. Four functions have been
created using the def keyword to compute the Hotelling T2 and SPE statistics and the
respective limits control. The functions developed are shown in Appendix A.

Finally, seaborn and matplotlib libraries were applied for graphical visualizations.
Countplot, histplot, and plot functions were implemented to perform barplots, his-
tograms, and line plots [43].

3.4. Participants Information

In order to perform the driving simulations, professors and research fellows, from
the Polytechnic Institute of Cávado and Ave, were invited to participate in the experience.
Fifty-seven people accepted to be part of this study. Most of the participants were male and,
in terms of body mass index, were normal. Follow by overweight, underweight, class II
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(35 ≤ bmi < 40), and class I (30 ≤ bmi < 35). Moreover, there were participants from
different age groups, ranging from 17 to 56 years old. According to the age distribution,
Figure 3c, it is possible to identify that most of the participants were young. Furthermore,
50.88% of them played sports, where running, going to the gym, tennis, swimming, and
soccer were the most common.

(a) (b)

(c) (d)

Figure 3. Personal information: (a) Gender. (b) Body mass index. (c) Age. (d) Type of sports.

There were only 14% of participants that present a health condition, with asthma
(37.5%) and hypertension (25%) being the most common followed by type I diabetes
(12.5%), myasthenia gravis (12.5%), and Gilbert syndrome (12.5%). In terms of sleep disor-
ders, it was evaluated the risk of developing obstructive sleep apnea, the level of daytime
sleepiness, sleep quality, and the circadian rhythm using the Stop-Bang, Epworth Sleepi-
ness Scale, Pittsburgh Sleep Quality, and Morning-Eveningness questionnaires [28–31].
A few participants presented a high risk of developing obstructive sleep apnea (10.91%),
excessive daytime sleepiness (40%), and bad sleep quality (25.45%). Moreover, most of
them were neither morning nor evening type (70.91%), followed by morning (16.37%),
evening (10.91%), and definitely evening type (1.82%).

It was also asked about some substances ingested and the existence of stress, in
the 24 h, prior to the simulation. After analyzing the results achieved, Table 1, most of
the participants drank coffee, did not ingest medicine, alcohol, or smoked, and did not
experience stress.

Table 1. Substances ingested or felt, in the 24 h, before the simulation.

Drank
Coffee

Had
Medicine

Drank
Alcohol

Smoke
Cigarette Felt Stress

No 24 45 5 53 41
Yes 33 12 52 4 16
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The next answers were about the participant’s experience during the simulation. First,
the participants were asked about some symptoms experienced, such as sickness, vision
problems, headache, fatigue, itching eyes, concentration problems, and anxiety. They had
to rate their intensity from 0 to 5, which corresponds to not at all to very much. Table 2
presents the results achieved. It is perceptible that vision problems, fatigue, itching eyes,
and concentration were the symptoms most felt throughout the simulation.

Table 2. Symptoms during the simulation.

Symptom 0 1 2 3 4 5

Sicken 45 9 0 1 2 0
Vision Problems 21 19 11 3 3 0
Headache 33 10 7 7 0 0
Fatigue 15 7 13 12 7 3
Itching Eyes 22 12 8 6 6 3
Concentrate Problems 12 16 11 7 9 2
Anxiety 38 8 5 3 2 1

Another aspect to take into consideration is the vehicle experience. Thus, it was asked
if the participant had any difficulties controlling the vehicle, had any accidents, and had
difficulty recognizing potential obstacles and responding to them in a timely manner. In
this last question, they had to rate their experience from 0, which represents not at all, to 5,
which is very much. A large portion of the participants had no problems controlling the
vehicle, although 40.37% did, and 56.14% had an accident. The difficulty in recognizing
the obstacles was shown by 66.67% of the participants, although some had more problems
than others.

The last questions were about the level of drowsiness, considering the Karolinska
Sleepiness Scale, in which period of time they felt more drowsy (at the beginning, middle,
or at the end of the simulation), if they felt more drowsiness during the night, and the level
of difficulty to stay awake (0 representing none up to 5 representing a lot). Note that after
the classification of the drowsiness level, the following questions were only presented to
those who felt any signs of drowsiness. The levels considered were from “some signs of
sleepiness” to “very sleepy, great effort to keeping awake, fighting sleep”. Table 3 presents
the results achieved using the Karolinska Sleepiness Scale, where 36 participants felt signs
of drowsiness considering the levels from 6 to 9. Therefore, it is perceptible that most of the
participants felt drowsy during the simulation.

Table 3. Karolinska Sleepiness Scale Results.

Level Description Count

1 Extremely alert 1
2 Very alert 1
3 Alert 5
4 Rather alert 9
5 Neither alert nor sleepy 5
6 Some signs of sleepiness 9
7 Sleepy, but no effort to keep awake 12
8 Sleepy, some effort to keep awake 11
9 Very sleepy, great effort keeping awake, fighting sleep 4

In terms of which time period did the participants felt the most sleepy, the majority of
them felt it in the middle of the simulation (80.56%), a few felt it at the end (13.89%), and
only 5.55% at the beginning. Furthermore, it was consensual that during the night is when
the greatest signs of drowsiness are felt (72.22%). Finally, none of the participants gave a
score of 5 to how difficult it is to stay awake, and only 19.44% assigned a score of 4, 22.22%
assigned a score of 2, and 3. These questions are self-reported and sometimes the answers
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are not in accordance with the video captured. For instance, there were a few participants
that almost fell asleep during the simulation. This means that it was hard for them to keep
their eyes open and, consequently, stay awake. Thereby, it was expected to have a level 5
for the difficulty of being awake.

After performing the classification of the drowsiness phases, by videoing the par-
ticipant’s face, the percentages of each phase were extracted, taking into consideration
Wierwille and Ellsworth’s drowsiness scale [16]. This scale divides drowsiness into five
levels, from not drowsy (S1) to extremely drowsy (S5). Thus, Figure 4 presents the respec-
tive percentage for each level, globally. It is clearly perceptible that most of the participants
did not reach level S5 since this level has lower variability (the difference between the 3rd
and 1st quartile, also known as the interquartile range) when compared with the remaining
levels. On the other hand, levels S1, S2, S3, and S4 present the greatest variability, where
the interquartile range is 23.23, 27.86, 19.92, and 36.33, respectively.

Figure 4. Percentage of Each Drowsiness Scale.

4. Results

This section presents the heart rate variability metrics, for each domain, considered in
the analysis. Then, the MSPC-PCA analysis was conducted for both heart rate variability
and accelerometer information. Finally, it is discribed the out-of-control points analysis.

4.1. Variables Description

Heart rate variability is divided into time, frequency, and nonlinear domains, as was
mentioned above. For each domain, there are different variables that can be computed,
every two minutes. In terms of time, it was considered 16 variables, where 12 are related to
the R-R intervals, and the remaining 4 are associated with the heart rate. Regarding the
frequency and nonlinear domains, 5 and 4 variables were considered, respectively. All
the variables used and the respective description is presented in Table 4. A more detailed
description of each variable can be found at [11].

4.2. MSPC-PCA Analysis

In order to identify the out-of-control points for both heart rate variability and ac-
celerometer information, the MSPC-PCA was applied. The first step was to determine the
time, frequency, nonlinear domain, and accelerometer principal component scores. Then,
the Hotelling T2, SPE statistics, and the upper limit control were assessed, considering the
95% confidence level, for each principal component. This analysis was conducted for all the
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participants, and since there are many graphs to display, for a better understanding of the
proposed methodology, in this subsection, the analysis will only focus on participant 15.

Table 4. Heart Rate Variability Time Domain Metrics.

Domain Metrics Description

Time

mean_nni Mean of the R–R intervals.
median_nni Median of the R–R intervals.
range_nni Difference between the maximum and the minimum of the R–R intervals.
sdnn Standard Deviation of the R–R intervals.
sdsd Standard deviation of differences between adjacent R–R intervals.
rmssd Square root of the mean of the sum of the squares of differences between

adjacent R–R intervals.
nni_50 Intervals’ number differences of successive R–R intervals greater than 50 ms.
pnni_50 Derived Proportion by dividing nni_50 by the R–R intervals’ total number.
nni_20 Intervals’ number differences of successive R–R intervals greater than 20 ms.
pnni_20 Derived Proportion by dividing nni_20 by the R–R intervals’ total number.
cvsd rmssd divided mean_nni.
cvnni sdnn divided by mean_nni.
mean_hr Heart rate mean.
min_hr Heart rate minimum.
max_hr Heart rate maximum.
std_hr Standard deviation of the heart rate.

Frequency

power_vlf Variance in HRV in the very low frequency.
power_lf Variance in HRV in the low frequency
power_hf Variance in HRV in the high frequency
total_power Total power density spectral.
lf_hf_ratio lf/hf ratio.

Non-Linear

csi Cardiac Sympathetic Index.
cvi Cadiac Vagal Index.
modified_csi Modified csi.
sampen Sample entropy.

Figure 5 presents the achieved out-of-control points for the time, frequency, and
nonlinear principal components of the SPE (first line) and Hotelling T2 (second line)
statistics. With this visualization, the time and nonlinear domain components had one
and two out-of-control points for the SPE and Hotelling T2, respectively. The frequency
domain component had only one out-of-control point for both statistics. Therefore, the
heart rate variability at the time periods 1, 6, 7, 26, and 31 is out-of-control. Since the heart
rate variability metrics were computed every two minutes, instant 1 represents the 2nd to
4th minutes of simulation. The instant 6 is the 12th to 14th minute and so on.

The same analysis was conducted for the accelerometer information, Figure 6, where it is
noticeable that there are two out-of-control points in both statistics. Therefore, the time periods
0, 1, 20, and 37 are out-of-control considering the X, Y, and Z values of the accelerometer.

Overall, with the application of the MSPC-PCA methodology on the heart rate vari-
ability and accelerometer information, it was possible to identify 5 and 4 out-of-control
points, respectively, where only one point is common for both data. Thus, it is important to
understand what the out-of-control values represent and whether noise in the signal affects
the points found in the heart rate variability or not.

The points achieved as out of control considering the heart rate variability and ac-
celerometer, with the MSPC-PCA methodology, need to be carefully analyzed. This ap-
proach was evaluated for all participants; however, only the results for two participants
(15 and 21) with different experiences will be presented (Figure 7). In the first line, the
drowsiness periods reached using the MSPC-PCA, for the heart rate variability, are visible
where the value 1 represents the out-of-control point, over the simulation time, in minutes.
The out-of-control points using the accelerometer information were also added. In the
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second line, the drowsiness levels from Wierwille and Ellsworth’s drowsiness scale [16] are
plotted over the simulation time.

Figure 5. Participant 15 MSPC-PCA Analysis for the Heart Rate Variability.

Figure 6. Participant 15 MSPC-PCA Analysis for the Accelerometer information.

(a) (b)

Figure 7. MSPC-PCA Methodology and Drowsiness Classification. (a) participant 15. (b) participant 21.
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It is noticeable that participant 21 has more transitions and reached higher levels
of drowsiness than participant 15. Consequently, it also has more out-of-control points
using the heart rate variability since, in the drowsiness periods, the value 1 was reached
more often, which would be expected. In terms of the accelerometer, the first point, in
both cases, is out of control, and it represents the first two minutes using the wearable
device. During that time, the participants are adjusting the positioning of the device. It
is also visualized that, for participant 15, there is one out-of-control point in common
using the heart rate variability and accelerometer. Since this point happened before the
recording of the participant’s face, it is not possible to check if there is a transition change
and greater movement of the participant’s arm. This happened with other participants and
the drowsiness transition is not affected by noise due to large movements.

Another aspect to take into account is that, for participant 15, any out-of-control
point does not represent a drowsiness transition, considering the present drowsiness
classification. This is contrary to participant 21 in which some transitions are, actually,
being detected. For a better understanding of what is happening, what conclusions can
be drawn, and what improvements can be implemented, it is necessary to evaluate the
number of drowsiness levels transitions, the number of out-of-control points reached using
the heart rate variability and accelerometer, and the number of out-of-control points in
common (see Figure 8).

(a) (b)

(c) (d)

Figure 8. Transitions and Out-of-Control Points (a) Number of Drowsiness Transitions. (b) Heart
Rate Variability Out-of-Control Points. (c) Accelerometer Out-of-Control Points. (d) Out-of-Control
Points in Both Heart Rate Variability and Accelerometer.

Globally, considering all the information from all the participants, there are 2 to 18
drowsiness transitions, where 7, 8, and 10 are the most common. However, there are 2 to 12
and 0 to 7 out-of-control points, using the multivariate statistical process control for the
heart rate variability and accelerometer, respectively. The most common for the heart rate
variability was between 6 to 9 points of control, whereas for the accelerometer, it was 2 to 4.
When the number of out-of-control points reached in both sets of data are compared (in
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other words, the heart variability and accelerometer at the same time), there are 39.62%
with 1 point in common, 11.32% with 2 points, and 7.55% with 3 or 4 points. This means
that 41.51% does not have any point in common. The next step was to evaluate the presence
of a transition in which the points are out of control due to both heart rate variability and
accelerometer. Therefore, considering the results achieved, only 14.29% of the common
out-of-control points actually have a drowsiness transition.

With this analysis, it is clear that improvements need to be made. Hence, the suggestion
is to identify the out-of-control points for heart rate variability and compare them with
the video in case of a transition; otherwise, check if it is possible to anticipate or delay a
defined transition. Figure 9 presents the new drowsiness classification, for both participants
15 and 21, with the respective rectification. The blue line represents the first drowsiness
classification, and the orange line is the improved classification using the methodology
presented. For participant 15, the first three out-of-control points occurred before the video
recording. In the last two points, it was possible to identify a drowsiness transition, and for
that reason, the drowsiness classification was modified. When it comes to participant 21,
only the first out-of-control point occurred before the video recording, and at the remaining
points, there was also a transition from drowsiness.

(a) (b)

Figure 9. Drowsiness Classification Improvements. (a) participant 15. (b) participant 21.

To evaluate the proposed method’s performance, the precision and recall metrics
were computed. Contextually, it is intended to check the ability of the out-of-control
points to actually represent a drowsiness transition, which is known as precision. On
the other hand, it is also intended to verify the ability to detect real drowsiness transi-
tions, which represents the recall metric. So, precision and recall can be expressed as
Equations (9) and (10), respectively.

Precision =
Out-of-Control Point∩ Real Transitions
Total Number of Out-of-Control Points

(9)

Recall =
Real Transitions∩Out-of-Control Point

Total Number of Transitions
(10)

The results achieved are presented in Table 5. For the first drowsiness classification,
the precision and recall values were equal to 0.37 and 0.21, respectively. However, with the
improved classification, precision was equal to 0.83 and recall to 0.47. It is perceptible that
using the proposed methodology it was possible to improve the drowsiness classification
and achieve better results.

Table 5. Precision and Recall Metrics.

Drowsiness Classification Precision Recall

First Classification [21] 0.37 0.21
Improved Classification 0.83 0.47
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5. Discussion

Focusing on the results achieved, in the previous section, it was possible to verify that
most of the out-of-control points for the heart rate variability are not being influenced by
signal noise. This was a concern in the study conducted in [20], where the addition of the
accelerometer information was mentioned as future work.

Nevertheless, note that the drowsiness classification was made manually, considering
the video recording and the participant’s behavior. This turned out to be subjective, and it
is important to find solutions to combat this problem. A similar approach was used in [15],
where two trained individuals classified separately the same videos. The classification, in
the same period, was different such that it was necessary to evaluate and discuss it together.
This is also a bit subjective since the opinion of one evaluator can influence the other. In [44],
the drowsiness classification was made by the participant, after the simulation, considering
the Karolinska Sleepiness Scale. This may be questionable as it is not always easy to classify
our state of drowsiness through a video.

Other alternatives have emerged such as identifying the duration of the blink automat-
ically and using blink metrics to classify the drowsiness phases [32,45]. In our experience,
this may not be reliable since external factors influence the results. The algorithm can
have several weaknesses that cannot be controlled such as wearing glasses, lighting, the
participant’s facial movement, or even looking back. In addition, it is not always possible
to calibrate the participant’s eyes well to extract reliable metrics.

Besides that, evaluating the out-of-control points reached using the heart rate vari-
ability, it was possible to improve the drowsiness classification methodology mentioned
in [21]. It is essential to evaluate each out-of-control point obtained to prove if there is
actually a drowsiness transition. This means that it always needs to be verified to see if
such is happening, regardless of the participant in question. In mathematical terms, 83%
of the out-of-control points represent a drowsiness transition (precision value), and only
47% of the drowsiness transitions are correctly detected (recall value), using the improved
classification. However, if the method developed in [21] is considered, it reaches 37% and
21% for precision and recall metrics, respectively. With the proposed method, it is possible
to counter most of the problems mentioned before using the MSPC-PCA methodology,
and it is possible to clearly detect the drowsiness transitions. However, this method is
not perfect, as it does not identify all the drowsiness transitions. However, regarding the
performed analyses, whenever there is an out-of-control point, there is, in most of them, a
drowsiness transition. That is a good achievement.

6. Conclusions

Drowsiness at the wheel is a topic of relevance since it reduces the driver’s reaction
time, and that can lead quickly to road accidents. It can cause injuries or even the deaths of
the drivers or those nearby. Therefore, it is important to take preventive measures that are
not intrusive for the driver.

The aim of this work was the identification of a drowsiness transition method using
the heart rate variability and accelerometer information through a wearable device. It is
intended to identify the maximum number of drowsiness transitions and to reduce the
identification of signal noise through driving simulations. This work contributes to the
automatic detection of drowsiness transitions that is not influenced by external subjectivity
and noise (from the signal or from large movements). It can be considered an unsupervised
methodology and a low-cost system that is nonintrusive for drivers’ activity.

Driving simulations were developed with 57 people, in which most of them were
male, with a normal body mass index, young, and fit. In terms of sleep disorders, a few
participants presented a high risk of developing obstructive sleep apnea; they had excessive
daytime sleepiness and bad sleep quality. Two interesting remarks are that most of the
participants had an accident and had difficulties recognizing obstacles. It was also found
that most participants experienced signs of drowsiness, and it was consensual that they
occurred mostly in the middle of the night, during the simulation.
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Therefore, multivariate statistical process control, using principal components analysis,
was the method considered. Four main components were considered—the X, Y, and Z
values of the accelerometer, time, frequency, and nonlinear domains of the heart rate
variability. Then, the out-of-control points reached were analyzed, and it was possible to
prove that most of the points of the heart rate variability were not being influenced by the
external noise. Besides that, it was also possible to improve the drowsiness classification,
previously defined using Wierwille and Ellsworth’s drowsiness scale. It was proved that
most of the out-of-control points represent drowsiness transitions (83%), and less than
half of the drowsiness transitions are detected (47%). Thus, the proposed method showed
promising results for detecting drowsiness transitions and is not an intrusive alternative to
the driver’s work functions.

The main limitation of the proposed work is the time consumption that is required
since the process of classifying the drowsiness stages is not automatic. Moreover, it was not
possible to detect all the drowsiness transitions and, for that reason, the recall value was
low. Further analysis is needed to understand why in some participants few transitions
are detected. Besides that, machine learning algorithms must be performed to classify the
drowsiness state. The identification of the best subset of variables to classify the drowsiness
transitions known as feature selection optimization is another type of analysis that could
be performed. The implementation in a real context may also be something to consider.
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Appendix A. MSPC-PCA Statistics and Limits Control in Python

# #############################################################
import numpy as np
from sc ipy . s t a t s import chi2 , f

# f u n c t i o n t o compute t h e H o t e l l i n g T^2 s t a t i s t i c
def h o t e l l i n g _ t 2 ( s c o r e s ) :

s td = s c o r e s . s td ( )
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h o t e l l i n g = ( s c o r e s * * 2 ) / ( std * * 2 )
return h o t e l l i n g

# f u n c t i o n t o c a l c u l a t e t h e H o t e l l i n g T^2 c o n t r o l l i m i t
def h o t e l l i n g _ l i m i t _ c o n t r o l ( scores , l e v e l _ c o n f i d e n c e ) :

k = 1
n = len ( s c o r e s )
d1 = ( k * ( n + 1 ) * ( n − 1 ) ) / ( n * ( n−k ) )
u l c _ t 2 = d1 * f . ppf ( leve l_conf idence , k , n−k )
return u l c _ t 2

# f u n c t i o n t o compute t h e SPE s t a t i s t i c
def q _ s t a t i s t i c ( input_ fea tures , loadings , s c o r e s ) :

es t imat ion_x = np . dot ( scores , loadings )
e r r o r = i n p u t _ f e a t u r e s − est imat ion_x
q _ s t a t i s t i c = np . sum( e r r o r * * 2 , a x i s =1)
return q _ s t a t i s t i c

# f u n c t i o n t o c a l c u l a t e t h e SPE c o n t r o l l i m i t
def q _ l i m i t _ c o n t r o l ( s t a t i s t i c _ q , l e v e l _ c o n f i d a n c e ) :

d1 = s t a t i s t i c _ q . var ( ) [ 0 ] / ( 2 * s t a t i s t i c _ q . mean ( ) [ 0 ] )
df = ( 2 * s t a t i s t i c _ q . mean ( ) [ 0 ] * * 2 ) / s t a t i s t i c _ q . var ( ) [ 0 ]
ulc_spe = d1 * chi2 . ppf ( leve l_conf idance , df )
return ulc_spe

# #############################################################
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