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Abstract

:

When constructing an investment portfolio, it is important to maximize returns while minimizing risks. This portfolio optimization can be considered as a multi-objective optimization problem that is solved by means of multi-objective evolutionary algorithms. The use of multi-objective evolutionary algorithms (MOEAs) provides an effective approach for dealing with the complex data involved in multi-objective optimization problems. However, current MOEAs often rely on a single strategy to obtain optimal solutions, leading to premature convergence and an insufficient population diversity. In this paper, a new MOEA called the Synergistic MOEA with Diffusion Population Generation (DPG-SMOEA) is proposed to address these limitations by integrating MOEAs with diffusion models. To train the diffusion model, a mixed memory pool strategy is optimized, which collects improved solutions from the MOEA/D-AEE, an optimized MOEA, as training samples. The trained model is then used to generate offspring. Considering the cold-start mechanism of the diffusion model, particularly during the training phase where it is not suitable for generating initial offspring, this paper adjusts and optimizes the collaborative strategy to enhance the synergy between the diffusion model and MOEA/D-AEE. Experimental validation of the DPG-SMOEA demonstrates the advantages of using diffusion models in low-dimensional and relatively continuous data analysis. The results show that the DPG-SMOEA performs well on the low-dimensional Hang Seng Index test dataset, while achieving average performance on other high-dimensional datasets, consistent with theoretical predictions. Overall, the DPG-SMOEA achieves better results compared to MOEA/D-AEE and other multi-objective optimization algorithms.
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1. Introduction


Since the introduction of the mean-variance model by Markowitz [1], the maximization of returns while minimizing risk to the greatest extent possible has become a prominent issue in constructing investment portfolios. Balancing returns and risk represents a typical multi-objective optimization problem (MOP), especially as the scale and diversity of financial investments have grown in recent years. The emergence of multi-objective evolutionary algorithms (MOEAs) [2] provides an effective approach for handling complex data in MOPs.



MOEAs aim to identify a series of solutions that achieve optimal balance across multiple objectives, resulting in a set of Pareto optimal solutions—improving one subobjective unavoidably deteriorates other subobjectives—commonly referred to as the Pareto frontier. In the context of portfolio optimization, this Pareto frontier represents a series of combinations of returns and risks. To explore the solution space more effectively, MOEAs generate a population of candidate solutions and then apply genetic operators such as mutation, crossover, and selection to evolve better solutions over several generations.



Classical MOEAs can face certain challenges such as avoiding premature convergence and maintaining population diversity. Among numerous multi-objective evolutionary algorithms, MOEA/D stands out significantly due to its unique problem decomposition strategy, making it easier to integrate with other optimization techniques to enhance its performance. Zhang et al. previously proposed the combination of the NBI-style Chebyshev method with MOEA/D to decompose subproblems in portfolio management [3]. MOEA/D-AEE, a variant of MOEA/D proposed by Qian et al. [4], is as a typical approach for exploring the solution space through stochastic sampling. By introducing a jumping Lévy strategy as a genetic operator, it enhances comprehensive search capabilities. However, its limitations persist, particularly in generating high-quality and diversified offspring, especially when dealing with complex data, thus impacting its efficiency in addressing modern portfolio optimization problems.



Diffusion models [5,6,7] have garnered wide attention as one of the generative models in recent years. By simulating the diffusion process of data, they gradually construct complex data distributions from Gaussian distributions. The core idea of diffusion models originates from Brownian motion in statistical physics, generating data by gradually applying noise and then reversing this process. A major advantage of diffusion models lies in their learning and generalization capabilities. Through training, diffusion models can learn the underlying patterns and structures of optimization problems from historical data, thereby guiding the generation of high-quality solutions more effectively. Once trained, the network can be rapidly applied to similar optimization problems without the need for a complete search process as with genetic algorithms. Furthermore, as diffusion models calculate the probability density function (PDF) explicitly, typically expressed through mathematical formulas, they demonstrate clear advantages in handling data with good continuity and low dimensions. Diffusion models can also be combined with other optimization techniques, such as hybrid algorithms, to further enhance the solution efficiency and quality.



Traditional genetic algorithms (GAs) have long been a popular choice for solving multi-objective optimization problems due to their flexibility in exploring the solution space and adapting to complex problems. However, GAs have certain limitations, particularly in terms of efficiency in solution quality and computational cost. With each run, GAs need to start searching from scratch, potentially leading to high computational costs and a low time efficiency. In contrast, using diffusion models to address multi-objective optimization problems offers new possibilities.



As a typical generative algorithm explicitly calculating PDFs, this paper focuses on the performance of diffusion models in low-dimensional data analysis. Due to their ability to generate complex data more accurately by gradually adding and removing noise, diffusion models hold an advantage in capturing complex data distributions. Considering the potential of diffusion models in generating and handling complex problems, their application in multi-objective optimization algorithms becomes particularly meaningful. Diffusion models may offer more stable and diversified solutions for MOPs, bringing new perspectives and innovative approaches to this field.



Based on the considerations above, this paper designs a new optimization algorithm, DPG-SMOEA, a synergistic MOEA with diffusion population generation, and applies it to multi-objective optimization problems in investment portfolios across low, medium, and high-dimensional data.



The main contributions of this work include:




	
A novel cooperative diffusion model generative algorithm (DPG-SMOEA) is proposed for explicit PDF solving, demonstrating evident advantages in low-dimensional data analysis (Hang Seng Index test dataset) and providing comparable results in the analysis of other high-dimensional data (such as the Nikkei 225 Index test dataset), consistent with theoretical conjecture.



	
The DPG-SMOEA establishes a mixed-memory optimization pool, storing high-quality solutions generated by the MOEA/D-AEE and utilizing samples from this mixed-memory optimization pool for pretraining the diffusion model. The trained model shows significant effectiveness in generating high-quality offspring, addressing the high uncertainty that traditional random sampling methods cannot handle.



	
Diffusion models exhibit typical cold start characteristics, especially in the initialization and pretraining stages. This paper proposes a new cooperative strategy, utilizing the MOEA/D-AEE to generate high-quality solutions in the early stages and employing the diffusion model to generate offspring in the later stages, thereby avoiding the disadvantage of diffusion models’ poor performance during the cold start phase.









2. Related Work


2.1. Overview of Multi-Objective Evolutionary Algorithms


Multi-objective optimization refers to optimization problems involving a large number of objectives, generally greater than four, that we need to optimize simultaneously [8,9]. However, most MOPs do not lend themselves to a single solution, but rather to a set of solutions. Such solutions are actually “trade-offs” or good compromises between goals [10]. Since they are an evolutionary algorithm (EA) because of their population-based nature, multiobjective EAs (MOEAs) have been very popular for solving MOPs [11,12]. The classical multi-objective optimization algorithms for solving multi-objective optimization problems are NSGA II [13], NSGA III [14], SPEA2 [15], MOEA/D [16], MOGLS [17], and C-MOGA [18]. Among them, NSGA II, NSGA III and SPEA2 are dominance-based MOEAs, while MOEA/D, MOGLS and C-MOGA are decomposition-based MOEAs. Dominance-based approaches optimize the MOP by simultaneously optimizing all objectives [19], using a Pareto-based fitness allocation strategy to identify all non-dominated individuals from the current evolutionary population as elite individuals for generating the next generation. Decomposition-based methods decompose the approximation of a PF into many single-objective optimization subproblems [20], aggregating the objectives of the original multi-objective problem in a linear or nonlinear manner, i.e., multiple objectives are aggregated into a single one, and then approaching the global Pareto-optimal solution continuously through the evolution of the population.




2.2. Overview of Portfolio Optimization Problem


Markowitz’s mean-variance (MV) model is the forerunner of modern portfolio theory [1]. The model considers the construction of a portfolio in terms of both the return and risk dimensions of an asset, and there are two objectives for investors, namely maximising return and minimising risk. However, these two goals are often in conflict, so the model often ends up with a set of solutions that trade-off between return and risk, i.e., the Pareto frontier.



However, some assumptions of this model are overly idealistic, leading to its limited ability to construct portfolios in the real world. Therefore, scholars have proposed a series of constraints to make the model more closely aligned with real-world situations. The constraints proposed by scholars include:




	
Cardinality constraints (CCs), which restrict the number of assets to be invested in to a specific number or within a range, allowing asset managers to more conveniently track assets and reduce trading costs;



	
Floor and ceiling constraints (FCs), which stipulate that the weight of each asset must fall within a certain range, reflecting investors’ preferences for specific assets;



	
Round-lot constraints (RL), which specify that asset purchases must be made in multiples of a certain quantity, making transactions more similar to real-world occurrences;



	
Pre-assignment constraints (PA), which determine in advance whether a certain group of assets must be invested in, also reflecting the preferences of investors for specific assets.








Introducing these constraints will increase the complexity of the mean-variance (MV) model, making the model an NP-hard problem. For example, the introduction of cardinality constraints would transform the original quadratic programming problem into a mixed-integer quadratic programming problem, making solving the MV model an NP-hard problem [21,22]. At this point, heuristic algorithms such as multi-objective evolutionary algorithms (MOEAs) can obtain feasible efficient frontiers within a reasonable computational time, providing specific advantages for solving large-scale portfolio optimization problems. Arnone et al. (1993) first utilized genetic algorithms (GAs) to obtain solutions for the MV model [23]. However, due to their definition of risk as tail risk, the results were difficult to obtain through quadratic programming. Anagnostopoulos and Mamanis (2011) compared the performance of five MOEA algorithms on MV models with cardinality constraints, operating on a publicly available dataset containing 2196 assets [24]. Lwin et al. (2014) proposed an efficient learning-guided hybrid multi-objective evolutionary algorithm to solve MV models with four types of constraints and compared it with existing multi-objective evolutionary algorithms [25].




2.3. Standardized Test Functions for Multi-Objective Evolutionary Algorithms


Standard test functions for multi-objective optimization algorithms are mathematical functions used to evaluate and compare the performance of multi-objective optimization algorithms. These functions usually have the following characteristics:




	
Realism: These functions are designed to simulate real-world problems to better reflect actual multi-objective optimization challenges.



	
Nonlinear and multimodal: standard test functions are usually nonlinear and may contain multiple local optimal solutions (multimodal), which can be used to optimize the performance of the algorithm.



	
Scalability: these functions can often be scaled to meet the needs of different dimensions, thus providing a good understanding of its ability to evaluate the performance of the algorithm in high-dimensional spaces.








Common standard test functions for MOEAs include:




	
DTLZ (Deb–Thiele–Laumanns–Zitzler) functions are a set of commonly used benchmarking functions that are scalable and nonlinear, and are often used to evaluate the effectiveness of an algorithm when dealing with multiple objectives.



	
ZDT (Zitzler–Deb–Thiele) functions are another set of widely used test functions, which are usually used to evaluate the effectiveness of multi-objective optimization algorithms. They involve both linear and nonlinear relationships and are designed to test the robustness of the algorithm against different types of functions.



	
UFs (unconstrained optimization test functions) are used to evaluate the robustness of an algorithm to non-linear relationships that may be encountered in real-world problems.








These functions are often used to test the convergence, equilibrium, and extensibility of an algorithm in solving multi-objective optimization problems. These functions have been widely used to evaluate and compare the performance of multi-objective optimization algorithms and to help researchers and developers understand the strengths and weaknesses of different algorithms.




2.4. Diffusion Model


Diffusion models [26] have received extensive attention in recent years as a type of generative model. These models construct complex data distributions by simulating the diffusion process of data, gradually moving away from the Gaussian distribution. The core idea of diffusion models originates from Brownian motion in statistical physics, where data are generated by progressively adding noise and then reversing the process to recover the original data. The mathematical foundation of this approach lies in a deep understanding and application of stochastic processes and probability theory. Existing diffusion models can be classified into three categories: Denoising Diffusion Probabilistic Models (DDPMs) [5], Fractional-based Generative Models (SGMs) [27], and Stochastic Differential-Equation-based Generative Models (SDEs) [28].



	
Denoising Diffusion Probabilistic Models involve two processes [26]: a forward noisy process and a reverse denoising process. In the forward process, noise is gradually added to the original data, with each step’s data depending on the previous step’s result until, at step T, the data become pure Gaussian noise. The reverse process involves removing noise points step by step to recover the original data.



	
The core of Fractional-based Generative Models lies in the concept of Stein fractions (also known as fractional or score functions) [29]. Given a probability density function   p ( x )  , its score function is defined as the gradient of the logarithm of the probability density,   ▽ x ∗ l o g p ( x )  . Here, the Stein fraction is a function of the data x, rather than a function of model parameters  σ . It represents a vector field indicating the direction of the maximum growth rate for the probability density function.



	
Stochastic Differential-Equation-based Generative Models utilize stochastic differential equations for noise perturbation and sample generation. Additionally, the denoising process requires estimating the score function of the noise data distribution. This score function controls the diffusion process that perturbs the data into noise according to the following stochastic differential Equation (1):


  d x = f ( x , t ) d t + g ( t ) d w  



(1)




where   f ( x , t )   and   g ( t )   represent the diffusion and drift functions of the SDE, respectively, and w is a standard Wiener process (also known as Brownian motion). The forward process in DDPMs and SGMs discretizes these SDEs.






Diffusion models generally avoid the common problem of model collapse in generative adversarial networks (GANs), and the generated images are clearer and more detailed than those produced by variational autoencoders (VAEs). However, the training process of diffusion models is often complex and computationally expensive. Moreover, there are still challenges in dealing with high-dimensional and complex data, especially concerning the time efficiency and resource consumption when applying these models to practical problems. Currently, researchers are exploring ways to improve the efficiency of diffusion models, including reducing the training time and optimizing the generation process. Additionally, applying diffusion models to domains beyond image generation is an important direction for future research.



Compared to GANs, diffusion models employ a different approach to generate data. They control the generation process more accurately by gradually adding and removing noise, making them particularly suitable for generating complex data. Considering the potential of diffusion models in data generation and handling complex problems, their application to multi-objective optimization algorithms is particularly meaningful. Diffusion models may provide more stable and diverse solutions for multi-objective optimization problems and bring new perspectives and innovative approaches to the field.





3. Algorithm Implementation


In this section, the core issues targeted by this research are first clearly defined, including the background of the problem and key elements, as well as its importance and challenges within the current field. After defining the problem explicitly, a specific algorithm framework is proposed to address the defined problem through innovative approaches. This algorithm framework integrates the latest technological advancements and theoretical research to optimize the effectiveness of the solutions.



3.1. Problem Definition


In multi-objective problems (MOPs), optimizing a single objective may come at the cost of sacrificing other objectives, while achieving multiple optimal objectives may require identifying the optimal constraints among them [30]. Classical portfolio optimization problems must simultaneously satisfy the highest return and lowest risk. However, in reality, returns and risks are often mutually constrained; achieving higher returns may lead to higher risks, while reducing risks may result in lower returns. Classical multi-objective evolutionary algorithms (MOEAs) have provided good solutions for MOPs. By considering the weights of each objective, a set of optimal solutions that satisfy the problem constraints, known as the Pareto solution set, can be identified. In MOEA/D-AEE [31], the authors combined dynamic search and cooperative development techniques, solving the self-optimization problem of low- to mid-dimensional data and enhancing the algorithm’s adaptability and global search capabilities. However, effective solutions have yet to be found for large and highly complex MOPs.



Under the MOEA framework, this paper attempts to combine the diffusion model with genetic evolution algorithms, initially relying on their learning capabilities and adaptability to complex problems to generate diverse and high-quality descendant populations, thereby enhancing the overall optimization process. Thus, in this paper, the DPG-SMOEA based on MOEA/D-AEE is introduced to handle MOPs with complex data.



To evaluate the effectiveness of the proposed algorithm, experiments were conducted using financial datasets from the OR library, which includes five datasets comprising low-dimensional Hang Seng data and 225-dimensional high-dimensional Nikkei data. The portfolio optimization problem can be formulated as maximizing returns, as shown in Equation (2), and minimizing risk, as shown in Equation (3):


   max ω  R E T U R N =  ∑  i = 1  n   r i   ω i   



(2)






    m i n  ω   R I S K  ∑  i = 1  n   ∑  j = 1  n   σ  i j    ω i   ω j   



(3)




subject to,


   ∑  i = 1  n   ω i  = 1  



(4)






  0 ≤  ω i  ≤ 1  



(5)




where   ω = (  w 1  ,  w 2  , … ,  w n  )   is a vector representing the invest ratios of n assets.   r i   is the return rate of the i-th asset, and   σ  i j    is the co-variance between the return of the i-th asset and the j-th asset.



The aim of the MOEA is solving portfolio optimization problems by determining the Pareto solution set and Pareto front. The Pareto front, which consists of all feasible solutions in the problem domain that are not dominated by any other solution, embodies this concept of multi-objective optimization.



This paper explores the possibility of integrating diffusion models with MOEAs within the framework of multi-objective optimization. By leveraging the advanced data-generation capabilities of diffusion models and the efficient solution space exploration of genetic algorithms, the aim is to generate a more diverse and higher-quality offspring population when addressing complex optimization problems. The combination of the powerful learning capabilities of diffusion models and the natural selection mechanism of genetic algorithms can provide a broader exploration of the solution space and more precise solution filtering during the optimization process. This integration offers new approaches and methodologies for effectively handling low-dimensional and complex objective functions. By combining these two techniques, it becomes possible to effectively leverage the advantages of diffusion models in understanding and simulating complex data distributions, while also utilizing the global search capability of genetic algorithms to seek more comprehensive and diversified optimization solutions. Ultimately, this innovative approach enhances the efficiency and effectiveness of the overall optimization process, providing a fresh perspective for tackling complex multi-objective optimization problems. The following are three key challenges:




	
Challenge 1: How can we coordinate diffusion networks?



	
Challenge 2: How can we address the issue of training data for diffusion models?



	
Challenge 3: How can we introduce offspring generated by diffusion models?








The specific solutions are as follows:




	
Based on the cold-start characteristic of diffusion models, an optimized collaborative strategy is designed in this paper.



	
Establish a mixed pool training pool, optimize the population using the MOEA/D-AEE in the early stage, and store good solutions in the mixed pool as training data.



	
Calculate the relevant information of the offspring and replace the original solutions in the population, making the generated offspring more applicable for addressing the random uncertainty issues of traditional sampling methods.









3.2. DPG-SMOEA Framework


In a portfolio optimization problem, it is necessary to balance returns and reduce risks simultaneously. The dimensions of the investment portfolio optimization problem vary, ranging from the low-dimensional Hang Seng Index to the high-dimensional Nikkei Index. Transforming the multi-objective optimization problem (MOP) into matrix-vector form, the corresponding solutions are represented by a weight vector consisting of floating-point numbers between 0 and 1. This paper utilizes the MOEA/D-AEE as an enhanced version of the basic MOEA/D, incorporating the Lévy flight strategy as a genetic operator. As in [32], the variation formula is expressed as follows in Equation (6):


  y  ε  = ε  x i  +  α 0    x i  −  x j   ⊕ L e v y  ( β )   



(6)




where   x i   and   x j   represent two parents used for offspring reproduction, y denotes the generated offspring,   ⊕   denotes element-wise multiplication,   α 0   is the scaling factor used, and   L e v y ( β )   is the vector generated by the Mantegna algorithm (MA).The   L e v y   flight mutation operator adopted in this study, resembling the differential evolution (DE) mutation operator, adjusts different individuals. The distinctive feature lies in the proportion factor used for   L e v y   flight mutation, derived from a heavy-tailed distribution rather than a fixed value. Moreover, the   L e v y   flight mutation typically involves only two parents, instead of three. The   L e v y   flight mutation formula is represented as follows in Equation (7).


  Levy  ( β )  ∼  u   | v |   1 β     



(7)






  u ∼ N  0 ,  σ  u  2   , v s . ∼ N  0 ,  σ  v  2    



(8)






   σ v  =     Γ  ( 1 + β )  · sin    π β  2     Γ  1 +  β 2   · β ·  2  β −  1 2        1 β   ,  σ v  = 1  



(9)




where  β  is a parameter of the   L e v y   mutation algorithm. u represents a random variable with a mean of 0 and a variance of   σ  u  2  . v is another random variable with a mean of 0 and a variance of   σ  v  2  . The expressions for   σ v   and   σ u   are provided in Equation (8).  Γ  denotes a function. Due to the limitations of the global search capability and adaptive control in the   L e v y   flight algorithm, it exhibits a lower frequency of generating superior offspring in the later stages of evolution, thereby reducing the effectiveness of portfolio optimization. To address these challenges, MOEA/D-AEE introduces a dynamic coefficient to globally explore the objective space, enhancing the search capability. Additionally, MOEA/D-AEE utilizes joint coefficient adaptive control for parent selection exploration and exploitation to ensure algorithm convergence. This is achieved by randomly selecting a number between 0 and 1, then selecting a parent node randomly. If the number is less than 0, a parent node is chosen from the neighborhood; otherwise, a parent is selected from the initial population. Furthermore, with a probability of   1 − ϵ  , another parent is selected from the initial population. The formula of this algorithm [4] is as follows in Equation (10):


  y  ( ε )  = ε  x i  +  α 0   ( 1 − ε )    x i  −  x j   ⊕ Levy  ( β )   



(10)







The experimental results indicate that the MOEA/D-AEE [4] demonstrates robust global search and adaptive capabilities. The performance indicators of MOEA/D-AEE significantly outperform classical multi-objective optimization algorithms such as NSGA-II, MOEA/D-Lévy, and MOEA/D-DEM. The GAN in MOEA/D-AEE and diffusion in the DPG-SMOEA are both generative models, and the two algorithms have similarities. In this paper, the DPG-SMOEA is further improved based on MOEA/D-AEE. Algorithm 1 provides the detailed pseudocode. Here, t represents the number of iterations, iterating through each individual in the population, g controls when to utilize the DPG-SMOEA, acting as a threshold, i iterates through each individual in the population, and b represents the current individual’s neighbor. M and V denote the   [ r e t u r n , r i s k ]   of individuals in the population. The parameter   c o u n t   signifies a single update counter, while   n r   sets the upper limit for updating neighbors. In the offspring generation process, if the number of iterations is below the threshold, polynomial mutation is employed; otherwise, the DPG-SMOEA is trained using the population from recent iterations to generate new solutions.



The steps of the algorithm are as follows:




	
Read the relevant information from the dataset and set the parameters of the problem, including the number of assets, the statistics of returns and risks, and other related information such as the covariance matrix. Also, set the initial parameters of the algorithm, such as the population size, number of neighbors, etc.



	
Define neighbors, generate the initial population, and calculate the [return, risk] values and Pareto frontier extreme points for each individual.



	
Instantiate the diffusion model.



	
Iterate in a loop, where each iteration represents a complete search process, including selection, mutation, crossover, replacement, and other operations.



	
Iterate through each individual in the population in each iteration. This step involves performing mutation and crossover operations on each individual to generate new offspring.



	
Determine the mating pool for the offspring generated by the mutation operator.



	
Decide the reproduction method for the offspring. For the first g generations, use polynomial mutation to generate offspring. After the g-th generation, use the saved better solutions in the population to train the diffusion model, and then use the diffusion model for inference to generate offspring. Calculate the returns, risks, reference points, and other information for the offspring.



	
Update the extreme points of the Pareto frontier, calculate the reference points and weight vectors, determine whether to replace the parent nodes, and then update the population.



	
Set counters, iterate through neighbors, update the population if the offspring is better than the parent node, and exit the loop when the iteration is complete or the counter reaches the upper limit.








The offspring generated by the hybrid operators (AEE operator and diffusion model) may not adhere to constraints, necessitating a repair operation on the offspring. The repair steps are outlined as follows:




	
Iterate through the weight of all assets in the offspring, setting negative values to 0.



	
Sum the weights of all assets to obtain a total sum (s).



	
If (s) is not equal to 0, scale all weight vectors to ensure their sum equals 1; if (s) equals 0, use a generated solution satisfying the offspring constraints.








In the experiments, the number of iterations is set to 1500, and the population size is set to 100. Considering the cold start mode of the diffusion model, optimal solutions are carefully selected as training samples, with (g) set to 1000 in this study.




3.3. Synergy in Diffusion Models


The diffusion model is a generative model, different from other generative networks such as variational autoencoders (VAE) and generative adversarial networks (GANs). In the forward stage, noise is gradually applied to the original data until they are completely degraded into Gaussian noise, and then in the reverse stage, the model learns how to restore the original image from the Gaussian noise. The diffusion model consists of two processes: the forward noise addition process and the reverse denoising process.



In the forward noise addition process, noise is gradually added to the original data, and each step of the data obtained is related to the result of the previous step, until the data at step T become pure Gaussian noise. The reverse process is a continuous process of removing noise points, achieving the restoration of the original data through step-by-step denoising. The diffusion model can be used for generating continuous signals such as in speech synthesis, image generation, and super-resolution.



This paper introduces the stable diffusion model into the framework of the MOEA/D, investigating the collaborative methods of explicitly solving the probability density function (PDF) with generative algorithms and the MOEA/D. The specific descriptions of the diffusion model’s relevant theory and the methods used in this paper are as follows.



Assuming that the sample is drawn from the data distribution   q (  x 0  )  , the model needs to learn a distribution   p θ (  x 0  )   to approximate the original data distribution   q ( x 0 )  , facilitating the process of sampling data from the learned distribution   p θ ( x 0 )   to complete the data generation. The denoising diffusion model is a latent variable model, expressed in the form of Equation (11).


   p θ   (  x 0  )  = ∫  p θ   (  x  0 : T   )  d  x  1 T    



(11)




where   p θ (  x  0 : T   )   can be represented as Equation (12):


   p θ   (  x  0 : T   )  =  p θ   (  x T  )   ∏  t = 1  T   p θ  ( t )    (  x  t − 1   |  x t  )   



(12)







The inference distribution on the latent variables can be represented as Equation (13).


  q  (  x  1 : T   |  x 0  )  =  ∏  t = 1  T  q  (  x t  |  x  t − 1   )   



(13)







The forward process of the denoising diffusion model is a fixed process, and the latent variables are high-dimensional. Its forward process needs to conform to the Markov chain assumption, with parameters    α  1 : T   ∈  ( 0 , 1 ]   . The forward noise addition process can be represented as Equation (14), where it should be ensured that there are positive terms on the covariance matrix’s diagonal.


  q   x t  ∣  x  t − 1    = N     α t   α  t − 1      x  t − 1   ,  1 −   α t   α  t − 1     I   



(14)







When T is sufficiently large,    x T  ∼ N  ( 0 , I )   . Assuming the accurate inverse distribution is   q (  x  t − 1   |  x t  )  , it is possible to sample   x T   from the distribution   N ( 0 , I )   and obtain data that conform to the distribution   q (  x 0  )   through the inverse distribution. Since the inverse distribution   q (  x  t − 1   |  x t  )   depends on the entire data distribution, this paper can approximate it with a neural network    p θ   (  x  t − 1   |  x t  )   , expressed specifically as in Equation (15).


   p θ    x  t − 1   ∣  x t   = N   x  t − 1   :  μ θ    x t  , t  ,  Σ θ    x t  , t    



(15)







Intuitively, the forward process gradually adds noise to the observed values, and the generation process gradually removes the noise from the observed values. This process needs to satisfy a special property, as shown in Equation (16).


  q   x t  ∣  x 0   = ∫ q   x  1 : t   ∣  x 0   d  x  1 : ( t − 1 )   = N   x  t :     α t    x 0  ,  1 −  α t   I   



(16)







Therefore, this paper can represent t as a linear combination of   x 0   and the noise variable, specifically as shown in Equation (17).


   x t  =   α t    x 0  +   1 −  α t    ϵ  



(17)




where   ϵ ∼ N  0 , 1   .



When setting   α T   very close to 0, for all   x 0  ,   q (  x t  |  x 0  )  , a standard Gaussian distribution will be approximated; hence, it is natural to set   p θ  (  x T  )  = N  ( 0 , I )   . If all conditional distributions are modeled as Gaussian distributions, with the mean of the Gaussian distribution being learnable and the variance being fixed, the training objective function can be simplified to Equation (18).


  L   ϵ θ   =  ∑  t = 1  T   E   x 0  ∼ q   x 0   ,  ϵ t  ∼ N  ( 0 , I )        ϵ θ  ( t )      α t    x 0  +   1 −  α t     ϵ t   −  ϵ t   2 2    



(18)




where    ϵ θ   = |     ϵ θ  ( t )     t = 1  T    and the model’s parameters differ at different times t. For a well-trained model,   x 0   is sampled from   x T  , and by iterative sampling,   x 0   is eventually obtained.



The pseudocode of the diffusion model algorithm used in the DPG-SMOEA is shown in Appendix A.1.





4. Experiments and Analysis


4.1. Test Data and Evaluation Indexes


4.1.1. Test Data


In order to verify the effectiveness of the algorithm, the experiment used the financial test dataset in the OR library, which is mainly used for portfolio optimization. The dataset contains five files collected from the financial indices of Hang Seng (Hong Kong), DAX (Germany), FSET (UK), S&P (US) and Nikkei (Japan).



The weekly price data over five years were obtained for the stocks in these indices. Stocks with missing values were dropped. We had 291 values for each stock, from which we calculated the (weekly) returns and covariances, and the size of our five test problems ranged from N = 31 (Hang Seng) to N = 225 (Nikkei).



Therefore, the dimensionality (i.e., the number of targets or assets) of these five datasets is 31, 85, 89, 98, and 225, respectively, and the datasets include low-, medium-, and high-dimensional data. The algorithm in this paper needs to reweight the assets based on the information in the datasets to find high-return or low-risk portfolios as early as possible. The dataset can help to validate the effectiveness of the algorithm on complex and low-dimensional data and to validate the DPG-SMOEA’s effectiveness in different dimensions. The dataset includes the number of assets, the average return and return variance for each asset, and the correlation between assets. Table 1 gives the relevant information about the dataset.




4.1.2. Evaluation Indexes


Evaluation metrics for multi-objective evolutionary algorithms can be divided into three main categories: convergence metrics, distribution metrics and comprehensive metrics. The convergence metrics, such as the generation distance (GD) and inverse generation distance (IGD), for evaluating multi-objective evolutionary algorithms can be divided into three main categories: convergence metrics, distribution metrics and comprehensive metrics. Convergence metrics, such as GD and IGD, are used to evaluate how close the solution set is to the Pareto optimal surface. Distribution metrics are used to assess the diversity and homogeneity of the solution set and include the spacing spatial evaluation method, the diversity metric (Delta) and the maximum spread (MS). Integration metrics combine the convergence and distribution of the solution set, such as the HyperVolume (HV) metric. In the study in this chapter, six metrics, GD, IGD, Spacing, Delta, HV and MS, are used, where GD and Spacing are used to evaluate the convergence of the algorithms, MS and Delta are used to evaluate the distribution of the algorithms, and IGD and HV are used to evaluate the integrated performance of the algorithms.





4.2. Comparison Algorithm


This experiment compares five multi-objective optimization algorithms (e.g., NSGA-II, MOEA/D-AEE, MOEA/DGA, MOEA/D-D-DEM, and MOEA/D-DE). NSGA-II uses non-dominance sorting and the congestion distance to maintain population diversity. MOEA/D-D-D-DE and MOEA/D-DEM use a decomposition approach to transform the multi-objective problem into multiple single-objective subproblems and solve these subproblems using differential evolutionary algorithms. MOEA/D-GA uses a genetic algorithm to solve the multi-objective problem. All five algorithms use cross-variance for progeny propagation and all use a single operator .




4.3. Parameter Settings


For each dataset, in this paper, the experiment was repeated 51 times according to APG-SMOEA [4], for a total of 255 experiments. The population size was set to 100 and the neighborhood size was set to 20, the number of children generated in each iteration of the algorithm was 1500, and the maximum number of individual neighbors updated in each iteration was 2. The parameters of the AEE algorithm in the hybrid algorithm were set according to the literature [4],  σ  was set to 0.9 to determine the source of the parents, and the scaling factor was set to 1.1. For the parameters of the diffusion model, the learning rate was set to 0.0001, and the total number of iterations was set to 200. For the parameters of the diffusion model, the learning rate was 0.0001, and the total number of iterations was set to 200. In this paper, we chose the previous generation to update the population with the traditional algorithm, and then we trained the diffusion model with the better solutions saved in the previous generation, generating 100 individuals each time and then performing fast non-dominated sorting to select the top 20 individuals to replace the parent generation. The experimental results are obtained from the last generation of the population.




4.4. Analysis of Results


In this section, a total of two comparison experiments were conducted. Experiment one adopted the synergistic method of the previously proposed APG-SMOEA [32] to adaptively control whether to adopt the diffusion model for offspring generation by means of population entropy. The results of the experiment show that because of the effect of the diffusion model’s cold-start mechanism, the effect is not good, and the performance is not outstanding compared with the other algorithms, which is basically what was predicted in this paper. Experiment two is a synergistic approach using the DPG-SMOEA, and the experimental results show excellent performance on low-dimensional datasets. The specific experiments are summarized as follows.



4.4.1. Experiments on Synergistic Methods of Population Entropy


In this section, referring to previous studies [33], experiments on the synergistic approach of APG-SMOEA (hereinafter referred to as Experiment I) are carried out, which specifically employ the synergistic approach of APG-SMOEA to design the DPG-SMOEA and carry out the related experiments. Experiment I adopts the adaptive control strategy of population entropy [34] to control the probability of generating offspring of the diffusion model to achieve the effect of adaptive control. The similarity between individual   P i   and other individuals   P j   is derived by calculating the sum of Euclidean distances between individual Pi and every other individual   P j   in the population, as shown in the equation below.


   P i  =  ∑  j = 1   len ( P )       P i  −  P j   2    



(19)




  P i  ,   P j   are individuals in the population, and the expression is converted to a probability using a Gaussian distribution, as shown in the equation below:


   P i  = exp    −  P i    2 · σ   P i       



(20)




where   σ (  P i  )   is the variance of the individuals in the population.



After normalizing the probabilities, the entropy of the population is calculated by the following equation:


  E = −  ∑  i = 1   len ( P )     P i  ∗  log 2   P i    



(21)







After obtaining the entropy of the population, this paper will deflate the ratio of the generation of offspring from the adversarial network and the AEE operator by comparing the current population entropy with the historical average population entropy, i.e., the value of  α . The specific formula is shown in the equation below.


   a l p h a  =      max     a l p h a _ l i s t  [ − 1 ]   s c a l i n g _ f a c t o r   , 0  , E < a v g _ E       min (  a l p h a _ l i s t  [ − 1 ] ·  s c a l i n g _ f a c t o r  , 1 ) , E ≥ a v g _ E       



(22)




where   a l p h a _ l i s t [ − 1 ]   is the initial alpha value,   s c a l i n g _ f a c t o r   is the scaling factor, and   a v g _ E   is the historical average population entropy. Figure 1 and Figure 2 show the variation in IGD metrics in Hang Seng and DAX datasets, respectively, using the synergistic method of population entropy control. From the analysis of the figures, it can be seen that the differences between the algorithms are subtle, while this synergistic method does not perform well on both the low-dimensional Hang Seng and high-dimensional DAX datasets. It performs slightly poorer than the APG-SMOEA and the MOEA/D-AEE in terms of early convergence, but perform better when generations exceed 100.



Table A1 and Table A2 in Appendix B show the results of the synergistic approach designed in Experiment 1 on the Hang Seng and DAX datasets, respectively, which more clearly display the performance of the algorithms. The results show that this synergistic approach is ineffective, and only one of the six indexes of HV (i.e., the optimum, median, and standard deviation of the HVs in the two tables) is tied for first place, and the other indexes do not exhibit outstanding changes. Its performance is far inferior to that of the MOEA/D-AEE. The plot of HV is not displayed as the difference in HV is rather small and is clearer in the form of tables. The experimental results also fit the theoretical inference that the adaptive control of generating offspring by population entropy is not applicable to the synergistic method of explicitly solving PDFs. The diffusion model with its cold-start approach does not have an advantage in the pre-iteration period, and it is necessary to carry out the next step of the experiment to design a synergistic approach that can introduce a diffusion model to generate offspring in the late iteration period.




4.4.2. Collaborative Experiments Adapted to the Cold-Start Mechanism


This section further designs a collaborative experiment adapted to the cold-start mechanism (hereafter referred to as Experiment II). Based on the analysis of the results of Experiment I, it is more clear that there is a need to use a new synergetic approach for synergetic method research on explicitly solving PDFs. This experiment two involved a higher iteration number g. Although a comparison of experiments showed that when g is 1000, the performance is better, because of space reasons, this section does not show the iteration parameter g from the comparison of experimental results. Figure 3 shows the change in the IGD of different algorithms on the low-dimensional Hang Seng dataset, and it can be seen that the DPG-SMOEA can converge quickly and it has an excellent diversity and convergence, which also shows that the DPG-SMOEA is better in terms of comprehensive performance. Figure 4 shows the population distribution of different algorithms on the high-dimensional Nikkei dataset. Although the diffusion model is not applicable to the analysis of high-dimensional data, the optimization of the collaborative approach makes its population distribution comparable to that of the MOEA/D-AEE, especially when using the trained diffusion model for the generation of offspring at the late stage of iterations, which enables an exploration of the development of the solution space continuously. There are no problems in the process of converging to the Pareto front. The Pareto front does not stopping the exploration of the solution set, and the obtained solution set conforms to the distribution of the Pareto front perfectly. This also shows that the DPG-SMOEA has an excellent population diversity even in a high-dimensional data analysis, suggesting that the diffusion model with its fine-grained generation can solve the problem of uncertainty in random sampling methods well.



Table A3 shows the comparative experimental results of Experiment 2 on the 31-dimensional Hang Seng dataset, Table A4 shows the comparative experimental results of Experiment 2 on the 89-dimensional FTSE dataset, and Table A5 shows the comparative experimental results of Experiment 2 on the 225-dimensional Nikkei dataset. Through an analysis, it is found that for the six experimental test metrics, the DPG-SMOEA does not achieve any optimal test metrics on the highest-dimensional Nikkei dataset, the DPG-SMOEA achieves one optimal metric with HV as the co-optimal one on the intermediate-dimensional FTSE dataset, and it achieves four optimal metrics on the low-dimensional Hang Seng dataset. It can be clearly concluded from Experiment 2 that the DPG-SMOEA performs poorly on high-dimensional datasets and performs increasingly better as the dimensionality decreases, especially on the 31-dimensional Hang Seng dataset, where it obtains four optimal metrics. The experimental results fully demonstrate that the DPG-SMOEA, a synergistic method based on explicitly solving PDFs, is effective and clear regarding the analysis of low-dimensional data.






5. Conclusions


In this paper, the AEE algorithm was first used to optimize the population, accumulating some high-quality solutions that were stored in the mixed optimization pool. Subsequently, an attempt was made to use these solutions to train a diffusion model, aiming to further enhance the quality of the solutions through this advanced generative model. However, the results did not meet expectations. Experimental observations revealed that the solutions generated after training with the diffusion model did not exceed the quality of the best solutions obtained through the AEE method. Upon analyzing the reasons for this, it was noted that in high-dimensional datasets, due to certain dimensions having small values, the noise introduced by the diffusion model during the generation process may cause significant disturbances to these small values, which could be one of the reasons for the suboptimal performance of the model. This paper also delved into the applicability of the diffusion model in handling multi-objective evolutionary algorithms (MOEAs). In traditional algorithms, solutions are generated by selecting two solutions as parents and then producing offspring through genetic crossover and mutation operations. While this method is simple, it does not always guarantee better solutions. On the contrary, the working mechanism of the diffusion model focuses more on learning and imitating the patterns of existing solutions. In MOEA problems, even minor differences can lead to significant variations in results.



Due to the cold-start mechanism of the diffusion model, the collaborative approach that involved the diffusion model too early in the iterative process did not leverage the advantages of the diffusion model but instead highlighted its significant disadvantages. Therefore, subsequent designs of new collaborative patterns involved minimal use of the diffusion model in the early stages, optimizing the strategy of the mixed memory pool and collecting high-quality solutions as much as possible to train the diffusion model. The diffusion model was introduced in later iterations to generate offspring. The final experimental results demonstrated an outstanding performance on the low-dimensional Hang Seng dataset and a moderate performance on the high-dimensional Nikkei dataset, with a clear trend of a better performance at lower dimensions, which fully aligns with the theoretical inference of this paper. The related research has been fruitful.



The article primarily focuses on the enhancements of MOEAs, solely employing the unconstrained standard Markowitz problem, without addressing its NP-hard variants. The research in this area is still relatively limited. From a theoretical perspective, the inclusion of constraints enables algorithms to provide effective solutions to the NP-hard problem of the extended mean-variance model. From a practical standpoint, the addition of these constraints brings the model closer to the real world, making it more effective in solving real-world portfolio problems.



The effectiveness of the algorithm is validated in this paper. Subsequent validation of the algorithm can be conducted using A-share data, and the financial attributes of the actual asset portfolios generated by the algorithm can be analyzed, including objectives such as annual dividends, the probability that the portfolio will deliver positive returns relative to a benchmark, and the Sharpe ratio over a period of time.



This algorithm estimates risk using traditional volatility, which penalizes both excessively high and low returns and lacks consistency, among other issues (Artzner et al., 1999) [35]. Subsequent approaches could involve using metrics such as the conditional value at risk (cVaR) and the value at risk (VaR) to measure risk.



The algorithm assumes that all the population is normally distributed, which is an idealized case. The diffusion model needs to be optimized for different distributions.
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Appendix A. Algorithms


Appendix A.1. The DPG-SMOEA Framework








	Algorithm 1: DPG-SMOEA Framework



	Input: T is the maximum number of iterations,   n r   is the maximum number of offspring updates, g is the threshold for collaborative strategy;

Initialize: T = 1500,   n r   = 2;

	1:

	
Read relevant parameters from the dataset




	2:

	
Randomly initialize the population




	3:

	
Calculate the initial parameters




	4:

	
Initiate the network model




	5:

	
while    t < T   do




	6:

	
    for   x i   in population do




	7:

	
        Determine the mating pool b for generating offspring using the mutation operator




	8:

	
        if   t < g   then




	9:

	
           Perform AEE operation to generate offspring in (Equation (6))




	10:

	
      else




	11:

	
         Construct a mixed optimization pool and select better solutions using AEE as training samples




	12:

	
         Use the diffusion model for offspring generation (refer to Appendix A.2)




	13:

	
      end if




	14:

	
      Repair offspring




	15:

	
      Calculate various information of offsprings (e.g., return, risk, reference points)




	16:

	
      Calculate and update the initial parameters




	17:

	
      for   b i   in neighbor of b do




	18:

	
         if the M,V of offspring is better than that of the parent   b i   then




	19:

	
             Update populations by replace   b i   with y




	20:

	
               u p d a t e _ c o u n t + 1  




	21:

	
         end if




	22:

	
         if   u p d a t e _ c o u n t   >=   n r   then




	23:

	
             Break;




	24:

	
         end if




	25:

	
      end for




	26:

	
  end for




	27:

	
end while















Appendix A.2. Generating Offspring via the Diffusion Model








	Algorithm 2: Generating Offspring via the Diffusion Model



	Input: High-quality solutions from MOEA/D-AEE stored in the mixed optimization pool as training samples.

	1:

	
for epoch in total_epoch do




	2:

	
    Apply forward noise addition to the solutions in the population (refer to Equation (14))




	3:

	
    Record the top ten individuals in the population




	4:

	
    Feed the noised solutions into the network for training




	5:

	
    Calculate the loss function




	6:

	
    Update the network parameters using backward gradient descent (refer to Equation (18))




	7:

	
end for




	8:

	
Use the trained network for inference to generate new offspring
















Appendix B. Tables




 





Table A1. Comparative experimental results of experiment 1 on Hang Seng dataset.






Table A1. Comparative experimental results of experiment 1 on Hang Seng dataset.















	Metric
	
	MOEA/D-AEE
	MOEA/D-DEM
	MOEA/D-DE
	MOEA/D-GA
	NSGA-II
	DPG-SMOEA





	
	Best
	4.02 ×   10  − 6   
	4.21 ×   10  − 6   
	3.49 ×   10  − 6   
	1.74 ×   10  − 6   
	9.06 ×   10  − 6   
	4.17 ×   10  − 6   



	GD
	Median
	5.91 ×   10  − 6   
	7.26 ×   10  − 6   
	7.98 ×   10  − 6   
	2.29 × 10−6
	1.18 ×   10  − 5   
	6.41 ×   10  − 6   



	
	Std.
	1.13 ×   10  − 6   
	2.22 ×   10  − 6   
	1.18 ×   10  − 4   
	2.60 ×   10  − 7   
	1.34 ×   10  − 6   
	6.00 ×   10  − 6   



	
	Best
	1.65 ×   10  − 5   
	1.50 ×   10  − 5   
	8.51 ×   10  − 6   
	9.38 ×   10  − 6   
	3.94 ×   10  − 5   
	1.60 ×   10  − 5   



	Spacing
	Median
	2.05 ×   10  − 5   
	2.34 ×   10  − 5   
	1.80 ×   10  − 5   
	1.53 × 10−5
	4.89 ×   10  − 5   
	2.23 ×   10  − 5   



	
	Std.
	6.25 ×   10  − 6   
	9.07 ×   10  − 6   
	6.76 ×   10  − 6   
	5.71 ×   10  − 6   
	4.18 ×   10  − 6   
	6.95 ×   10  − 6   



	
	Best
	9.10 ×   10  − 3   
	9.23 ×   10  − 3   
	9.00 ×   10  − 3   
	8.92 ×   10  − 3   
	9.06 ×   10  − 3   
	9.13 ×   10  − 3   



	MaxSpread
	Median
	8.96 × 10−3
	8.89 ×   10  − 3   
	8.54 ×   10  − 3   
	8.25 ×   10  − 3   
	8.63 ×   10  − 3   
	8.89 ×   10  − 3   



	
	Std.
	9.91 ×   10  − 5   
	1.98 ×   10  − 4   
	9.93 ×   10  − 4   
	3.16 ×   10  − 4   
	2.18 ×   10  − 4   
	4.48 ×   10  − 4   



	
	Best
	2.44 ×   10  − 1   
	2.53 ×   10  − 1   
	2.33 ×   10  − 1   
	2.61 ×   10  − 1   
	4.48 ×   10  − 1   
	2.46 ×   10  − 1   



	Delta
	Median
	2.60 × 10−1
	2.87 ×   10  − 1   
	2.87 ×   10  − 1   
	2.80 ×   10  − 1   
	4.96 ×   10  − 1   
	2.77 ×   10  − 1   



	
	Std.
	2.37 ×   10  − 2   
	3.99 ×   10  − 2   
	8.20 ×   10  − 2   
	1.40 ×   10  − 2   
	3.50 ×   10  − 2   
	5.72 ×   10  − 2   



	
	Best
	2.86 ×   10  − 5   
	2.99 ×   10  − 5   
	3.15 ×   10  − 5   
	2.98 ×   10  − 5   
	3.92 ×   10  − 5   
	2.88 ×   10  − 5   



	IGD
	Median
	3.12 × 10−5
	3.50 ×   10  − 5   
	6.03 ×   10  − 5   
	7.54 ×   10  − 5   
	5.01 ×   10  − 5   
	3.27 ×   10  − 5   



	
	Std.
	2.29 ×   10  − 6   
	8.54 ×   10  − 6   
	2.44 ×   10  − 4   
	3.97 ×   10  − 5   
	1.55 ×   10  − 5   
	5.38 ×   10  − 5   



	
	Best
	1.18 ×   10  − 2   
	1.18 ×   10  − 2   
	1.18 ×   10  − 2   
	1.18 ×   10  − 2   
	1.18 ×   10  − 2   
	1.18 ×   10  − 2   



	HV
	Median
	1.18 × 10−2
	1.18 × 10−2
	1.18 × 10−2
	1.18 × 10−2
	1.18 × 10−2
	1.18 × 10−2



	
	Std.
	1.56 ×   10  − 8   
	3.36 ×   10  − 8   
	9.66 ×   10  − 4   
	6.49 ×   10  − 7   
	4.12 ×   10  − 6   
	1.67 ×   10  − 7   










 





Table A2. Comparative experimental results of experiment 1 on DAX dataset.






Table A2. Comparative experimental results of experiment 1 on DAX dataset.















	Metric
	
	MOEA/D-AEE
	MOEA/D-DEM
	MOEA/D-DE
	MOEA/D-GA
	NSGA-II
	DPG-SMOEA





	
	Best
	6.29 ×   10  − 6   
	7.11 ×   10  − 6   
	7.32 ×   10  − 6   
	1.83 ×   10  − 6   
	5.37 ×   10  − 6   
	6.26 ×   10  − 6   



	GD
	Median
	8.07 ×   10  − 6   
	9.53 ×   10  − 6   
	1.65 ×   10  − 5   
	2.78 × 10−6
	8.04 ×   10  − 6   
	8.77 ×   10  − 6   



	
	Std.
	9.03 ×   10  − 7   
	1.81 ×   10  − 6   
	9.27 ×   10  − 5   
	6.36 ×   10  − 7   
	1.99 ×   10  − 6   
	1.94 ×   10  − 6   



	
	Best
	2.59 ×   10  − 5   
	2.34 ×   10  − 5   
	1.64 ×   10  − 5   
	1.59 ×   10  − 5   
	2.27 ×   10  − 5   
	2.73 ×   10  − 5   



	Spacing
	Median
	3.38 ×   10  − 5   
	3.24 ×   10  − 5   
	2.98 ×   10  − 5   
	2.48 × 10−5
	4.34 ×   10  − 5   
	3.45 ×   10  − 5   



	
	Std.
	6.04 ×   10  − 6   
	7.37 ×   10  − 6   
	6.61 ×   10  − 6   
	5.68 ×   10  − 6   
	6.95 ×   10  − 6   
	5.97 ×   10  − 6   



	
	Best
	8.11 ×   10  − 3   
	8.12 ×   10  − 3   
	8.36 ×   10  − 3   
	7.37 ×   10  − 3   
	7.83 ×   10  − 3   
	8.19 ×   10  − 3   



	MaxSpread
	Median
	7.78 × 10−3
	7.71 ×   10  − 3   
	7.40 ×   10  − 3   
	6.04 ×   10  − 3   
	7.20 ×   10  − 3   
	7.68 ×   10  − 3   



	
	Std.
	2.12 ×   10  − 4   
	2.31 ×   10  − 4   
	7.26 ×   10  − 4   
	3.70 ×   10  − 4   
	5.20 ×   10  − 4   
	3.00 ×   10  − 4   



	
	Best
	3.95 ×   10  − 1   
	4.07 ×   10  − 1   
	3.60 ×   10  − 1   
	4.54 ×   10  − 1   
	5.70 ×   10  − 1   
	3.91 ×   10  − 1   



	       Delta      
	Median
	4.14 × 10−1
	4.49 ×   10  − 1   
	4.36 ×   10  − 1   
	5.81 ×   10  − 1   
	6.68 ×   10  − 1   
	4.29 ×   10  − 1   



	
	Std.
	2.18 ×   10  − 2   
	3.79 ×   10  − 2   
	7.72 ×   10  − 2   
	3.65 ×   10  − 2   
	5.08 ×   10  − 2   
	3.26 ×   10  − 2   



	
	Best
	3.41 ×   10  − 5   
	3.62 ×   10  − 5   
	4.40 ×   10  − 5   
	7.20 ×   10  − 5   
	4.14 ×   10  − 5   
	3.33 ×   10  − 5   



	IGD
	Median
	4.16 × 10−5
	4.90 ×   10  − 5   
	9.48 ×   10  − 5   
	1.54 ×   10  − 4   
	6.55 ×   10  − 5   
	4.67 ×   10  − 5   



	
	Std.
	1.42 ×   10  − 5   
	1.60 ×   10  − 5   
	9.39 ×   10  − 5   
	3.75 ×   10  − 5   
	3.34 ×   10  − 5   
	2.54 ×   10  − 5   



	
	Best
	1.87 ×   10  − 2   
	1.87 ×   10  − 2   
	1.87 ×   10  − 2   
	1.87 ×   10  − 2   
	1.87 ×   10  − 2   
	1.87 ×   10  − 2   



	HV
	Median
	1.87 × 10−2
	1.87 × 10−2
	1.87 × 10−2
	1.75 ×   10  − 2   
	1.83 ×   10  − 2   
	1.87 × 10−2



	
	Std.
	1.46 ×   10  − 8   
	3.08 ×   10  − 8   
	9.62 ×   10  − 4   
	4.47 ×   10  − 4   
	5.68 ×   10  − 4   
	4.79 ×   10  − 8   










 





Table A3. Comparative experimental results of experiment 2 on Hang Seng dataset.
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	Metric
	
	MOEA/D-AEE
	MOEA/D-DEM
	MOEA/D-DE
	MOEA/D-GA
	NSGA-II
	DPG-SMOEA





	
	Best
	4.02 ×   10  − 6   
	4.21 ×   10  − 6   
	3.49 ×   10  − 6   
	1.74 ×   10  − 6   
	9.06 ×   10  − 6   
	1.81 ×   10  − 6   



	GD
	Median
	5.91 ×   10  − 6   
	7.26 ×   10  − 6   
	7.98 ×   10  − 6   
	2.29 × 10−6
	1.18 ×   10  − 5   
	5.26 ×   10  − 6   



	
	Std.
	1.13 ×   10  − 6   
	2.22 ×   10  − 6   
	1.18 ×   10  − 4   
	2.60 ×   10  − 7   
	1.34 ×   10  − 6   
	9.89 ×   10  − 7   



	
	Best
	1.65 ×   10  − 5   
	1.50 ×   10  − 5   
	8.51 ×   10  − 6   
	9.38 ×   10  − 6   
	3.94 ×   10  − 5   
	1.63 ×   10  − 5   



	Spacing
	Median
	2.05 ×   10  − 5   
	2.34 ×   10  − 5   
	1.80 ×   10  − 5   
	1.53 × 10−5
	4.89 ×   10  − 5   
	1.95 ×   10  − 5   



	
	Std.
	6.25 ×   10  − 6   
	9.07 ×   10  − 6   
	6.76 ×   10  − 6   
	5.71 ×   10  − 6   
	4.18 ×   10  − 6   
	5.85 ×   10  − 6   



	
	Best
	9.10 ×   10  − 3   
	9.23 ×   10  − 3   
	9.00 ×   10  − 3   
	8.92 ×   10  − 3   
	9.06 ×   10  − 3   
	9.16 ×   10  − 3   



	Max Spread
	Median
	8.96 ×   10  − 3   
	8.89 ×   10  − 3   
	8.54 ×   10  − 3   
	8.25 ×   10  − 3   
	8.63 ×   10  − 3   
	8.99 × 10−3



	
	Std.
	9.91 ×   10  − 5   
	1.98 ×   10  − 4   
	9.93 ×   10  − 4   
	3.16 ×   10  − 4   
	2.18 ×   10  − 4   
	7.85 ×   10  − 5   



	
	Best
	2.44 ×   10  − 1   
	2.53 ×   10  − 1   
	2.33 ×   10  − 1   
	2.61 ×   10  − 1   
	4.48 ×   10  − 1   
	2.44 ×   10  − 1   



	Delta
	Median
	2.60 ×   10  − 1   
	2.87 ×   10  − 1   
	2.87 ×   10  − 1   
	2.80 ×   10  − 1   
	4.96 ×   10  − 1   
	2.55 × 10−1



	
	Std.
	2.37 ×   10  − 2   
	3.99 ×   10  − 2   
	8.20 ×   10  − 2   
	1.40 ×   10  − 2   
	3.50 ×   10  − 2   
	1.87 ×   10  − 2   



	
	Best
	2.86 ×   10  − 5   
	2.99 ×   10  − 5   
	3.15 ×   10  − 5   
	2.98 ×   10  − 5   
	3.92 ×   10  − 5   
	2.80 ×   10  − 5   



	IGD
	Median
	3.12 ×   10  − 5   
	3.50 ×   10  − 5   
	6.03 ×   10  − 5   
	7.54 ×   10  − 5   
	5.01 ×   10  − 5   
	3.02 × 10−5



	
	Std.
	2.29 ×   10  − 6   
	8.54 ×   10  − 6   
	2.44 ×   10  − 4   
	3.97 ×   10  − 5   
	1.55 ×   10  − 5   
	1.59 ×   10  − 6   



	
	Best
	2.64 ×   10  − 5   
	2.64 ×   10  − 5   
	2.64 ×   10  − 5   
	2.64 ×   10  − 5   
	2.63 ×   10  − 5   
	2.64 ×   10  − 5   



	HV
	Median
	2.64 × 10−5
	2.63 ×   10  − 5   
	2.63 ×   10  − 5   
	2.64 ×   10  − 5   
	2.63 ×   10  − 5   
	2.64 × 10−5



	
	Std.
	1.22 ×   10  − 8   
	2.64 ×   10  − 8   
	2.21 ×   10  − 6   
	1.38 ×   10  − 8   
	1.31 ×   10  − 8   
	1.07 ×   10  − 8   










 





Table A4. Comparative experimental results of experiment 2 on FTSE dataset.
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	Metric
	
	MOEA/D-AEE
	MOEA/D-DEM
	MOEA/D-DE
	MOEA/D-GA
	NSGA-II
	DPG-SMOEA





	
	Best
	5.27 ×   10  − 6   
	6.32 ×   10  − 6   
	7.01 ×   10  − 6   
	2.84 ×   10  − 6   
	7.38 ×   10  − 6   
	4.54 ×   10  − 6   



	GD
	Median
	7.05 ×   10  − 6   
	9.58 ×   10  − 6   
	1.83 ×   10  − 5   
	5.05 × 10−6
	9.25 ×   10  − 6   
	7.72 ×   10  − 6   



	
	Std.
	7.28 ×   10  − 7   
	2.41 ×   10  − 6   
	1.55 ×   10  − 4   
	1.60 ×   10  − 6   
	9.50 ×   10  − 7   
	8.27 ×   10  − 7   



	
	Best
	1.71 ×   10  − 5   
	1.38 ×   10  − 5   
	9.87 ×   10  − 6   
	1.14 ×   10  − 5   
	2.39 ×   10  − 5   
	1.69 ×   10  − 5   



	Spacing
	Median
	2.07 ×   10  − 5   
	2.01 ×   10  − 5   
	1.72 × 10−5
	1.97 ×   10  − 5   
	2.99 ×   10  − 5   
	2.05 ×   10  − 5   



	
	Std.
	3.76 ×   10  − 6   
	4.54 ×   10  − 6   
	3.34 ×   10  − 6   
	5.10 ×   10  − 6   
	2.24 ×   10  − 6   
	5.04 ×   10  − 6   



	
	Best
	5.96 ×   10  − 3   
	5.79 ×   10  − 3   
	5.74 ×   10  − 3   
	5.47 ×   10  − 3   
	5.67 ×   10  − 3   
	5.84 ×   10  − 3   



	Max Spread
	Median
	5.56 × 10−3
	5.40 ×   10  − 3   
	5.15 ×   10  − 3   
	4.91 ×   10  − 3   
	5.45 ×   10  − 3   
	5.42 ×   10  − 3   



	
	Std.
	1.59 ×   10  − 4   
	1.93 ×   10  − 4   
	5.08 ×   10  − 4   
	4.19 ×   10  − 4   
	1.69 ×   10  − 4   
	1.63 ×   10  − 4   



	
	Best
	4.01 ×   10  − 1   
	4.25 ×   10  − 1   
	4.21 ×   10  − 1   
	4.27 ×   10  − 1   
	5.47 ×   10  − 1   
	4.01 ×   10  − 1   



	Delta
	Median
	4.33 × 10−1
	4.72 ×   10  − 1   
	4.51 ×   10  − 1   
	5.05 ×   10  − 1   
	6.06 ×   10  − 1   
	4.53 ×   10  − 1   



	
	Std.
	2.02 ×   10  − 2   
	3.06 ×   10  − 2   
	6.30 ×   10  − 2   
	6.88 ×   10  − 2   
	3.34 ×   10  − 2   
	3.58 ×   10  − 2   



	
	Best
	2.30 ×   10  − 5   
	2.90 ×   10  − 5   
	4.26 ×   10  − 5   
	4.07 ×   10  − 5   
	3.22 ×   10  − 5   
	2.14 ×   10  − 5   



	        IGD      
	Median
	3.71 × 10−5
	5.31 ×   10  − 5   
	9.09 ×   10  − 5   
	8.76 ×   10  − 5   
	4.74 ×   10  − 5   
	5.02 ×   10  − 5   



	
	Std.
	1.14 ×   10  − 5   
	2.16 ×   10  − 5   
	1.47 ×   10  − 4   
	4.33 ×   10  − 5   
	1.38 ×   10  − 5   
	1.35 ×   10  − 5   



	
	Best
	1.37 ×   10  − 5   
	1.37 ×   10  − 5   
	1.37 ×   10  − 5   
	1.37 ×   10  − 5   
	1.37 ×   10  − 5   
	1.37 ×   10  − 5   



	HV
	Median
	1.37 × 10−5
	1.37 × 10−5
	1.36 ×   10  − 5   
	1.34 ×   10  − 5   
	1.37 × 10−5
	1.37 × 10−5



	
	Std.
	5.08 ×   10  − 9   
	1.64 ×   10  − 8   
	1.36 ×   10  − 6   
	6.19 ×   10  − 7   
	8.35 ×   10  − 8   
	6.01 × 10  10  − 9   










 





Table A5. Comparative experimental results of experiment 2 on Nikkei dataset.
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	Metric
	
	MOEA/D-AEE
	MOEA/D-DEM
	MOEA/D-DE
	MOEA/D-GA
	NSGA-II
	DPG-SMOEA





	
	Best
	5.32 ×   10  − 6   
	5.10 ×   10  − 6   
	5.93 ×   10  − 5   
	9.95 ×   10  − 6   
	2.54 ×   10  − 6   
	4.51 ×   10  − 6   



	GD
	Median
	7.36 ×   10  − 6   
	8.06 ×   10  − 6   
	1.45 ×   10  − 4   
	3.32 ×   10  − 5   
	4.24 × 10−6
	8.33 ×   10  − 6   



	
	Std.
	9.19 ×   10  − 7   
	1.66 ×   10  − 4   
	7.09 ×   10  − 5   
	2.08 ×   10  − 4   
	2.01 ×   10  − 6   
	1.34 ×   10  − 6   



	
	Best
	1.42 ×   10  − 5   
	1.28 ×   10  − 5   
	5.99 ×   10  − 6   
	0.00 × 10  10  0   
	1.05 ×   10  − 5   
	1.17 ×   10  − 5   



	Spacing
	Median
	1.79 ×   10  − 5   
	2.08 ×   10  − 5   
	1.15 × 10−5
	1.92 ×   10  − 5   
	1.45 ×   10  − 5   
	1.87 ×   10  − 5   



	
	Std.
	4.87 ×   10  − 6   
	5.77 ×   10  − 6   
	4.53 ×   10  − 6   
	9.72 ×   10  − 6   
	1.87 ×   10  − 6   
	8.82 ×   10  − 6   



	
	Best
	4.17 ×   10  − 3   
	4.23 ×   10  − 3   
	4.29 ×   10  − 3   
	2.63 ×   10  − 3   
	3.36 ×   10  − 3   
	4.11 ×   10  − 3   



	Max Spread
	Median
	3.93 ×   10  − 3   
	3.94 × 10−3
	2.96 ×   10  − 3   
	2.20 ×   10  − 3   
	2.88 ×   10  − 3   
	3.80 ×   10  − 3   



	
	Std.
	1.21 ×   10  − 4   
	5.39 ×   10  − 4   
	5.48 ×   10  − 4   
	4.65 ×   10  − 4   
	2.54 ×   10  − 4   
	1.67 ×   10  − 4   



	
	Best
	3.87 ×   10  − 1   
	3.99 ×   10  − 1   
	3.17 ×   10  − 1   
	8.40 ×   10  − 1   
	6.09 ×   10  − 1   
	3.78 ×   10  − 1   



	Delta
	Median
	4.42 × 10−1
	4.81 ×   10  − 1   
	5.58 ×   10  − 1   
	9.34 ×   10  − 1   
	6.81 ×   10  − 1   
	4.87 ×   10  − 1   



	
	Std.
	6.09 ×   10  − 2   
	9.05 ×   10  − 2   
	1.00 ×   10  − 1   
	3.55 ×   10  − 2   
	2.94 ×   10  − 2   
	1.04 ×   10  − 1   



	
	Best
	1.72 ×   10  − 5   
	1.90 ×   10  − 5   
	7.90 ×   10  − 5   
	1.77 ×   10  − 4   
	4.64 ×   10  − 5   
	1.63 ×   10  − 5   



	IGD
	Median
	2.47 × 10−5
	2.73 ×   10  − 5   
	2.23 ×   10  − 4   
	2.41 ×   10  − 4   
	9.69 ×   10  − 5   
	3.51 ×   10  − 5   



	
	Std.
	7.05 ×   10  − 6   
	4.09 ×   10  − 4   
	6.95 ×   10  − 5   
	5.29 ×   10  − 4   
	3.67 ×   10  − 5   
	1.59 ×   10  − 5   



	
	Best
	8.31 ×   10  − 6   
	8.29 ×   10  − 6   
	7.96 ×   10  − 6   
	7.87 ×   10  − 6   
	8.19 ×   10  − 6   
	8.32 ×   10  − 6   



	HV
	Median
	8.29 × 10−6
	8.26 ×   10  − 6   
	7.23 ×   10  − 6   
	7.54 ×   10  − 6   
	7.94 ×   10  − 6   
	8.27 ×   10  − 6   



	
	Std.
	1.06 ×   10  − 8   
	9.52 ×   10  − 7   
	3.43 ×   10  − 7   
	1.20 ×   10  − 6   
	1.08 ×   10  − 7   
	1.75 ×   10  − 8   
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Figure 1. Experiment 1: IGD metrics on Hang Seng dataset. 
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Figure 2. Experiment 1: IGD metrics on DAX. 
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Figure 3. Experiment 2: IGD metrics on the Hang Seng dataset. 
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Figure 4. Experiment 2: Final population distribution for the Nikkei index. 
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Table 1. A summary of the datasets used in experiments.
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	Dataset
	Region
	Dimensions





	Hangsheng
	Hongkong
	31



	DAX100
	Germany
	85



	FTSE100
	U.K.
	89



	S&P100
	U.S.
	98



	Nikkei
	Japan
	225
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