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Abstract: The model predictive control (MPC) approach can be implemented in either a reactive (RE-)
or predictive (PR-) manner to control the operation of urban drainage systems (UDSs). Previous
research focused mostly on the RE-MPC, as the PR-MPC, despite its potential to improve the per-
formance of the UDS operations, requires additional computational resources and is more complex.
This research evaluates the conditions under which the PR-MPC approach may be preferable. A
PR-MPC model is developed, consisting of an adaptive input data-clustered ANN-based rainfall
forecasting method coupled to an MPC framework. Observed and forecasted rainfall events are
inputs to the internal MPC model, including the rainfall-runoff SWMM simulation model of the
system and the MPC optimizer, which is a harmony search-based model determining optimal control
policies. The proposed model was used as part of the UDS of Tehran, Iran, under different scenarios of
input (rainfall), forecast accuracy (IFAC), and time horizon (IFTH). Results indicate that the PR-MPC
performs better for longer-duration rainfall events, while the RE-MPC could be used to control very
short storm occurrences. The proposed PR-MPC model can achieve between 85 and 92% of the
performance of an ideal model functioning under the premise of perfect, error-free rainfall forecasts
for two investigated rainfall events. Additionally, the IFAC can be improved by including rainfall
fluctuations over finer temporal resolutions than the forecast horizon as additional predictors.

Keywords: urban drainage systems; short-term rainfall forecasting; artificial neural networks; model
predictive control; flood control; harmony search optimization

1. Introduction

Extreme rainfall-caused urban flooding is one of the most destructive natural catas-
trophes in the world [1], but with effective management, it can become a valuable human
resource [2]. Climate change and modifications in human settlement patterns are the
two primary causes of urban pluvial floods as a result of global change [3]. Adding new
pipelines, storage facilities, and channels or increasing the capacity of existing infrastructure
pieces is a fundamental answer [4,5]. This decreases the risk of flooding by accelerating the
transport of water; however, such a solution may be costly and not always a viable option
due to the lengthy implementation period and lack of land [6]. Urban drainage systems
(UDSs) that convey stormwater away from cities can also be managed with nonstructural
measures, such as optimizing operation policies with intelligent control approaches [6-11].
Computationally effective stochastic optimization models have been successfully imple-
mented in optimizing reservoir system operations, e.g., [12,13], which are yet to be applied
in UDSs. In this area of work, pre-emptive prediction of floods using enhanced rainfall
forecasting algorithms can afford us additional possibilities to optimally employ flood
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control devices. Online and real-time control (RTC) systems have been widely used in flash
flood warning applications [14] that utilize short-term rainfall predictions. Implementing
intelligent RTC techniques makes UDS management “smart” by transforming passive
operational units into active adaptive units that can respond more flexibly to oncoming
floods [15]. Model predictive control (MPC) is an adaptive control approach for applying
advanced RTC in which the optimal control rules are recursively modified based on newly
obtained information about the system’s state and present and predicted rainfall loads. This
strategy can be implemented either reactively or predictively in terms of input time [6,8].
In the former method, the system responds to current and possibly historical data, whereas
the latter refers to the management of the system based on current information and the
estimation of future random inputs to the system [6,8]. Several recent studies utilized the
reactive RTC technique, as well as reactive MPC (Re-MPC), to establish optimal rules for the
regulation of the controllable elements of the UDS, such as pumps and gates [7,16-30]. The
predictive RTC technique has also been investigated [31-34], albeit with significantly fewer
applications. This is due to the additional computational resources required for adaptively
implementing a predictive RTC model, especially the predictive MPC (PR-MPC) approach,
and uncertainties associated with rainfall forecasting, so the optimal solutions found will
be under the influence of forecast errors. Consequently, it is crucial and necessary to verify
the efficacy and precision of rainfall forecasting approaches, particularly for short-term
prediction, prior to implementing them in the RTC of UDS.

Rainfall is a complex and highly nonlinear hydrologic process in nature that depends
on a number of temporal and spatial variables [35]; therefore, despite the advancements
in technology and models, it still entails a high degree of uncertainty and the possibility
of prediction error [36]. In tiny, urbanized areas, rainfall forecasts at short intervals of
5 to 30 min would be more essential [37], as their small size and large proportion of imper-
vious surfaces result in a rapid hydrologic response [38]. Luk et al. conducted a sensitivity
study to determine the optimal input data combination for training an artificial neural net-
work (ANN)-based precipitation prediction model for the next 15 min [38]. Using historical
rainfall time series with various lag durations, they demonstrated that lag-1 information
had the most significant influence on short-term rainfall prediction. They expanded their
investigation by evaluating the performance of three types of ANN models for forecasting
rainfall depth 15 min in advance [39]. Using radar data, Christodoulou et al. built KNN and
self-organizing map (SOM) models to forecast rainfall depths five minutes in advance [40].
Using a coupled ANN and genetic algorithm (GA) model, Nasseri et al. enhanced the accu-
racy of 5 min, 10 min, and 15 min precipitation forecasts [41]. Rezaie Adaryani et al. created
5 min and 15 min rainfall forecast models using PSO-SVR, LSTM, and CNN. PSO-SVR and
LSTM performed better for 15 min and 5 min rainfall forecasts, respectively [42].

The success of applying rainfall forecasts to flood control is contingent on the fore-
casting model’s characteristics. This study provides a PR-MPC framework to examine the
situations under which the use of a rainfall forecasting model could improve the RTC of
UDS through (1) constructing an adaptive short-term rainfall forecasting module for differ-
ent prediction horizons and (2) designing an MPC model, which consists of a rainfall-runoff
simulation model as the MPC internal model and the harmony search (HS) algorithm as
the MPC optimizer. The coupled simulation-optimization algorithm is linked to the rainfall
forecasting module of Step 1 to configure the proposed PR-MPC framework, and the adap-
tive PR-MPC model’s performance is assessed in a real UDS under different forecast system
characteristics. Additionally, we will answer the question of when it would be preferable
to employ a PR-MPC technique instead of a RE-MPC technique, despite the latter’s input
uncertainty, and how much improvement may be anticipated. For this objective, five types
of adaptive MPC models are evaluated and compared based on input forecast time horizon
(IFTH) and input forecast accuracy (IFAC), which are discussed in the following sections.
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2. Materials and Methods
2.1. Framework of the PR-MPC Operation Model

Controlling the operation of an UDS for the purpose of reducing flood damage involves
formulating optimal operating policies for the system’s controllable elements. In this study,
the PR-MPC method is employed to adapt the functioning of the control gates of a detention
reservoir using an iterative adaptive strategy presented in Figure 1.

YES
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system during the current CTH
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Figure 1. Flow diagram of the adaptive PR-MPC operation model.

In this scheme, (i) a short-term rainfall forecasting model estimates future precipitation
depths for different forecast horizons over a given IFTH, considered as 15 or 30 min,
using the most recent observed rainfall data up to the current time step; (ii) then the MPC
model generates operating rule curves for the next time steps up to the prediction time
horizon (PTH) equal to 24 h via a multi-period, meta-heuristic MPC optimizer decision
variables, which are percentages of gate opening at different times. For each objective
function evaluation of the optimization algorithm, the internal MPC model, i.e., the SWMM
rainfall-runoff model, is called to determine the values of the variables used in the objective
function, such as runoff discharges at target control points. The optimization-simulation
procedure is performed multiple times for different values of the decision variables until
the convergence of the optimization algorithm; (iii) The optimal policies discovered in
step (ii) are applied only for the control time horizon (CTH), here 30 min, based on which
the state of the system is updated at the start of the subsequent sampling time intervals.
(v) Steps (i) to (iii) are repeated for every sampling time interval (T}), in this case 30 min, up
to the whole operation time horizon equal to the PTH as depicted in Figure 1.

2.2. Short-Term Rainfall Prediction Model

Rainfall is a complicated atmospheric process that is influenced by a number of
elements and their temporal-spatial patterns, including temperature, humidity, etc. An
ANN model is utilized to predict the rainfall depth of a 15 min time period in which only
the rainfall depths of previous time steps are available as predictor variables. In this study,
the input forecasting time interval (IFTI) is 15 min, and the input forecast time horizon
(IFTH) is 30 min, or twice the IFTL In other words, the precipitation amounts for the next
two 15 min intervals are forecasted. For the sake of forecasting, the incremental rainfall
depth at a target point is analyzed as a function of a finite number of preceding observations
as follows:
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P(t+1) = f(P(t),P(t—1),P(t—2),...,P(t—k+1)) +e(t), 1)

where P(t) = the rainfall depth at the time f; f() = a nonlinear function that is going to be
estimated by ANNSs; K = the influential lag-time of the past rainfall realizations affecting
the rainfall depth at the next time step; and e(t) = the ANN model’s forecast error to be
minimized. It should be noted that the short-term rainfall prediction model described here
is an adaptation of a non-linear autoregressive moving average model specifically designed
for Artificial Neural Networks. This adaptation has been implemented to simplify the
calibration process for the model.

In this study, a basic ANN configuration, i.e., Multi-layer Feedforward Neural Network
(MLFNN), is used with the Levenberg-Marquardt training method [43]. For the hidden
layer and output layer, respectively, the tan-sigmoid transfer function and a linear function
are applied. Forecast accuracy is affected by the ideal number of hidden layers and neurons,
which should be chosen depending on the nonlinearity level of the problem and the
quantity and quality (precision) of available data [44]. The majority of complex continuous
functions can be approximated by a single hidden layer [43,44]; hence, a single hidden
layer was utilized, and 5 to 100 hidden neurons were evaluated.

Proper selection of the predictors is an important task that affects the performance
of the ANN model. This is a concern based on the additional information each predictor
would supply and the complexity of the ANN model (number of parameters). As expected,
our investigations demonstrated that the first lag time (Lag-1) information was of the
utmost value in the developed ANN models, as supported by other studies such as [41].
In other words, 15 min rainfall time series have characteristics of short-term memory [38].
Nonetheless, the substantial variability of rainfall hydrographs across time intervals smaller
than 15 min was an additional element that prompted us to account for this variability.
For this reason, a novel theory has also been evaluated, which focuses more on rainfall
variations by incorporating difference-type variables and finer-resolution 5 min rainfall
depths as supplementary predictors for 15 min rainfall depth forecasting. Hence, the
following three scenarios with new sets of combinations of predictors are evaluated for
forecasting the next 15 min rainfall depth, P1(t 4 1):

Scenario I: P¥(t),

Scenario 1T : P13(t), [P15(t) —PB(t— 1)},

and
Scenario I : P15(¢), {PS(t) —P5(t—1),P5(t—1) — Po(t — 2)}

where PA(t — K) is the rainfall depth with a At minute time resolution (i.e., time interval)
that occurred with K time-step delay from time-step . The above scenarios are evaluated
to forecast P1(t + 1) which is the rainfall depth for one time step ahead (IFTH = 1), where
IFTI = 15 min. For example, as shown in Figure 2, scenario III considers rainfall depth
that occurred at previous 15 min time intervals and rainfall variations with a finer time
resolution of 5 min intervals to predict rainfall depth for the next time step.

=15mn K=1 Current time-step Target Value

N‘Smm,K2

P15(5—1)

P@-2)  P(-1) P”(r) % FIEmAIEE A pagad)

Figure 2. Illustration of rainfall forecasting scheme having an input forecast time horizon (IFTH) and
finer time-resolution predictors than input forecast time interval (IFTT).
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Prior to the training stage, it would be crucial to preprocess the data after selecting
predictors. Data clustering using the K-means algorithm [45] and data normalization are
two techniques used in this study. The range of all variables has been transferred first to
[0-1] using Equation (2).

Xi — Xmin .
X; = ———————,where Xmin = Min(x;), and Xmax = Max(x;) )
Xmax — ¥min

Common statistical parameters, including the coefficient of determination (R?) and
root mean square error (RMSE) are used to decide on the best forecasting model with
the highest FAC [46]. The dataset was randomly divided into 70, 15, and 15% as training,
validation, and test datasets, respectively, and the model resulted in the least error with
respect to the validation set selected.

2.3. Model Predictive Control Set-Up for Gate Regulation

A control gate is one of the actuators employed by urban drainage systems to ef-
fectively minimize the flood’s peak and volume. It helps regulate flows at the detention
reservoir outlet in UDSs [27]. In this study, a PR-MPC strategy comprised of three linked
modules, namely short-term rainfall forecasting, the SWMM rainfall-runoff internal model,
and the HS optimizer, was presented to generate optimal operating policies for the regula-
tion of detention tank gates.

Given a detention tank with an outflow gate located B meters above its bottom surface
(Figure 3), the optimal operating rule curve as a result of the MPC strategy would be a
vector of policies as [Gy, Gy, G3, . . ., Gj.--, GnJ, in which G; is the percentage of the gate
opening corresponding to discrete water levels within the interval [d;,d;,1). Height B
affects the size of this vector (1) as the gate does not start working as long as the water
level is below this height.

A --------

HMAX

Figure 3. Discrete water levels in the detention reservoir.

Real-time and predictive performance are the two major components of the proposed
MPC architecture. In this model, the whole operation time horizon (24 h as the longest base
time of flood events investigated) is divided into several sampling time intervals [T;, T;, 1)
(considered as 30 min herein), and a particular operating rule T; is generated corresponding
to each sampling interval T;, where each R; is a G; vector. The control rule obtained is
applied to the system during the current CTH. Hence, an ongoing operation over the oper-
ation time horizon leads to a finite sequence of operating policies [Rq, Ry, ..., R;,...,Rg].
Alternatively, using a predictive approach, the operating policies are derived from the
available data, the present condition of the system, and the predicted future rainfalls, which
are periodically updated for each sampling time based on the most recent data and the
actual state of the system.

The optimization model that is solved at each sampling time interval is a multi-period
model because the objective function, such as the total volume of the flood, is minimized
over multiple time periods beginning with the current sampling time interval and ending
with the end of the flood event, taking into account all physical and operational constraints,
such as hydraulic rules and other operational system requirements. The formulation of the
optimization model at the sampling time interval T; is as follows:
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Subject to:
Fr = f(P, ht, Gj, "')Ti 4)
ht = f(ht—ll Qii’l, ts G])T, (5)
0<h < HMAX (6)
, — J ndis
[G]]Ti Y Z,xK, otherwise @
Z=1
ndis
Y Z.=1, ®)
z=1

where F; = the total flood volume during the PTH as a function of the rainfall hyetograph P
containing observed and forecasted rainfall depths; G; = operating rule curve consisting of
the decision variables of the optimization model and other system parameters and state
variables that are determined by the SWMM simulation model, such as hydraulic properties
and capacities of pipes, flow discharges, etc. Hydraulic and hydrologic equations solved
by the simulation model are represented as constraints (4) to (6). h;y = water level in the
detention tank at time t (¢ refers to the time-step of the simulation model), which is a
function of inflow discharge to the reservoir Q,, ;, water level at the previous time-step,
1, and G;. Equation (7) shows how the variables of the function G; are accounted for in
the formulation, where K, = an integer variable whose value is specified from the vector
[0, 10%, 20%, ..., 100%] of ndis = 11 size; and Z, = a binary variable.

At the beginning of each sampling interval, the aforementioned formulation is solved.
Although the optimization problem is solved over the PTH, the acquired operating policy
is only applied to the current CTH, and the procedure is repeated for each sampling time
in the remaining future time intervals. Additionally, the rainfall hyetograph P is updated
periodically at the beginning of each sampling time using the most recent observed data,
and the rainfall forecasts are updated by the short-term forecasting model up to the IFTH.

2.4. Simulation-Optimization Model

The optimization problem provided in Section 2.2 is a mixed-integer nonlinear pro-
gram (MINLP) that is solved by the meta-heuristic optimization algorithm Harmony Search
(HS) introduced by Geem et al. [47]. The HS optimizer has been coupled with the inter-
nal SWMM simulator to provide an optimization-simulation modeling framework as a
fundamental component of the proposed adaptive MPC strategy. The HS optimizer seeks
the optimal values for decision variables, drawing inspiration from the musical process,
wherein perfect harmony is determined through aesthetic judgment. The algorithm’s
consecutive steps are as follows:

Step 1: The harmony memory matrix (HM) is filled by the number of random vectors
(x1,x%,23,... ,xHMS) equal to the determined harmony memory size (HMS) as shown in
Equation (9).
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i x) | f(xh)
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Step 2: A set of new harmonies x’ as many as the repository size (RS) are generated and
stored in the repository with the probability HMCR as the harmony memory considering
whose value is selected from predefined HM : x} « x O XHMS)+1 - and is specified
randomly otherwise with the probability 1 — HMCR.

Step 3: If " in Step 2 is selected from the HM, then an additional procedure will be
required as follows:

x" is modified slightly through parameter § as (x] < x/ F4) with probability
0 < PAR < 1 called the pitch adjusting rate; otherwise, no modification will be per-
formed with the probability of 1 — PAR.

Step 4: The harmony memory (HM) and repository are merged and sorted according
to objective function values. The new HM matrix is updated, including the first best
harmonies and as many as HMS.

Step 5: Steps 2 to 4 are repeated until the termination criterion is satisfied. The
criterion is chosen based on either finding a solution corresponding to a zero flood volume,
exceeding the maximum allowable number of function evaluations, or no change in the
best solution found over 50 consecutive iterations.

In the HS algorithm, a new solution vector is generated considering the whole existing
solutions stored in the HM matrix based on parameters HMCR and PAR, whereas only
two parent solutions are used for the evolution of solutions in, for example, GA. This
feature increases the performance of the HS algorithm in finding global optima [48].

3. Study Area

To test the performance of the proposed model, it is applied to a drainage system
located in the southern portion of the major UDS of Tehran, Iran, which consists of
42 subcatchments and 132 conduits and covers an area of 156 km>. The system fails
to properly transport stormwater runoff from a rainfall event with a 50-year return period
because approximately 15.6 of 116 km underground tunnels do not have sufficient capacity
for the subsequent flood. North and South Saleh Abad, two detention reservoirs connected
by a central culvert, have been added to the system to increase its storage capacity. Based
on their similar hydraulic performance, one equivalent detention tank with a maximum
capacity of 62.5 x 10° m3 is considered in this analysis [32].

Figure 4 depicts the Tehran central basin and the drainage network in the associated
SWMM simulation model, including a concrete outlet intake structure equipped with three
steel sluice gates of 1.6 x 1.6 m size, eight rectangular openings of 0.6 x 0.9 m dimension at
the upper part, and a three-diameter octagonal opening on the roof of the structure that
acts as a spillway when the water level rises. The optimal operation of these gates and
openings is sought in an effort to mitigate the effects of flooding.

SWMM Model Inputs

For the development of a short-term rainfall prediction model, meteorological gauges
in the study area are utilized to record observed rainfall events at 15 min and 5 min
intervals from 1973 to 2014. There are a total of 335 precipitation occurrences, with depths
and durations ranging from 0.1 to 61.5 mm and 15 to 2235 min, respectively (Figure 5).
After excluding zero values, the total number of datapoints for the time series extracted at
15 min intervals is 8063.
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Figure 4. Map of Tehran Central Basin, the associated network modeled by SWMM, and Saleh-Abad
reservoir intake structure [49].
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Figure 5. Variation of the total available rainfall events in terms of depth and duration.

According to Table 1, six events are chosen to assess the performance of the produced
models, such as the rainfall forecasting model and the RE- and PR-MPC models. These
events encompass a variety of rainfall depth and duration ranges, as well as hydrologic
process variations.

Table 1. Investigated rainfall events.

Event No. Event Duration (min) Depth (mm)
1 9-Jan-83 240 14.35
2 25-Mar-90 270 20.29
3 13-Feb-02 750 26.41
4 29-Oct-11 240 16.9
5 30-Jan-13 450 241
6 14-Apr-13 195 18.8
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Hidden Layer

4. Numerical Experiments and Results
4.1. Results of Short-Term Rainfall Forecasting

Figure 6 depicts the layout of the ANN model and the processes used to determine
the appropriate number of neurons in the hidden layer corresponding to the first set of
predictors, where the only predictor is the rainfall depth of the previous time step.
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Figure 6. Structure of MLFNN model for the set of predictors and Sensitivity analysis made for

determining the optimal number of neurons in the hidden layer.

To improve the forecast accuracy, 335 total rainfall events were classified into four
clusters using the K-means algorithm [50] based on the two main aspects of the events, i.e.,
depth and duration, as shown in Table 2.

Table 2. Clusters of the rainfall events found by the K-means algorithm.

Number of Average Average
Bvems UGS NDee Dumtion  Deph  (MesRenty
Included ° (min) (mm)

All Data 335 100 8063 487.84 13.5 10.59
C1 52 16 2576 951.9 21.2 6.3
C2 105 31 2915 530.1 155 7.31
C3 18 5 1295 1624.2 29.1 4.57
160 48 1277 181.4 7.7 10.59

As described in Section 2.1, three sets of predictors (scenarios) were evaluated to
establish the optimal combination of predictors. Table 3 displays the outcomes of the
scenarios applied to several datasets, including the complete 8063 data set and the data
classes C1, C2, C3, and C4 separately. According to the results, scenario III improved
forecast accuracy by as much as 40 percent compared with the other two scenarios. In
other words, in addition to the rainfall depth for the preceding time step, incorporating its
fluctuations across finer 5 min resolutions significantly enhances the effectiveness of the
forecast model. The lowest-accuracy cluster is C4, which contains the most intense and
unpredictable rainfall pulses. However, from the perspective of flood control, these rainfall
events are less significant due to their shorter durations and shallower depths, which make
them easier to manage even without knowledge of future precipitation. In scenario III,
Figure 7 compares the observed and predicted values corresponding to various classes.
In the proposed MPC framework, these four forecasting models will be used. Although
forecast accuracies are not particularly high, they are comparable with the findings of
earlier experiences reported for short-term rainfall forecasting; see, for instance, [38,41]. In
addition, it is essential to determine if such levels of forecast precision may still improve the
performance of the RTC of urban drainage systems. In the next section, the performance of
the PR-MPC is compared with that of the RE-MPC.
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Table 3. R2 values obtained by three ANN models, each for one of three sets of predictors (scenarios)
for both training and test datasets and for different data clusters.

Scenario All Data C1 C2 C3 C4
I Train 0.41 0.49 0.44 0.55 0.28
Test 0.39 0.47 0.43 0.52 0.25
I Train 0.43 0.53 0.47 0.70 0.35
Test 0.42 0.51 0.46 0.68 0.31
I Train 0.47 0.61 0.57 0.75 0.42
Test 0.45 0.59 0.55 0.73 0.42
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Figure 7. Comparison of observed and forecasted rainfalls for test dataset resulted from scenario III's
set of predictors for different clusters (a) C1, (b) C2, (c) C3, and (d) C4.

Using the best ANN forecasting model (model of scenario III) to predict the next

two time steps (P15(t + 1)) resulted to R2 equal to 0.31, 0.29, 0.34, and 0.14 for clusters C1,
C2, C3, and C4, respectively.

4.2. Results of the MPC Framework

According to Table 2, Class C4 is comprised of the events with the shortest average
duration and depth, as shown in Figure 8a, which is a histogram of rainfall depth. In Class
C4, the average precipitation depth is approximately 7.5 mm, and the total precipitation
depth for almost all events is less than 20 mm. Applying the RE-MPC model [24] to four
sample C4 events, namely events 1, 2, 4, and 6, without knowledge of future rainfall data
revealed that the RE-MPC approach could manage these events without any flooding while
not even the entire storage capacity of the detention reservoir was utilized (Figure 8b).
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Figure 8. (a) Histogram of the rainfall depth for the fourth cluster, C4 (b) Results of the reactive RTC
model [24] in terms of variation of water level in the detention tank for four sample events of C4.

Therefore, advanced warning of future precipitation (i.e., employing the PR-MPC
technique) would be more beneficial for occurrences with longer durations and greater
intensities that belong to the other three groups. This result is similar to the findings of
prior research in this field, as in [9]. indicated that the benefits of the RTC technique become
more substantial for events lasting more than two hours [9].

Information and data are exchanged between the simulation, optimization, and rainfall
forecasting modules in accordance with the PR-MPC system depicted in Figure 1. The
linked HS-SWMM optimization-simulation model uses the same parameter adjustment
and setup approach as [24] for a reactive real-time optimal control model.

Four types of rainfall forecasting models have been created to predict rainfall depths
two time steps in advance. At the start of a storm event, there is insufficient information
to determine which of the four forecast models would be the most accurate for the actual
event. In practice, however, an adaptive approach is necessary to identify and link the
optimal forecast model to the coupled HS-SWMM framework. In the first sampling interval,
the average outputs of the four forecast models are used for this purpose, and the forecast
errors for each model are determined using the actual rainfall pulse. For succeeding time
intervals, the forecasting model with the smallest error across the preceding time steps will
be utilized. Using this method, the optimal forecast model would be detected adaptively
after a few time steps.

According to Table 4, five distinct MPC-based models are built, based on the varied
IFAC and IFTH, to examine the impact of the input forecast module on the RTC of UDSs
and the efficacy of the PR-MPC technique over the RE-MPC method.

Table 4. Different MPC-based models and their features in terms of the forecast type or accuracy
(perfect and imperfect) and the forecast time horizon (IFTH).

Model Input Forecast Type in Terms of IFAC IFTH
A Perfect (error-free) Entire rainfall event
B Perfect (error-free) Two time-steps ahead
C Imperfect use forecasting module Two time-steps ahead
D Imperfect use forecasting module One time-step ahead
E Without a forecast module (reactive model) (reactive model)

Models A and B are PR-MPC models that benefit from the perfect input forecast,
assuming no forecast error (IFAC = 100%) and having an IFTH equal to the entire duration
of the rainfall event (i.e., complete information regarding future rainfalls) and two 15 min
time steps (i.e., complete information regarding a subset of future rainfalls), respectively.
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These models disregard the forecast uncertainty that represents the best possible ideal
circumstance, but they address two distinct conditions regarding the extent (duration) of
perfect knowledge of future rainfalls. Models C and D represent the proposed PR-MPC
framework employing the developed forecast module with IFTH values of two and one
15 min time increment, respectively. Model E is the RE-MPC that utilizes only the current
available precipitation data and has no knowledge of future precipitation. Table 5 compares
the efficiency of the examined models for two storm occurrences, events 3 and 5, belonging
to the first and second clusters, respectively (Table 1).

Table 5. Comparison of performance of the five different MPC-based models in terms of flood volume
inundation considering two rainfall events.

Event: 13 February 2002 Event: 30 January 2013
i Flood Reduction Flooding Flood Reduction Flooding
Mode Compared with Model E (103 m3) Compared with Model E (103 m3)
(%) (10 m3) (%) (10° m3)

A 10% 38.9 334.37 25% 17.11 52.07

B 4% 12.87 360.4 15% 10.08 59.1

C 3% 10.56 362.71 11% 7.65 61.53

D 2% 6.57 366.7 2% 1.3 67.88

- -- 373.27 - - 69.18

The results reveal that, compared with the RE-MPC model, Model A, as an ideal but
unrealistic model, has resulted in flood volume reductions of 25% and 10%, respectively,
for events 5 and 3. Using the available storage capacity and drainage system characteristics,
Model A’s global optimal solution is the best theoretical solution that can ever be attained.
Model B results in flood volume increases of 10% and 6% for events 5 and 3, respectively,
when compared with Model A, due to its reduced IFTH (knowing less about the future)
when forecasts have still been error-free. Model C has the same IFTH as Model B, but
according to the best ANN forecasting model developed, the used forecasts are imprecise.
As expected, the decrease in forecast accuracy (IFAC) has caused the flood volume for
events 5 and 3 to increase by 4.0% and 2.3% relative to Model B, respectively. Despite
having the same IFAC, Model D performed around 9% and 4% worse than Model C for
events 5 and 3, respectively, because of using a shorter IFTH given the IFAC of the best
ANN model. Therefore, IFAC and IFTH each contribute to the performance of the PR-MPC
models. The longer the forecast lead time, the lower the IFAC will be. Importantly, the
proposed PR-MPC model (Model C) has achieved approximately 85% and 92% of the
performance of the best solutions that can ever be found (Model A’s ideal solutions) for
events 5 and 3, respectively, based on the findings of the various models shown in Table 5.
Using Equation (10) to quantify forecast error, the average errors obtained for one time step
ahead (IFTH = 1) forecasts for events 3 and 5 are 0.28 and 0.53, while those errors for the
next two time step forecasts (IFTH = 2) are 0.44 and 0.64 for the same events.

_ fxrefi — x|

>
! xref; 0 (10)

where x; and xref; refer to forecasted and observed values, respectively.
In Model A, by assuming perfect, error-free forecasts, x; = xref;, the value of prediction

error is (M = 0); whereas in Model E, in which no rainfall forecasts are used, it is

xref;
like x; = 0, so the error is equal to ( ‘xrffeiﬁ .

system, the forecast lead time, and the IFAC of the ANN rainfall forecast model, the forecast
error for the PR-MPC model can range from 0 to a huge value of M. Theoretically, having
information and knowledge about future rainfalls would have a favorable effect on the
PR-MPC model as long as the forecast mistakes are not so large that the model that ignores

= 1). Depending on the current condition of the
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these errors (Model E) performs better than the model that incorporates them (Models B
and C). Consequently, an effective IFTH is a time horizon under which the associated PR-
MPC model outperforms a RE-MPC. The longer the effective IFTH is, the more accurate the
forecast model will be. As depicted in Figure 9 for events 5 and 3, the system is susceptible
to multiple small early floods if Model A’s operations are implemented; hence, this model
manages system operations to limit peak flows and flood volumes. Model C has followed
Model A’s ideal operations very well; however, Model E has not.

Event: 13-Feb-02
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Figure 9. Comparison of flood hydrographs resulted from ideal Model A, the PR-MPC Model C, and
the RE-MPC Model E for events 5 and 3.

Figure 10 depicts the observed and predicted rainfall hyetographs for the two analyzed
rainfall events. Model C forecasts precipitation amounts during two consecutive time steps
(IFTH = 2). In other words, for each 30 min sampling interval, in addition to the updated
realized rainfall depths up to the present time step, two predicted values of rainfall depth
for the subsequent 15 and 30 min are also employed to determine appropriate operation
policies for the current time period. The graph illustrates that bigger forecast errors
correspond to the hyetograph’s extremum spots.

Apart from forecasting errors and variations, the model’s adaptability to forecast
errors makes the performance of the proposed adaptive PR-MPC framework more appeal-
ing. Figure 11 demonstrates how well the adaptive mechanism employed in this model
performs over time for the two investigated events. It illustrates differences in the primary
characteristics of flood events, such as total flood volume, flood peak discharge, and time
to peak, throughout successive sampling time intervals (T;) of the operation horizon in
comparison with Model A’s perfect solution. Observers will note that as time passes and
more information is gathered, Model C’s outcome steadily approaches that of Model A.
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This clearly demonstrates the benefit of updating optimal policies adaptively throughout
each sampling interval in the PR-MPC model.
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Figure 10. Comparison of observed and predicted rainfall data obtained by the proposed short-term
rainfall forecast model for two investigated events that occurred on 13 February 2002 and 30 January 2013.
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Figure 11. The evolution of Model C’s solution features, i.e., flood volume, flood peak, and time to
peak, over a subsequent sampling time interval (T; compared with those of ideal Model A, for two
investigated events occurred on 13 February 2002 and 30 January 2013).

5. Final Remarks

Developing and planning a RTC model for the operation of an UDS is a complex
process that necessitates additional effort and cost for the instrumentation of the facili-
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ties, including software and hardware technologies, mechanical equipment, measurement
devices, local stations, communications, a meteorological forecasting system, and mainte-
nance [33]. In contrast, RTC approaches have dramatically increased the adaptability and
flexibility of the system’s operations in response to varied rainfall load scenarios [51]. In
addition, it saves money by activating the existing storage capacity without the need to
build additional retention volume [16]. Therefore, the RTC approach should be considered
for UDSs’ operations management as it offers meaningful benefits to the environment,
system operators, and stakeholders exposed to charges [16]. Dresden (Germany), Vienna
(Austria), and Quebec (Canada) are places where RTC systems have been successfully
implemented in urban wastewater systems [52-54].

Dresden and Vienna also use the same RTC system, which consists of a simplified
coarse network of the cities’ sewer systems simulated in the HYSTEM-EXTRAN rainfall-
runoff model, a rule interpreter software called ITWH-CONTROL to make control decisions
based on the if-then rules and fuzzy logic, and a rainfall forecast module employing the
“tracking method” [53]. A predictive RTC system manages the sewer system of Quebec
City, which includes a linear input-output moving average simulation model, a nonlinear
optimization algorithm, and the CALAMAR radar-based rainfall forecast model [33]. The
predicted rainfall intensities using CALAMAR were reported as 30% of the actual data [33].

The aforementioned RTC systems simplify the hydraulic simulation model of the
studied areas to maintain the optimization computation time within an appropriate ap-
plicable range while increasing the related simulation model uncertainty. In contrast, the
proposed PR-MPC framework reduces the simulation model uncertainty by employing the
original SWMM simulation model of the study area, consisting of 42 sub-catchments and
132 conduits, directly linked to the optimization module. However, the underlying simu-
lation model is separated into two upstream and downstream sub-models to circumvent
the runtime limitation. During each sample interval, the upstream sub-model is executed
only once to compute its outflow, which is then utilized as the inflow to the downstream
sub-model. Therefore, only the downstream model is called for each objective function
evaluation; consequently, the entire optimization process takes approximately 13 min on a
system with an Intel Core i7 processor running at 3.2 GHz and 16 GB of RAM. This strategy
is based on the fact that the upstream sub-model establishes gravity flow irrespective of the
operation of the downstream gates, as discussed and confirmed in [7] and [24].

The rainfall forecast module is another distinction between the proposed model and
those proposed previously, as it employs an ANN-based rainfall forecast model with
adaptive performance and better accuracy for short-term rainfall forecasting using a novel
mix of predictors. Last but not least, this study compares the two MPC approaches of
RE-MPC and PR-MPC, showing the outperformance of the PR-MPC approach over the RE-
MPC model. However, this advantage is more apparent for longer-period rainfall events
that place a greater load on the system than its capacity. There is also a trade-off between
IFTH and IFAC, so the best rainfall IFTH can be determined based on the resulting IFAC.

6. Conclusions

In this study, the K-means clustering algorithm was used to evaluate the short-term
(up to 30 min ahead) rainfall forecast precision and its impact on urban flood control opera-
tions for a variety of rainfall patterns in terms of depth and duration. A predictive MPC
(PR-MPC) framework was developed to evaluate the role of rainfall forecast features and
accuracy in flood management and operations of a part of Tehran’s urban drainage system,
Iran, by deriving optimal operation policies for the system’s gate regulation. Five distinct
operational models were examined with respect to their input forecast time horizon (IFTH)
and accuracy (IFAC), including: (a) a zero-IFTH reactive MPC (RE-MPC) model to a model
IFTH of which was the entire rainfall duration (Model A); and (b) models benefiting from
perfect, error-free forecasts (Models A and B) to those utilizing data-clustered ANN-based
forecasting models developed based on actual historical rainfall events (Models C and D).
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Additionally, the best-fit ANN forecasting model for a particular event was found adap-
tively after a few time steps of the PR-MPC operation. The results and contrasts revealed:

e  Clustering rainfall data as a preprocessing technique not only increased the accuracy
of precipitation forecasts but also the performance of the adaptive forecast-based
PR-MPC operation model. This suggests that utilizing clustering algorithms can be
beneficial in improving forecast precision for flood management.

e  The accuracy of ANN forecast models was enhanced by the addition of predictors
describing variations in rainfall depth over shorter time intervals than the forecast
lead time. This indicates that capturing short-term variations in rainfall depth can
contribute to more accurate forecasts.

e  The rainfall forecasting module showed a higher impact on the performance of the
PR-MPC operation strategy for longer-duration, larger-magnitude rainfall events. This
highlights the importance of accurate rainfall forecasts in optimizing flood control
operations, particularly for more heavy rainfall events.

e  Despite inaccuracies in rainfall forecasts and the ANN model’s uncertainty, the forecast-
based adaptive PR-MPC operation model performed 11% better in terms of flood
volume reduction than the RE-MPC operation model that did not use rainfall forecasts.
This accomplishment was partially attributed to the adaptively updating ANN-based
rainfall forecasts and the PR-MPC operating model’s control rules over a dynamic,
uncertain decision-making process.

The significance of these findings lies in their implications for urban flood control
operations and the potential for improving flood management strategies. The study pro-
vides evidence that incorporating accurate and adaptive rainfall forecasting models into
the PR-MPC framework can lead to significant improvements in flood volume reduction.
Future research in this field should focus on reducing predictive model uncertainty by
integrating more precise rainfall forecast modules into the proposed PR-MPC framework.
This could further enhance the effectiveness of flood control operations and contribute to
more resilient urban drainage systems.
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Abbreviations

ANN artificial neural networks

CTH control time horizon

FAC forecast accuracy

GA genetic algorithm

HM harmony memory matrix

HMCR  harmony memory considering rate
HMS harmony memory size

HS harmony search

IFAC input (rainfall) forecast accuracy
IFTH input (rainfall) forecast time horizon

MINLP  mixed-integer nonlinear program
MLFNN  Multi-layer Feedforward Neural Network
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MPC model predictive control

PAR pitch adjusting rate

PR-MPC  predictive MPC

PTH prediction time horizon
RE-MPC reactive MPC

RS repository size

RTC real-time control

SWMM  storm water management model
Ti sampling time intervals

UDS urban drainage systems
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