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Abstract: The use of machine learning (ML) for predicting high river flow events is gaining promi-
nence and among its non-trivial design decisions is the definition of the quantitative precipitation
estimate (QPE) product included in the input dataset. This study proposes and evaluates the use
of multiple concurrent QPEs to improve the performance of a ML model towards the forecasting
of the discharge in a flashy urban catchment. Multiple extreme learning machine (ELM) models
were trained with distinct combinations of QPEs from radar, reanalysis, and gauge datasets. Their
performance was then assessed in terms of goodness of fit and contingency analysis for the predic-
tion of high flows. It was found that multi-QPEs models overperformed the best of its single-QPE
counterparts, with gains in Kling-Gupta efficiency (KGE) values up to 4.76% and increase of precision
in detecting high flows up to 7.27% for the lead times in which forecasts were considered “useful”.
The novelty of these results suggests that the implementation of ML models could achieve better
performance if the predictive features related to rainfall data were more diverse in terms of data
sources when compared with the currently predominant use of a single QPE product.

Keywords: flash floods; machine learning; rainfall-runoff; flood forecasting; urban catchment

1. Introduction
1.1. Background

Floods are among the most hazardous events for human life and infrastructure. Ac-
cording to estimations from the United Nations, their occurrence increased by more than
50% in the current decade following an upward trend apparently driven by climate
change [1]. Different regions of the world face regular threats of hazardous flooding
driven by intense precipitation, e.g., the seasonal Monsoon Asia [2–4], the mountainous
regions of Italy [5] and of China [6], and urbanized regions of the United States [7] and of
Brazil [8]. To support the decisions of emergency response teams, governmental agencies
implement flood early warning systems (FEWS), which are characterized as integrated
components designed for hazard monitoring, forecasting, disaster risk assessment and
communication [9,10].

The river discharge forecasting component of FEWSs historically rely on conventional
hydrological models (CHMs) to predict river discharges through simulations of physical or
conceptual representations of the hydrological cycle [11,12]. As data-driven alternatives for
CHMs, the potential of using supervised machine learning (ML) models for tasks related
to rainfall-runoff modelling has been studied for more than 25 years [13,14]. Driven by
a continuously increasing of data and computational power availability, an expanding
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number of ML methods and algorithms has been explored with success, with performances
comparable or superior to their CHM counterparts [15]. Examples of ML structures already
applied for such a purpose include multi-layer perceptrons (MLP) [16,17], long-short term
memory neural networks (LSTM) [18,19], random and decision tree forests [20,21], support
vector machines (SVM) [22,23] and extreme learning machines (ELM) [24,25]. This scenario
motivates the exploration of techniques and approaches to improve their performance for
an implementation in operational forecasting chains [26].

Unsurprisingly, rainfall is usually considered one of the dominant factors determining
the occurrence of floods [27]. Replicating the design approach adopted for CHMs, in
which each input data represents univocally a material or energetic flux relevant for the
local hydrological processes, ML models have been trained and tested with quantitative
precipitation estimates (QPE) derived from a single source, be it from rain gauges [19,22],
ground-based weather radar [28] or satellite data [29,30]. However, each of such products
has specific advantages and limitations: rain gauges are considered the most accurate
estimator of rainfall water depth while being restricted to provide measurements for point
locations; ground-based weather radars are able to provide relevant information about
the spatial distribution and motion of rainfall by recording microwaves reflected from
the upper atmosphere, which results in elevated uncertainties concerning the amount
of precipitated water that reaches the ground; and numerical weather models (NWM)
include concepts of physics to fill gaps and bridge different sources of observational data,
potentially adding epistemic uncertainties to the estimated rainfall value [31,32].

These differences usually raise questions on which of these estimations is the best
to be used to represent precipitation as input in discharge forecasting systems. They also
motivate the search for techniques for combining different QPEs in a way to efficiently
maintain their positive characteristics and mitigate their errors. The combination of multiple
QPEs is usually performed separately from the rainfall-runoff simulation model, in an
additional component that produces a single and supposedly improved QPE. The post-
processed QPE is then used as the input for the rainfall-runoff model [33,34]. The use
of a post processor external to the hydrological model, however, has the drawbacks of
(1) increasing the complexity of an operational systems, as two components need to be set
up and maintained, and of (2) assuming that one of the rainfall products (usually from rain
gauges) is available and has a quality high enough to be considered a reference for the other
QPEs, which may become a constraint for data scarce regions. If a rainfall-runoff model
could encapsulate both the QPE combination and the discharge estimation components
through data-driven methods (thus without prior assumptions on the data quality of
individual products), both the drawbacks would be overcome.

Different from CHMs, conventional ML models are designed to abstractly identify
patterns in the training dataset, can be constructed to have an arbitrary number of inputs,
and are not constraint by physical laws or conceptualizations of the hydrological behavior
of a catchment. This flexibility allows the construction of models that estimates future
discharge having multiple concurrent precipitation estimates as part of its input. Such
a configuration fulfils the suggested encapsulation, however, to the best of the author’s
knowledge, no previous work has investigated the potential effectiveness of including more
than one source of QPE products in the predictors set for improving discharge forecasting
in ML models.

1.2. Research Questions and Objectives

The purpose of this work is to answer the question: can the use of concurrent QPE
products improve the performance of rainfall-runoff ML models? And, more specifically:
can it improve the prediction of high flows?

The novelty of the paper is to present and evaluate the hypothesis that ML tools can
be efficient on identifying how underlying patterns in concurrent QPE products is reflected
in the discharge of a small catchment. This hypothesis raises the expectations that the
more QPE products used as predictive features, the higher can be the performance of the
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model. However, the inclusion of an additional predictor highly correlated with other
input data may not result in performance gains and thus leading to an unjustified increase
in the model complexity. Even worse: it can result in the overfitting of the data-driven
model and consequently in the deterioration of the model performance. Such a duality is
usually referred to as “the curse of dimensionality” [35] and demands case-specific analysis
on whether a feature should be included or not, which justifies the need for the study
presented in this paper.

Answering the abovementioned research questions can serve as an important factor
for designers of river forecasting systems based on artificial intelligence, particularly on
their decision to consider (or not) using predictor sets composed by more than one rainfall
product instead of relying on the use of single QPEs as usually observed in the literature.
While the experiment is performed in a densely monitored catchment, the insights pre-
sented can also benefit the development of models of poorly gauged or ungauged basins
given the current availability of multiple precipitation products with global coverage that
could be used as a replacement for the gauged data in this study.

For evaluating our hypothesis, a computational experiment was conducted to com-
pare the performance of different ELMs models, each taking distinct sets of precipitation
estimates as input. The conventional single-QPE design is included in the comparison to
represent the business-as-usual approach, and the Don River Basin, located in Toronto,
Canada, is taken as a study case.

2. Materials
2.1. Study Area

The densely occupied Don River basin (Toronto, ON, Canada) houses approximately
1.4 million residents in total area of nearly 350 km2 upstream the river gauge HY019
(Figure 1), where the average baseflow is estimated to be in the order of 5 m3/s. The longest
flow path has 38 km length and an average slope of 6.6 × 10−3, which reflects the overall
smoothness of the relief in the surroundings of the Great Lakes.

The response time of the catchment at the gauge HY019 is about 3 h, therefore the Don
River basin can be considered “flashy” according to the criterion adopted by the United
States’ National Weather Service for defining flash floods, i.e., floods “beginning within six
hours of the causative event (e.g., intense rainfall, dam failure, ice jam)” [36]. Despite the
shape of the basin being relatively elongated, with its two main branches (East and West
Don Rivers) being almost parallel for the most of their length, the catchment presents a
rapid response time due to its high level of urbanization (over 80%) and insufficient number
of stormwater management control structures [37], which derives from an urbanization
process that predates modern structural practices.

Located in a humid continental climate zone (Köppen climate classification Dfa), the
precipitation regime is characterized by the occurrence of more intense rainfall events
during the warm season (from May to October) and reduced precipitation records during
the remaining of the year, with an average annual cumulative precipitation of about
660 mm [38].

The area just downstream the gauge HY019, known as “lower Don”, frequently be-
comes flooded due to river overbank conditions triggered by intense precipitation events
during the warm season of the years. Such flooding scenarios recurrently result in distur-
bances in the operation of high-traffic roads and urban railways in the riverside of the lower
Don, causing significant economical and material losses, besides overall life-threatening
conditions for the local population.
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2.2.1. Data Description 

The discharge data (Q) used was collected by the stream gauge HY019. Four meteor-
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ment (HY016, HY021, HY027, HY036 as shown in Figure 2) recorded the data used as a 
representative of rain gauge estimates (referred as G). The Toronto and Region Conserva-
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maintaining all the above-mentioned gauges, and for providing the collected data to the 
public at 15 min temporal resolution. 

QPEs from data collected by the National Oceanic and Atmospheric Administration 
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products from ground-based radars (referred as R). The distance between the station and 
the most distant point of the catchment is 128 km, which is within the usable range of 180 
km from this ground-based weather radar [39]. The specific product used, referred as 
N1P, is calculated by NOAA’s Precipitation Processing System algorithm [40] and 

Figure 1. Location, landcover and elevations of the Don River basin with the rain and stream gauges
used in this work.

2.2. Dataset
2.2.1. Data Description

The discharge data (Q) used was collected by the stream gauge HY019. Four me-
teorological stations equipped with tipping buckets and located within (or close to) the
catchment (HY016, HY021, HY027, HY036 as shown in Figure 2) recorded the data used as
a representative of rain gauge estimates (referred as G). The Toronto and Region Conserva-
tion Authority (TRCA) is the agency responsible for managing the Don River Basin, for
maintaining all the above-mentioned gauges, and for providing the collected data to the
public at 15 min temporal resolution.

QPEs from data collected by the National Oceanic and Atmospheric Administration
(NOAA) NEXRAD S-Band weather radar located in Buffalo, USA, were used to represent
products from ground-based radars (referred as R). The distance between the station and
the most distant point of the catchment is 128 km, which is within the usable range of
180 km from this ground-based weather radar [39]. The specific product used, referred as
N1P, is calculated by NOAA’s Precipitation Processing System algorithm [40] and provided
at temporal and spatial resolutions of 1 h and approximately 2 km over the Don River
basin, respectively.
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Figure 2. Spatial granularity (before aggregation) of the data precipitation products from (a) rain
gauges’ Thiessen polygons, (b) ground-based weather radar’s derived N1P product grid cells, and
(c) NWM product grid cells.

The Canadian Precipitation Analysis (CaPA) products produced by the Environment
and Climate Change Canada (ECCC) in its 10 km, hourly resolution version [41] is used
as the NWM representative (referred as C). The version of CaPA products used in this
work integrates observation data from North American Surface Synoptic Observations
(SYNOP), Surface Weather Observations (SWOB) and METeorological Aerodrome Reports
(METAR) gauge networks with numerical weather simulations based on the ECCC’s Global
Environmental Multiscale model (GEM) [42]. It is worth noting that the aforementioned
gauge networks do not include stations maintained by TRCA. A summary of the dataset is
given in Table 1.

Table 1. Summary of the dataset used in this work.

Original Resolution

Variable Data Type Data Source Acronym Temporal (hour) Spatial (km)

Precipitation Observation Rain gauges G 0.25 Point
Precipitation Observation Weather radar R 1 ~2 km
Precipitation Modelling NWM (CaPA) C 1 ~10 km

Discharge Observation River gauge Q 0.25 Point

2.2.2. Data Pre-Processing

The radar and the NWM products were used “as-is”. The decision of not applying
common data treatments (such as bias correction) is based on the assumption that the ELM
is capable of “learning” by its own the characteristics and patterns of the raw QPE products
that are relevant to the task of predicting stream discharge. All precipitation records were
spatially aggregated into a single uniform value following a lumped representation of the
catchment given its small area. Particularly, the rain gauge data was aggregated using
the conventional Thiessen polygons method [43] and the weights of each gauge in the
weighted average is given in Table 2. The spatial granularity of the different precipitation
products over the Don River basin is presented in Figure 2.

Table 2. Aerial representation and relative weight of each rain gauge.

Rain Gauge Aerial Representativity (km2) Weight

HY016 59.2 0.17
HY021 114.9 0.33
HY027 107.9 0.31
HY036 66.2 0.19

All timeseries were temporarily aggregated into hourly resolution to match the res-
olution of the CaPA data as it is the coarsest among the products considered. A total
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of 63 intense rainfall-runoff events observed in the warm seasons between the years of
2011 to 2017 were identified and used to compose the train/validation/test dataset. A
rainfall-runoff event is considered intense when the discharge posterior to a rainfall record
exceeds 10 times the baseflow value, and each event is defined in time as the 24 h interval
centered in the peak discharge.

3. Methods
3.1. Extreme Learning Machine (ELM) Models

ELM models [44] are single-layer feed-forward neural networks that are calibrated
analytically instead of through the conventional stochastic gradient descent approach. In a

summary, the output
→
y
′

for an input
→
x produced by an already trained ELM is given by:

→
y
′
(
→
x ) =

Nh

∑
i=1

ωi Fi(
→
x ) =

Nh

∑
i=1

ωi f (s(
→
α i,
→
x )) =

Nh

∑
i=1

ωi f (
Nx

∑
j=1

αi,jxj) (1)

in which Nh is the number of hidden neurons; the output value and output weight of
the i-th hidden node are given by Fi and ωi, respectively; Fi is calculated as the output of
the activation function f for the weighted sum s of

→
x ;
→
α i is the input weights for the i-th

hidden node; both
→
x and

→
α i have Nx components; and the j-th components

→
x and

→
α i is

represented by xj and αj,i, respectively. A visual representation of the structure is given in
Figure 3.
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As a data-driven model, the tuning of an ELM is performed by fitting its intrinsic
mathematical formula (in the form of Equation (1)) using a set X of Nt training samples (

→
x 1,

→
x 2, . . . ,

→
x Nt ) as arguments and a set Y of their respective target values (y1, y2, . . . , yNt).

The set H(X) of output values of the hidden layers for all samples in X, the set W of output
weights of the hidden nodes, and Y can be represented in matrices as:

H(X) =


F1

(→
x 1

)
· · · FNh

(→
x 1

)
...

. . .
...

F1

(→
x Nt

)
· · · FNh

(→
x Nt

)
, W =

 ω1
...

ωNh

 and Y =

 y1
...

yNt


so that the vectorial representation of the solutions for the training sample is given by:

Y = H(X)×W (2)
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As previously discussed, the function F is parameterized by the input-to-hidden node
weights (αj,i of Equation (1)). In ELM, a random value is set for each αj,i and are kept
constant, which makes W the only unknown to be defined during the training stage. The
inverse of H(X), H(X)+, is obtained through the Moon-Penrose generalized inversion
function so that an approximation W ′ is calculated as:

W ′ = H(X)+ ×Y (3)

The values of W ′ (ω′1, ω′2, . . . , ω′Nh
), which were therefore defined using the training

sets X and Y, are used as the calibrated values of ω1, ω2, . . . , ωNh in Equation (1). As
discussed by Huang et al. [44], such an approach provides the minimum training error,
calculated as least-square error, for a network characterized by its number of hidden nodes
and activation functions. In this work, we used ELM with the sigmoid activation function
based on previous successful application on rainfall-runoff modelling [25,45], while the
number of nodes in the hidden layer is considered a hyperparameter.

3.2. Experiment Set Up

A total of 8 sets of inputs were composed by all possible combinations of the 3 QPE
products considered ([G], [R], [C], [G, R], [G, C], [R, C], [G, R, C], [None]) and two records
of antecedent discharge (Qt−L and Qt−L−1). For each input set and for each lead time
L ranging from 1 to 5 h, multiple ELM models were trained to map the predictors Pt−L,
Pt−L−1, Qt−L, Qt−L−1 to the predictand instant discharge Qt (t being an instant time and P
the univariate, multivariate or absent QPE in the input set).

As ELM models are fit analytically to the data used for training, they are known to
be highly prone to overfitting and conventional generalization methods designed for in
iterative trainings, like early stopping [46], are not applicable. The approach adopted for
overcoming this issue is to use the mean of the outputs of an ensemble of ELM predictors
and with each of the ensemble members being fit to a different subset of the training data,
as presented by Liu and Wang [47]. In this work, for creating the ensemble of models and
for testing them, a nested k-fold cross validation approach was adopted.

The entire dataset was randomly segmented in 6 folds (subsets) so that each possible
combination of 4 folds (66.6% of the data) can be used to train one individual ML model
using 1 of the other folds for testing (16.7% of the data) and the 1 remaining fold for
validation (16.7% of the data). Such a data splitting schema was adopted to resemble
the data distribution of 70% for training and 30% for testing/validating as commonly
adopted in the literature [48–50]. Based on such a data division, 6 ensemble sets of ELM
models were set up, each of the ensembles having a folding configuration in which 5 of the
subsets are used for training its ensemble members (ensemble fold-in), and the remaining
subset is reserved for testing the ensemble forecasts (ensemble fold-out, or “member out-
of-the-sample”). The 5 ensemble folds-in of each folding configuration are used to fit
5 ELM models, each ELM model using 4 of the folds for producing multiple ELM model
candidates (member fold-in) and the remaining fold (member fold-out) to select the trained
candidate with best generalization power. A visual representation of the aforementioned
data splitting is given in Figure 4.
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training setup.

To tune the only hyperparameter of the ELM models (i.e., the number of nodes in
the hidden layer), multiple ELM candidate models for each member fold-in subset were
trained, each of which having a different number of hidden nodes ranging from 5 to 300.
The candidate model that presented the best performance in terms of lower root mean
squared error (RMSE) using the respective member fold-out is selected. The aforementioned
range of explored number of nodes in the hidden layer was determined from preliminary
empirical experiments based on try and error (not shown). As it can be observed in Figure 5,
the mean number of hidden nodes selected as optimal are between 100 and 150 depending
on the lead time to which the ML models are trained, with only a very limited portion of the
models having between 250 and 300, which indicates that the range of total number of nodes
explored was adequate for this problem. Each density function aggregates all individual
models trained for each lead time, regardless its input set and its ensemble group.

Hydrology 2022, 9, x FOR PEER REVIEW 8 of 20 
 

 

 
Figure 4. Data organization scheme of the cross-folding configurations and ensemble members 
training setup. 

To tune the only hyperparameter of the ELM models (i.e., the number of nodes in the 
hidden layer), multiple ELM candidate models for each member fold-in subset were 
trained, each of which having a different number of hidden nodes ranging from 5 to 300. 
The candidate model that presented the best performance in terms of lower root mean 
squared error (RMSE) using the respective member fold-out is selected. The aforemen-
tioned range of explored number of nodes in the hidden layer was determined from pre-
liminary empirical experiments based on try and error (not shown). As it can be observed 
in Figure 5, the mean number of hidden nodes selected as optimal are between 100 and 
150 depending on the lead time to which the ML models are trained, with only a very 
limited portion of the models having between 250 and 300, which indicates that the range 
of total number of nodes explored was adequate for this problem. Each density function 
aggregates all individual models trained for each lead time, regardless its input set and 
its ensemble group. 

 
Figure 5. Distribution of the number of nodes in the hidden layer of the ELM model selected as 
optimal for the different lead times. 

After the fitting and the hyperparameter tunning, for each of the 6 folds of the entire 
dataset, an ensemble of 5 ELM models is set up using only data from the other folds. The 
comparison of the model ensembles is performed using the data in the fold that was not 

Figure 5. Distribution of the number of nodes in the hidden layer of the ELM model selected as
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After the fitting and the hyperparameter tunning, for each of the 6 folds of the entire
dataset, an ensemble of 5 ELM models is set up using only data from the other folds. The
comparison of the model ensembles is performed using the data in the fold that was not
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included in the training/validation/selection stage (i.e., member out-of-the-sample), as
represented in Figure 6.
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3.3. Models Comparison

The overall performance of the models trained with different predictors were com-
pared in terms of goodness of fit using Pearson’s correlation coefficient (r, Equation (4)) [51],
root mean squared error (RMSE, Equation (5)) [52] and the Kling-Gupta Efficiency (KGE,
Equation (6)) [53]. In a summary: r measures the linear correlation between the predicted
and observed discharge values, assuming values between −1 (perfect inverse correlation)
to 1 (perfect direct correlation), with the value 0 indicating total absence of linear correlation
between the variables; RMSE represents the square root of the average of squared error
of a prediction dataset, has values in the same units as the evaluated variable (m3/s in
this work) and range from 0 to infinity (the higher, the worse); and KGE is an efficiency
metric that balances the agreement between the predicted and observed values in terms
linear correlation, standard deviation and mean, with unitless values bounded between
0 (worse agreement possible) and 1 (perfect agreement). Additionally, fractional bias
(Equation (7)) [52] is used to estimate the magnitude of the systematic overestimation (if
value is positive) or underestimation (if value is negative) of the ELM models.

The above-mentioned metrics are calculated as:

r =
∑N

i=1
(
Qi −Qi

)
×
(

Q′1 −Q′i
)

√
∑N

i=1
(
Qi −Qi

)2 ×∑N
i=1

(
Q′i −Q′i

)2
, (4)
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RMSE =

√
∑N

i=1
(
Q′i −Qi

)2

N
, (5)

KGE = 1−

√
(r− 1)2 −

(
µ′

µ
− 1
)2
−
(
σ′

σ
− 1
)2

, (6)

Fractional bias =
2
N

N

∑
i=1

Q′i −Qi

Q′i + Qi
. (7)

in which Qi and Q′i are, respectively, the i-th observed and i-th predicted discharges; N is
the total number of records in Qi and Q′i; µ and µ′ are the mean of the Q and Q′ values,
respectively; and σ and σ′ are the standard deviation of Q and Q′, respectively.

Contingency metrics of critical success index (CSI, Equation (8)), sensitivity (also
known as “recall”, Equation (9)) and precision (Equation (10)) were used to assess the
applicability of the model to predict high-flow events. In this work, a high-flow event is
an individual moment in time during an intense rainfall-runoff event in which Q exceeds
50 m3/s, equivalent to 10 times the baseflow discharge. The contingency metrics used
in this work take into account the total of observed high-flow events that were correctly
predicted (hits), the total of observed events that were not predicted (misses), and the total
of events that were predicted but not observed ( f alse alerts) as:

CSI =
hits

hits + misses + f alse alerts
, (8)

sensitivity =
hits

hits + misses
, (9)

precision =
hits

hits + f alse alerts
. (10)

4. Results and Discussion
4.1. Overall Performance Statistics

The average performance of the different ELM ensemble models in terms of KGE is
presented in Figure 7. As expected, the ELM models that uses none of the QPEs presented
the worst performance among all input configurations considered, with absolute KGE
differences of up to 0.14 when compared with the worst-performing single-QPE models
(Figure 7d). This observation illustrates the magnitude of gains in performance that the
ELM models can attain by “learning”, up to a certain level, the influence that precipitation
has on the discharge of the catchment for the different lead times.

Among the single-QPE ELM models, the ones using radar data presented the best
performance in terms of KGE for lead times of 3 and 4 h, and a performance comparable
with the ELM that uses only gauges data for the other lead times. ELM models using CaPA
data presented lower performance for lead times of 2, 3 and 4 h when compared with its
radar-based counterpart. A remarkable characteristic of the KGE values of all single-QPE
ELMs is their comparable performances for both the shortest (1 h) and longest (5 h) lead
time. A probable explanation for such a pattern may be related to the response time of the
catchment of approximately 3 h. The water that enters the catchment as precipitation in a
moment t tends to have limited influence on the discharge at the outlet of the catchment in
a moment t + 1 h as the majority of its volume is still in transit through the basin. Most
of the runoff volume reaches the outlet between t + 2 h and t + 4 h, thus differences in
precipitation patterns are more likely to be reflected in the discharge at these instants. At
t + 5 h, most of the water entering at time t is expected to have already left the catchment,
leading to a condition similar to t + 1. The major decrease in performance of the models
with lead time L is likely driven by the Qt−L and Qt−L−1 predictors (present in all models)
following their decaying correlation with the predicted variable Qt as L increases (Figure 8).
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of values across the individual rainfall-runoff events.

All ELM models that use two of the QPE products concurrently presented equal or
higher KGE values than the models that use only one of the QPEs individually (Figure 7a–c).
The differences in performance between the single-QPE models and the two-QPE models
is almost imperceptible for the shortest lead time. For longer lead times, the gain in
performance with the use of more precipitation input varied for each pair of QPE products.
Gains in absolute KGE are up to 0.04 for the gauge and radar pair (Figure 7a), up to 0.11 for
the gauge and CaPA pair (Figure 7b) and up to 0.12 for the radar and CaPA pair (Figure 7c).

As observed for the two-products scenarios, the models that use all QPEs presented a
better performance than the best single-QPE models for all lead times, except for t + 1 h,
when the differences are imperceptible (Figure 7d).

Taylor diagrams created using the Python library Skill Metrics [54] summarize the
statistical parameters of standard deviation, coefficient of correlation with observations,
and RMSE of the ELM models that use no QPE, the ones that use only one QPE product,
and the ones that use all three QPEs (Figure 9). As observed in the KGE analysis, the
models using the three QPE products performed in average better or as good as their best
single-QPE counterparts for all lead times except for 1 h, in which all QPE-aware ELMs
practically coincide in all the three metrics. This consistency in the results from different
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metrics is a good indicator that the gains in performance with additional QPEs are not
concentrated in specific scenarios nor produce undesired significant drawbacks.
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Table 3 summarizes the mean of the main metrics for evaluating the goodness-of-fit of
the models, including the percentual gain of using the three QPEs when compared to the
best performing single-QPE models. Out of the 15 scenarios (KGE, RMSE and r metrics at
5 lead times each), the multi-QPE did not present the best performance in only 1 (RMSE at
1 h lead time), had a performance comparable to the best of the single-QPE model in other
2 scenarios (KGE and r at 1 h lead time), and was the best in the remaining 12 scenarios,
making it the “clear winner” in terms of overall performance.

As presented in Table 4, the set of models that consider only radar data presented
the lowest bias among the single-QPE group of models. Nevertheless, when all the three
QPE products are used as input, a reduction in the overall bias is observed for all lead
times. It worth noting, though, that all model setups are characterized as being biased low
(negative bias value), a pattern that can be due to the fact that each predicted value used
is the mean of an ensemble of model outputs, which tends to lead to a “smoothening” of
the predictions, especially for the peak values. As improvements were also observed in
other metrics, it is possible to deduce that the use of multiple QPE products resulted in an
appropriate increase of the overall values predicted (higher bias value).
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Table 3. Summary of mean performance gains for metrics related to goodness of fit when comparing
single-QPE ML models with three-QPEs ML models.

Best Single QPE 3 QPEs

Metric Lead Time (h) QPE Value Value ∆ (%)

KGE

1 R 0.94 0.94 0.00
2 G 0.82 0.84 2.44
3 R 0.63 0.68 4.76
4 R 0.43 0.50 16.28
5 G 0.18 0.31 72.22

RMSE
[
m3/s

] 1 R 8.44 8.47 −0.35
2 G 14.69 13.61 7.35
3 R 20.37 19.30 5.25
4 G 25.49 23.28 8.67
5 C 28.26 27.07 4.21

r

1 R 0.96 0.96 0.00
2 G 0.87 0.89 2.30
3 R 0.74 0.77 4.05
4 G 0.56 0.66 17.86
5 C 0.43 0.50 16.28

Note: ∆(%) = 100% × (value(3 QPEs) − value(Best single QPE)) ÷ value(Best single QPE).

Table 4. Bias values of the ML models that use only one QPE and of the models that use all three
QPEs for different lead times. Best values (closest to zero) for a lead time are highlighted in bold.

Lead Time (h)

Feature Set 1 2 3 4 5

G −0.06 −0.10 −0.17 −0.22 −0.22
R −0.05 −0.08 −0.15 −0.19 −0.20
C −0.07 −0.13 −0.18 −0.23 −0.22

G,R,C −0.03 −0.06 −0.12 −0.18 −0.19

The hydrographs of four distinct high-flow events presented in Figure 10 reflect the
patterns identified in the performance metrics, i.e., multi-QPEs models usually outper-
forming its single-QPE counterparts. One component to be highlighted is the timing: in
all events except the one of 4 June 2011, the three-QPEs models was the one to earliest
predict the peak, event even anticipating in one hour the maximum flow observed in one
hour. Such an anticipation may eventually be considered a positive characteristic for first
responders as they have more time to act.

These results answer our first research question by evidencing that ML models indeed
have the potential to “learning” patterns in the rainfall data estimated by different sources
concurrently and improve their performance in reproducing rainfall-runoff processes.
Additionally, it is possible to note that if a ML designer is constrained to use a single QPE
product, discussions may rise on which data source should be chosen depending on the
metrics considered. For example: models using only radar data and models using only
gauge data were each considered as “the best model” for 2 lead times in terms of RMSE
and r, while for KGE, radar-based models overperformed gauge-based models with a tight
difference (3 times the first overperforming the later against 2 the other way around).
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4.2. Contingency Analysis

As described in Section 3.3, the threshold adopted in this study to identify high-flows
events was the value representing 10 times the baseflow discharge (i.e., 50 m3/s), and
the calculated contingency metrics for the identification of high-flows events is presented
in Figure 11. For all lead times, the EML models that use the three QPE products as
predictors presented a median CSI value that is higher than its best-performing single-QPE
counterparts, which indicates an overall best performance of the first over the later on
predicting the upcoming occurrence of a high-flow record. Reflecting the results obtained
in the analysis of the goodness of fit, the single-QPE model that uses CaPA products
consistently presented the worst results. Models using only gauge and only radar data
presented competitive performances between each other, with the first performing better in
lead times of 2 h while the later overperformed in the remaining lead times.



Hydrology 2022, 9, 216 15 of 20Hydrology 2022, 9, x FOR PEER REVIEW 16 of 20 
 

 

 
Figure 11. Contingency analysis on predicting high-flow events for the ML models using only QPEs 
from gauge (G), only from ground-based weather radar (R), only from CaPA as representative of 
NWM (C), and using all of them (G,R,C). 

Table 5. Summary of mean performance gains—metrics related to contingency analysis. 

  Best Single QPE 3 QPEs  
Metric Lead Time (𝐡) QPE Value Value Δ (%) 

CSI 

1 G 0.72 0.73   1.38 
2 G 0.59 0.58  −1.69 
3 R 0.43 0.45   4.65 
4 R 0.30 0.32   6.67 
5 R 0.16 0.19 18.75 

Sensitivity 

1 G 0.86 0.86  0.00 
2 G 0.78 0.74 −5.12 
3 R 0.65 0.64 −1.54 
4 G 0.56 0.56  0.00 
5 G 0.50 0.45 −10.0 

Precision 

1 R 0.82 0.83   1.22 
2 G 0.70 0.72   2.86 
3 R 0.55 0.59   7.27 
4 R 0.38 0.41   7.89 
5 R 0.20 0.24 20.00 

Note: Δ(%) = 100% × (value(3 QPEs) − value(Best single QPE)) ÷ value(Best single QPE). 

4.3. Brief Discussion on Replicability 
The replicability of the results presented in Sections 4.1 and 4.2 is yet to be assessed 

for other densely monitored catchment covered by multiple systems that provide QPEs. 
This is a scenario usually observed in urban areas of significative economical or societal 
relevance, but still unlikely for most of the basins [55]. 

With recent technological developments, however, different systems now provide 
QPEs with global or sub-global coverage. Examples of such precipitation products avail-
able in near-real time include the estimates derived from satellites, such as the Integrated 
Multi-satellitE Retrievals for Global precipitation measurement (IMERG) [56], the Global 
Satellite Mapping of Precipitation (GSMaP) [57], and the Precipitation Estimation from 

Figure 11. Contingency analysis on predicting high-flow events for the ML models using only QPEs
from gauge (G), only from ground-based weather radar (R), only from CaPA as representative of
NWM (C), and using all of them (G,R,C).

The boxplots representing the sensitivity values of the models that use multiple QPEs
have little differences when compared to the boxplots of its best-performing single-QPE
counterpart. The forecast precision of all models remains high for lead time 1 and 2 h at
about 75% and then deteriorate significantly for subsequent lead times. If the criterion for
deciding if an ensemble of models is that both precision and sensitivity should be higher
than 0.5, the maximum lead time to which they could be deemed “useful” is 3 h. The
resulting CSI values of the models that use multiple precipitation inputs is the highest
(or equivalent to other highest model with only one precipitation product) for all lead
times—indicating the superior potential benefit in using all precipitation products.

The performance of single-QPE and three-QPE models for detecting high flows is
summarized in Table 5. If only the ability to anticipate the occurrence of an upcoming high-
flow event is to be considered, regardless of the number of false alarms issued, modelers
could be inclined to select the models that use only QPEs from gauges as their sensitivity
was the highest for 2 of the lead times. On the other hand, if avoiding the emission of false
alarms is the main interest for the forecasters, the single-QPE model that uses only radar
data overcomes its gauge data-based counterpart for the majority of the lead times due
to its best performance in terms of precision. However, usually both the sensitivity and
precision of forecasting models are important, and a balanced metric such as CSI is used
as tiebreaker. In this work, however, CSI values indicate, as observed with KGE, that the
radar-based ELMs overperform the gauges-based ELMs with just 3 out of the 5 lead times,
which could still rise questions in the selection of the single-QPE product to be used.

The three-QPEs models overperformed the other three single-QPE ones in terms of
precision for all led times, scored equally to the best ELMs (the ones using gauge data only)
in two of the lead times and underperformed it in the remaining three lead times. If CSI is
used as a tiebreaker, the three-QPEs configuration would emerge as a “clear winner” as it
presents the best metrics for 4 out of 5 lead times though. Taking the single-QPE model that
uses radar data as a reference, it is possible to interpret from these results that the addition
of the other precipitation products provided useful information for skillfully reduce the
number of false alarms issued, thus increasing the precision of the model in a way that
outweighs the reduction of the number of missed events. These results answer our second
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question: using concurrent QPE as input of the ML models also improved the prediction of
high-flow events mainly by increasing its precision.

Table 5. Summary of mean performance gains—metrics related to contingency analysis.

Best Single QPE 3 QPEs

Metric Lead Time (h) QPE Value Value ∆ (%)

CSI

1 G 0.72 0.73 1.38
2 G 0.59 0.58 −1.69
3 R 0.43 0.45 4.65
4 R 0.30 0.32 6.67
5 R 0.16 0.19 18.75

Sensitivity

1 G 0.86 0.86 0.00
2 G 0.78 0.74 −5.12
3 R 0.65 0.64 −1.54
4 G 0.56 0.56 0.00
5 G 0.50 0.45 −10.0

Precision

1 R 0.82 0.83 1.22
2 G 0.70 0.72 2.86
3 R 0.55 0.59 7.27
4 R 0.38 0.41 7.89
5 R 0.20 0.24 20.00

Note: ∆(%) = 100% × (value(3 QPEs) − value(Best single QPE)) ÷ value(Best single QPE).

4.3. Brief Discussion on Replicability

The replicability of the results presented in Sections 4.1 and 4.2 is yet to be assessed
for other densely monitored catchment covered by multiple systems that provide QPEs.
This is a scenario usually observed in urban areas of significative economical or societal
relevance, but still unlikely for most of the basins [55].

With recent technological developments, however, different systems now provide
QPEs with global or sub-global coverage. Examples of such precipitation products available
in near-real time include the estimates derived from satellites, such as the Integrated
Multi-satellitE Retrievals for Global precipitation measurement (IMERG) [56], the Global
Satellite Mapping of Precipitation (GSMaP) [57], and the Precipitation Estimation from
Remotely Sensed Information using Artificial Neural Networks—Cloud Classification
System (PERSIAN-CCS) [30,58,59]. Individual satellite-based precipitation data usually
presents coarse spatio-temporal resolution and, as any other QPE product, different sources
of uncertainty, which results in the task of performing discharge forecasting for poorly
gauged or ungauged basins challenging and subject of research. The findings of this work
may also motivate developers of machine learning models for rainfall-runoff forecast to
consider the possibility of using multiple QPE products from different global datasets to
enhance model performance when an appropriate rain gauge monitoring network is absent.

5. Conclusions

The performance of machine learning models to predict high-flow river discharge
has the potential to benefit from the concurrent use of different QPE products in the input
set of features when compared to the business-as-usual configuration of a single source
for QPEs. For the “flashy” and small urban catchment taken in this work as study case,
the model using three QPE products presented an overall goodness of fit to the observed
discharge that outperformed the best single-QPE models for most of the forecasted lead
times (ranging from 1 to 5 h in the future) and metrics (KGE, coefficient of correlation,
RMSE and bias) evaluated. For anticipating high river flows, the multi-QPE models tended
to present a better trade-off between number of errors of false alarms and missed events
when compared to each of their best-performing single-QPE counterparts. The eventual
performance loss usually expected when highly correlated variables are used as predictors
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of data-driven models (due to overfitting or excessive increase in model complexity) were
overcome by the gains in considering the complementary information provided by each
individual QPE source. Thus, our study suggests that if a region is served by more than
one precipitation estimate, which is becoming more feasible due to the consolidation of
the different satellite-based programs, then it worth considering the use of multiple QPEs
as predictors of ML-based rainfall-runoff models. Therefore, the answer to the question
“which of the available QPEs should be used to reach the best overall performance?” may
be just “all of them” when using ML models to predict stream discharges.

The gains in performance observed, however, are limited by the information available
in the input data as only three QPE products were considered. Additionally, results were
presented only using one machine learning technique and for only one gauged catchment
in which summer floods are mainly driven by intense rainfall followed by nearly instant
surface runoff, and in which the influence of other hydrological factors such as soil moisture
and evapotranspiration can be neglected.

Considering the aforementioned limitations of this work, future studies are recom-
mended for exploring:

1. How the use of multiple precipitation products may benefit poorly gauged or ungauged
basis using QPEs based on satellite data (e.g., PERSIANN-CCS, IMERG, GSMaP);

2. How does the performance of ML-based rainfall-runoff models that use multiple con-
current QPEs as input compares with the performance of conventional hydrological
models that use a post-processed QPE based on the combination of different QPE
products (e.g., radar data corrected with gauged data);

3. What are the potential gains in performance that rainfall-runoff models based on
other popular ML structures (e.g., MLP, LSTM, SVM, random forests) may achieve
with the inclusion of concurrent QPEs in the set of predictors;

4. How the ML-based rainfall-runoff modeling of basins with characteristics different
from the flashy urban catchment used in this study may benefit from the use of mul-
tiple concurrent QPEs as input. Examples of such include mountainous catchments
and non-flashy basins with larger areas.
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Abbreviations

Acronym Meaning
CaPA Canadian Precipitation Analysis
CHM Conventional Hydrological Model
CSI Critical Success Index
ECCC Environment and Climate Change Canada
ELM Extreme Learning Machine
GEM Global Environmental Multiscale
KGE Kling-Gupta Efficiency
LSTM Long-Short Term Memory
METAR METeorological Aerodrome Reports (METAR)
ML Machine Learning
NOAA National Oceanic and Atmospheric Administration
NWM Numerical Weather Model
QPE Quantitative Precipitation Estimate
RMSE Root Mean Squared Error
TRCA Toronto and Region Conservation Authority
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