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Abstract: Nowadays, trajectory control is a significant issue for unmanned micro aerial vehicles
(MAVs) due to large disturbances such as wind and storms. Trajectory control is typically imple-
mented using a proportional–integral–derivative (PID) controller. In order to achieve high accuracy
in trajectory tracking, it is essential to set the PID gain parameters to optimum values. For this
reason, separate gain values are set for roll, pitch and yaw movements before autonomous flight
in quadrotor systems. Traditionally, this adjustment is performed manually or automatically in
autotune mode. Given the constraints of narrow orchard corridors, the use of manual or autotune
mode is neither practical nor effective, as the quadrotor system has to fly in narrow apple orchard
corridors covered with hail nets. These reasons require the development of an innovative solu-
tion specific to quadrotor vehicles designed for constrained areas such as apple orchards. This
paper recognizes the need for effective trajectory control in quadrotors and proposes a novel neural
network-based approach to tuning the optimal PID control parameters. This new approach not only
improves trajectory control efficiency but also addresses the unique challenges posed by environments
with constrained locational characteristics. Flight simulations using the proposed neural network
models have demonstrated successful trajectory tracking performance and highlighted the superior-
ity of the feed-forward back propagation network (FFBPN), especially in latitude tracking within
7.52745 × 10−5 RMSE trajectory error. Simulation results support the high performance of the
proposed approach for the development of automatic flight capabilities in challenging environments.

Keywords: neural networks; trajectory control; unmanned aerial vehicles; autonomous navigation;
agricultural technologies

1. Introduction

In recent years, autonomous unmanned aerial vehicles (UAVs) have been given sig-
nificant attention due to their enormous potential applications in civil and military fields.
UAVs appear as micro-aerial robots that support a sustainable environment, offer a con-
tactless delivery option, or can be used for hobby purposes [1–5]. In addition, aerial robots
can be used autonomously in many applications with cameras and equipment mounted on
them, such as increasing agriculture productivity, determining product maturity, detecting
diseases and agricultural spraying [6]. Autonomous aerial robots should use a robust
controller to perform assigned tasks with higher accuracy on specified trajectories. Many
different methods are applied to control autonomous aerial robots. Masse et al. used the
linear quadratic regulator (LQR) method and structured an H∞ synthesis method for aerial
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robot control. The results show that the H∞ method performs better than the LQR method
in windy conditions. However, it presented an overview based on mathematical models
and the section on actual working conditions is not mentioned [7]. Perozzi et al. utilized
sliding mode control for trajectory tracking of a quadrotor. Results of numerical exper-
iments confirmed the sliding mode control’s success in stabilizing the quadrotor under
varying wind. Their study aimed to develop a control structure based on predicted wind;
however, the variable conditions in the real environment were not taken into account [8].
Celen and Oniz used fuzzy logic and neural network controllers for trajectory tracking for
a quadcopter. The results show that artificial neural networks (ANNs) provide stability
and robustness to the drone system [9]. In addition to the mentioned control methods,
control models such as model predictive control, backstepping control and model reference
adaptive control are also used [10,11]. Another popular method used for drone control is
the proportional–integral–derivative (PID) controller [12]. Tuning the gain parameters of
the PID controller is important, although the most commonly used method for tuning these
parameters is trial and error. This method is time consuming as Lee and Peng pointed out
in their study. Therefore, different methods are needed for tuning parameters [13].

The importance of PID control lies in its simplicity, efficiency, and above all, how
easy it is to implement. There are many PID control studies in the literature developed
for trajectory control in UAVs [14]. In these studies, many of the solutions given in terms
of PID control are created temporarily, meaning that priority is given to solving the task
rather than providing an analysis that will reveal the limitations and advantages of the
control strategy. Independent of these studies, the number of ANN-based approaches that
have increased their effectiveness has been increasing rapidly, especially in recent years.

Wang et al. used RBF (radial basis function) neural network to tune the autonomous
flight PID controller parameters of UAVs in adapting to different environments [15].
Gao et al. used NN-PID to control the attitude and position of a quadrotor. Simulation
results show that their NN-PID algorithm is more robust than the PID algorithm [16]. In
many studies, quadrotors exhibit complex nonlinear dynamics resulting from complex
interactions between multiple rotors and their effects on both translational and rotational
motion. PID controllers designed by classical methods for linear systems have difficulty
in accurately modeling and handling the nonlinear behavior of quadrotors. Therefore,
superior methods such as artificial intelligence are needed for tuning PID parameters.

In this study, an ANN-based PID control parameter adjustment method is proposed
for the autonomous flying robot system developed to determine the yield in an apple
orchard where autotune mode is not possible [17]. This system is controlled with three
different PID control structures for roll, pitch and yaw movements. Thus, the adaptation
of the quadrotor to linear PID parameters is facilitated by using nonlinear behavioral
parameters in ANN training. For this purpose, the flying robot system, which has a script
coded in Python, performed flight simulations with 200 different randomly determined
PID parameter combinations in the Mission Planner simulation environment to which
it is connected via SITL, and a data set with position data as input and PID parameters
as output is created. Simulations performed on the trajectory used as a reference while
creating the data set show that changing the PID parameters of the yaw control does not
cause a significant change in the trajectory error. Therefore, a neural network predictor
model for yaw control is not developed in this study. The data set obtained for roll and
pitch controllers is used for models developed with three different ANN algorithms. As
a result, test flights are carried out in the Mission Planner simulation environment of the
quadrotor system with the PID gain parameters estimated by three different ANN models,
and the performance and error values of the estimated PID parameters were observed.
Simulation results are presented comparatively in tables and graphics.
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2. Methodology

Using the conventional approach of autotune mode to establish control parameters
for the quadrotor robotic system is deemed unsuitable, particularly in an apple orchard’s
narrow and sparsely covered corridors, as illustrated in Figure 1. Autotune mode is
frequently used in studies to determine PID control parameters. Mini aerial vehicles using
this mode automatically determine the optimum Kp, Ki and Kd gain parameters in large
and open areas, with movements similar to the dance of bees in the air. However, it is not
possible to apply the method in the apple orchard where the study will be carried out to
determine the yield since the apple orchards have narrow corridors and the upper parts are
covered with thin cover. For this reason, in this study, the Kp, Kd and Ki gain parameters
are determined with artificial intelligence methods in the determined trajectories and
the system performance is evaluated. In the study, the determination of Kp, Kd and Ki
gain parameters is carried out in a simulation environment, and the trajectory tracking
performance of the quadrotor system is examined with the obtained gain parameters.

Sensors 2024, 24, x FOR PEER REVIEW 3 of 19 
 

 

2. Methodology 
Using the conventional approach of autotune mode to establish control parameters 

for the quadrotor robotic system is deemed unsuitable, particularly in an apple orchard’s 
narrow and sparsely covered corridors, as illustrated in Figure 1. Autotune mode is fre-
quently used in studies to determine PID control parameters. Mini aerial vehicles using 
this mode automatically determine the optimum Kp, Ki and Kd gain parameters in large 
and open areas, with movements similar to the dance of bees in the air. However, it is not 
possible to apply the method in the apple orchard where the study will be carried out to 
determine the yield since the apple orchards have narrow corridors and the upper parts 
are covered with thin cover. For this reason, in this study, the Kp, Kd and Ki gain parame-
ters are determined with artificial intelligence methods in the determined trajectories and 
the system performance is evaluated. In the study, the determination of Kp, Kd and Ki gain 
parameters is carried out in a simulation environment, and the trajectory tracking perfor-
mance of the quadrotor system is examined with the obtained gain parameters. 

 
Figure 1. Apple orchard where flying robotic system is used, Yeşilhisar, Kayseri, Turkey. 

This section describes the developed system with a broad explanation. Firstly, soft-
ware specifications are outlined in detail. The modified standard PID controller is de-
scribed with tuned gain parameters. The general methodology of this article is given in 
Figure 2. The study, seen in Figure 2, consists of four basic stages. 

 
Figure 2. Flow chart description of the proposed methodology. 

2.1. Software Specifications 
Ardupilot software (Copter-4.4.0) is embedded in the controller to run flight com-

mands and manage the flight. Through this software, precise control of the quadrotor can 

Figure 1. Apple orchard where flying robotic system is used, Yeşilhisar, Kayseri, Turkey.

This section describes the developed system with a broad explanation. Firstly, software
specifications are outlined in detail. The modified standard PID controller is described with
tuned gain parameters. The general methodology of this article is given in Figure 2. The
study, seen in Figure 2, consists of four basic stages.
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2.1. Software Specifications

Ardupilot software (Copter-4.4.0) is embedded in the controller to run flight commands
and manage the flight. Through this software, precise control of the quadrotor can be
achieved with PID control parameters determined through the flight planning program.
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The high accuracy of the simulation software is demonstrated by comparing simulated and
experimental trajectories for three different UAVs [18]. In this study, Mission Planner is used
as the flight planning and simulation program. Furthermore, the quadrotor dynamics [19]
required for flight are provided by embedded libraries in the Mission Planner open source
software [20].

In addition to referenced studies, flight trajectory is created for simulation to compare
trajectory tracking performances with different Kp, Ki and Kd parameters. For the quadrotor
to track this trajectory, which is similar to the corridors in the apple orchard, a mission
program is coded in Python using the Dronekit library. Software in the Loop (SITL) is
used to simulate systems operating in real time [21]. Using this program, each simulation
flight performed with different parameters is tracked on the map as shown in Figure 3,
and location data is recorded. These data are then processed and a data set is created for
training the neural network model.
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2.2. Standard PID Controller System

PID controllers have been used for a wide variety of systems. Today, PID control is
also used in many drone studies [22]. The continuous time PID controller is defined by
Equation (1) [23]. To drive a plant output y(t), towards a reference signal r(t), the control
input u(t), is calculated by a closed loop PID controller, which uses the error in the output,
that is, e(t) = r(t) − y(t) [24]. In Equation (1), Kp is the proportional gain, Ki is the integral
gain and Kd is the derivative gain.

u(t) = Kp·e(t) + Ki·
∫

e(t)dt + Kd·
d
dt

e(t) (1)

Appropriate coefficient values must be adjusted for the PID controller parameter
to operate correctly. Although the Ziegler Nichols method [25] is the most widely used
method for tuning these parameters in many systems, it is not easy to apply in such unique
systems. Due to the high degree of non-linearity in these systems, it is difficult to modify
the PID controller’s gain parameters when there are external disturbances or the system
parameters are changing. As a result, the PID controller’s performance is reduced [26].

MAVs perform their flights according to specific modes. This study uses Auto and
Guided modes for the quadrotor to perform the task fully autonomously. Auto mode is used
when the flight program is uploaded to the controller, and Guided mode is used when it is
managed externally through the program written with Dronekit. In both modes, position
errors must be minimized by continuous monitoring of a controller so the quadrotor system
can follow the determined trajectory. This system is controlled by three different PID
control structures for roll, pitch and yaw movements. The PID control model of UAVs is
shown schematically in Figure 4 for UAV movements.
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Kp, Ki and Kd parameters must be tuned for each control model before the flight. This
tuning can be performed by the trial-and-error method based on experience or adjusted
autonomously in autotune mode, a mode developed for this type of MAV. If there is a suit-
able and sufficient area for flight, automatically tuning the PID controller gain parameters
gives a more effective result. In this mode, the UAV moves autonomously in a wide-area
trajectory, similar to the dance of bees, according to a determined algorithm. During this
movement, Kp, Ki and Kd parameters are tuned in the most optimal way.

However, it is not possible to use the autotune mode because the micro-UAV designed
in this study will perform its movement in a narrow and covered environment among trees.
For this reason, an artificial neural network (ANN) model has been developed to determine
the Kp, Ki and Kd parameters.

In the simulation environment, a trajectory was determined by reference to the row
size of the tree array where the experimental study will be carried out. This trajectory is
autonomously followed with datasets consisting of 100 different Kp, Ki and Kd parameters
determined separately for the roll and pitch control models. During the sample preparation,
it is experienced that 100 samples in the dataset are sufficient to extract the characteristics
between the position-PID parameters. Changing the PID parameters of the yaw control
does not cause a significant change in the trajectory error. Therefore, there is no need for an
optimization for the yaw control model in the simulation flights, and the default values are
used in all flights. The default values for the gain parameters are 0.2 for Kp, 0.02 for Ki and
0.002 for Kd.

In this method, 200 flight simulations are performed according to the parameter
changes in two different control models. The Kp, Ki and Kd parameters adjusted in
each simulation are used as output values for the samples in the training of the ANN
model. These values are determined randomly through the program and the Kp, Ki and Kd
parameters of one of the roll and pitch control models were changed while the others were
kept constant. In this way, it is aimed to determine the optimum Kp, Ki and Kd control
parameters for each movement type.

2.3. Proposed Artificial Neural Network (ANN)

For tuning PID parameters, several offline methods are available. In this section, the
critical ideas of ANN, supervised learning and system identification methodologies are
introduced and analyzed in relation to the theoretical development and applications of
optimal PID controllers [27]. ANNs can offer flexible solutions to non-linear problems with
their structure similar to the human brain.

ANNs where data flow only in the forward direction are feed-forward networks.
ANNs with connections that allow data to flow both forward and backward are called
feedback neural networks. One of the network structures used in this study is the feed-
forward back propagation network (FFBPN). The FFBPN is a method of supervised learning.
Radial basis neural network (RBNN) and cascade forward back propagation network
(CFBPN), other network structures used in the study, are also supervised learning methods.

The schematic representation of the ANN model trained to estimate the Kp, Ki and Kd
parameters for the FFBPN model is given in Figure 5.
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The weights between input and hidden layers are updated as Equation (2) in FFBPN,
where η is the learning rate and α is the momentum term. E2(t) is the propagation error
between hidden and input layers. E1(t) is the error between experimental and neural
network output signals [28,29].

∆ Wij(t) = −η
∂E2(t)
∂Wij

+ α∆Wij(t − 1) (2)

The weights between the hidden and output layers are updated as Equation (3).

∆ Wjn(t) = −η
∂E1(t)
∂Wjn

+ α∆Wjn(t − 1) (3)

The CFBPN model is similar to a FFBPN model in using the backpropagation algorithm
for weight updating. However, a fundamental characteristic of this network is that every
layer of neurons is associated with all preceding layers of neurons. As other feed-forward
networks, CFBPN has one or more interconnected hidden layers and activation functions.
Each neuron has a bias of its own and each connection has a specific weight [30,31]. The
schematic representation of the CFBPN model is given in Figure 6.

Each combination in the CFBPN learning sample (pq, dq) is calculated as follows [32]:
pq inputs are propagated forward through the layers of the m-layer neural network by

Equation (4):
a0 = pq; ak = f k

(
Wkak−1 − bk

)
, k = 1, . . . , M (4)

where pq is input, a is cell output, b is bias and w is weight.
Back propagate the sensitivities through the layers by Equation (5):

δM = −2F′M
(

nM
)(

dq − aM
)

; δk = −F′k
(

nk
)(

Wk+1T
)

δk+1, k = M − 1, . . . , 1 (5)

Modify the biases and weights by Equations (6) and (7), respectively:

∆bk = ηδk, k = 1, . . . , M (6)

∆Wk = −ηδk(ak−1)
T

, k = 1, . . . , M (7)
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These steps continue until the stopping criterion is reached.
The nonparametric estimation of multidimensional functions using sparse amounts of

training data is a common application for RBNN. Fast and thorough training of RBNNs
makes them effective [33,34]. RBNNs have many benefits, including strong global approx-
imation ability, no local minimum difficulties and fast learning speed [35]. FFBPNs can
have one or multiple hidden layers, while RBNNs have only one. The input layer, which is
the first layer of the RBNN, just serves to transfer information and does not process the
input data in any way. The second layer is a hidden layer. The third layer is the output
layer, which will linearly transform the input data and then the output [36]. The schematic
representation of the RBNN model is given in Figure 7.
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The objective function in RBNN can be defined by Equation (8), where hi is the height
value of sample i [37].

E =
1
2∑n

i=1 (hi − f (xi)
2) (8)

The f (x) given in Equation (8) can be defined as in Equation (9).

f (x) = ∑n
i=1 ωiϕ(∥ x − ci ∥) (9)

where n is the number of neurons in the hidden layer, ωi ∈ W is the weight of neuron i
in the linear output neuron, ci denotes the center vector of the neuron i, ϕ (.) denotes the
nonlinear function that is a multiquadratic function in Equation (10).

ϕ(r) = r
√

1 + ξ2 (10)

where r denotes the distance between unknown and known data, and ξ is a smoothing
factor between 0 and 1. As a result, the formula used to calculate the weights in the network
structure is given in Equation (11).

W(t + 1) = W(t)− η· ∂E
∂W

= W(t) + η·∑n
i=1 (hi − f (xi))ϕ(∥ x − ci ∥) (11)

The latitude and longitude values (12 pieces) of the corner points determined from the
position data recorded at 2 s intervals during the flight are used as input in the training
of the ANN model. The output of the ANN model is the parameters Kp, Ki and Kd. The
performance of the ANN models for the roll and pitch control models are examined in
detail in the Results section.

3. Simulation Results
3.1. Estimation of PID Parameters

In the study, three different artificial neural network models, namely feed-forward
back propagation neural network, cascade-forward back propagation neural network and
radial basis neural network, are designed to determine the PID control parameters of
the flying robot system. The designed models are trained with the trajectory points-PID
gain values data set obtained in the Mission Planner simulation environment. Z-score
normalization is applied to the entire data set for the training process. PID parameters for
the reference trajectory are estimated with the trained artificial neural network models. The
data set allocated for 100 rolling and 100 pitching values is divided into three groups as
70% train, 15% test and 15% validation for FFBPN and CFBPNN. This separation is per-
formed randomly among the data. Then, flight tests are carried out in the same simulation
environment with the obtained parameters and flight performances are compared in terms
of latitude, longitude and altitude.

FFBPN and CFBPN artificial neural network models are designed as twelve inputs,
three outputs and two hidden layers with eight neurons each. In the training process of
both models, three training algorithms, the Levenberg–Marquart (trainlm), scaled conju-
gate gradient (trainscg) and BFGS quasi-newton (trainbfg), and three activation functions
(logsig, radbas and tansig) are used. The training algorithm and activation function that
gave the lowest training error are determined by the grid search method to be used in
performance tests. Training parameters of artificial neural network models are given
in Table 1. MSE values of FFBPN models and estimated PID parameters for the rolling
and pitching controllers are given in Table 2. Figure 8 shows the performance plots of
FFBPN neural network models with the best training MSE values for rolling and pitching
control, respectively.

MSE values of CFBPN models and estimated PID parameters for the rolling and
pitching controllers are given in Table 3. Figure 9 shows the performance plots of CFBPN
neural network models with the best training MSE values for rolling and pitching control.
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Finally, the RBNN model is designed and training procedures are carried out to
determine the control parameters of both control approaches. Although this artificial neural
network model also has twelve inputs and three outputs, it has 100 neurons in its single
hidden layer. The spread value of the model is selected as 0.1. Training MSE values and
control gain values estimated with the trained network are given in Table 4. Additionally,
the training performance graphs of RBNN network trained for rolling and pitching control
are shown in Figure 10.

Table 1. FFBPN and CFBPN training parameters.

Performance Function MSE

Maximum Number of Iterations (Epochs) 1000

Minimum Gradient 10−6

Damping Factor (mu) (trainlm) 0.15

Table 2. MSE values of FFBPN models and estimated PID parameters for the rolling and pitching
controllers.

Control
Type Training Algorithm Activation

Function MSE Kp Ki Kd

Rolling
Control

Levenberg–Marquardt

tansig 0.9077 2.1101 2.0188 0.5137

radbas 0.8778 2.8903 1.9165 0.7645

logsig 0.9184 2.0596 2.0874 0.5805

Scaled Conjugate Gradient

tansig 0.9051 2.2497 1.3240 0.4064

radbas 1.3643 1.9666 2.3850 0.2320

logsig 0.9533 2.0811 1.8916 0.5350

BFGS Quasi-Newton

tansig 0.9735 2.1330 2.0543 0.4461

radbas 0.8526 2.0328 2.2562 0.7115

logsig 0.9740 2.4656 2.3052 0.5739

Pitching
Control

Levenberg–Marquardt

tansig 0.6101 2.4077 1.8095 0.6013

radbas 0.7179 3.5663 2.0397 1.3567

logsig 0.6539 1.9875 2.6991 0.8251

Scaled Conjugate Gradient

tansig 0.9665 1.7854 2.2571 0.4842

radbas 0.5881 2.7480 2.2292 0.8836

logsig 0.7993 2.8513 2.4859 0.4041

BFGS Quasi-Newton

tansig 0.7017 2.4867 2.4330 1.1562

radbas 0.6019 1.4790 2.5836 0.5073

logsig 0.9760 2.3690 2.2313 0.7147

Table 3. MSE values of CFBPN models and estimated PID parameters for the rolling and pitching
controllers.

Control
Type Training Algorithm Activation

Function MSE Kp Ki Kd

Roll
Control

Levenberg–Marquardt

tansig 0.6911 1.7155 0.6107 1.1281

radbas 0.9593 2.8376 1.3909 0.8655

logsig 0.8521 2.5103 1.0876 0.6433



Sensors 2024, 24, 2752 10 of 18

Table 3. Cont.

Control
Type Training Algorithm Activation

Function MSE Kp Ki Kd

Roll
Control

Scaled Conjugate Gradient

tansig 0.9067 2.6215 1.5810 0.6680

radbas 0.8592 2.4244 2.3351 0.6117

logsig 0.9466 1.9622 2.2506 0.4117

BFGS Quasi-Newton

tansig 0.8748 2.3739 1.5228 1.2769

radbas 0.9827 1.6846 1.3402 0.4403

logsig 0.9478 2.4340 1.1644 0.5635

Pitch
Control

Levenberg–Marquardt
tansig 0.6539 2.5264 1.9099 1.7538

radbas 0.4553 2.0911 2.5904 1.1806

logsig 0.6549 1.4632 1.3870 1.1121

Scaled Conjugate Gradient

tansig 0.5553 1.5742 2.1896 0.7747

radbas 0.7048 2.3274 3.4386 1.7152

logsig 0.6983 2.4532 1.6562 2.3723

BFGS Quasi-Newton

tansig 0.3947 1.2427 0.6283 0.7927

radbas 0.6913 2.5531 1.9590 1.2485

logsig 0.7019 1.9238 1.2242 0.0080

Table 4. MSE values of RBNN model and estimated PID parameters for the roll and pitch controllers.

Control Type MSE Kp Ki Kd

Rolling Control 0.0070 2.8264 3.2051 0.8674

Pitching Control 1.2665 × 10−30 0.7937 1.7214 0.0803
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3.2. Flight Performance Tests

A reference flight trajectory is designed in the Mission Planner program to analyze the
performance of PID control gain parameters obtained with artificial neural network models
in roll and pitch control. Flights are carried out with each PID value and the tracking
performance of the reference latitude, longitude and altitude values are analyzed with four
error metrics. The mathematical expressions of the error metrics RMSE (root mean square
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error), MSE (mean square error), MAE (mean absolute error) and MAPE (mean absolute
percentage error) used for this purpose are given in Equations (12)–(15). RMSE (root mean
square error) is the square root of the mean of the squares of the differences between the
actual and reference values, giving greater weight to larger errors. MSE (mean squared
error) is the average of the squares of the differences between the actual and reference
values, providing an average value according to the error squares. MAE weights all errors
equally by averaging the absolute values of the error amounts, thus reducing the weight
of larger errors. MAPE evaluates the relative accuracy of actual values relative to the
reference by providing a percentage measure of errors, making it easier to compare data at
different scales.

RMSE =

√
1
n∑n

i=1(yi − ri)
2 (12)

MSE =
1
n∑n

i=1(yi − ri)
2 (13)

MAE =
1
n∑n

i=1|yi − ri| (14)

MAPE =
1
n∑n

i=1

∣∣∣∣yi − ri
yi

∣∣∣∣·100 (15)

In the equations, n is the number of samples, yi is the ith actual output value, and ri
is the ith reference value. The reference trajectory points determined for the performance
test are given in Table 5 and the reference trajectory is given in Figure 11. Additionally,
rolling and pitching PID controller gain values are given in Table 6 for all artificial neural
network models.

Table 5. Latitude, longitude and altitude values of the reference trajectory points to be used for
performance testing.

P1 P2 P3 P4 P5 P6

Latitude (◦) −35.363157 −35.362557 −35.362557 −35.363157 −35.363157 −35.362557

Longitude (◦) 149.163687 149.163687 149.162939 149.162938 149.162191 149.162190

Altitude (m) 3 3 3 3 3 3
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Table 6. Roll and pitch PID controller gain values for all artificial neural network models.

Roll Control Pitch Control

Kp Ki Kd Kp Ki Kd

FFBPN 2.0328 2.2562 0.7115 2.7480 2.2292 0.8836

CFBPN 1.7155 0.6107 1.1281 1.2427 0.6283 0.7927

RBNN 2.8264 3.2051 0.8674 0.7937 1.7214 0.0803

The actual and reference trajectories of the flight realized with PID parameters es-
timated with FFBPN are given in Figure 12, CFBPN in Figure 13, RBNN in Figure 14.
In addition, error metrics for latitude, longitude and altitude values, which are position
information for each flight, are given in Table 7.
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CFBPN

Latitude 7.57585 × 10−5 5.73935 × 10−9 4.90346 × 10−5 6.97564 × 10−5

Longitude 0.00011 1.311565 × 10−8 6.43695 × 10−5 3.49091 × 10−5

Altitude 0.05800 0.003364 0.05081 0.10621

RBNN

Latitude 0.00013 1.658104 × 10−8 8.98963 × 10−5 2.22769 × 10−5

Longitude 0.00014 1.823412 × 10−8 8.10415 × 10−5 3.63931 × 10−5

Altitude 0.20918 0.043756 0.14407 1.62034

The reference and actual latitude, longitude and altitude values for the flights per-
formed with all control parameters obtained with the three ANN models are shown in
Figure 15, and the RMSE error graphs of these coordinate values are shown in Figure 16.

When the error metrics and graphs are examined, the results are quite close in flights
where PID parameters obtained with FFBPN and CFBPN models are used. However, the
performance of the parameters obtained with RBNN appears to be unsuccessful, especially
in terms of latitude and altitude values. Especially, fluctuations in the flying robot system’s
altitude values cannot be ignored. Although the training error of the RBNN model is
lower than the other two models, the fact that it is not successful in the test results reveals
the possibility of overfitting. Therefore, it is understood that it cannot produce a robust
response to external situations. This shows that the RBNN model is unsuitable for this
specific task compared to the other two.

When FFBPN and CFBPN are compared with each other, it is seen that FFBPN param-
eters provide more successful tracking. Again, although the train errors of these models
are quite close to each other, the test results reveal that the train performance should be
evaluated in terms of its own hyperparameters within each network model. When the
flight performance of the parameters estimated by the two models is examined, the models
do not reveal very different results in terms of latitude and longitude values. In contrast, in
the flight study conducted with CFBPN, it is observed that there is an increase in altitude
on long straight roads and a decrease in corner points. This shows that the FFBPN model is
more successful than others in predicting altitude changes.
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Additionally, feed-forward networks include only forward connections between layers,
whereas cascade-forward networks also have direct connections of the inputs and outputs
of each layer to subsequent layers. While this enables cascade-forward networks to model
more complex relationships by capturing longer-range dependencies in the data set, it may
cause undesirable lengths of training time and the risk of overfitting in non-complex data
sets. Therefore, it is necessary to consider each artificial neural network model by assessing
the nature and properties of the data set.
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4. Discussion and Conclusions

In this study, the optimum PID gain parameters of the micro air vehicle planned to fly
in narrow apple orchard corridors are estimated with ANN. For this purpose, a data set is
created from latitude, longitude and altitude data of flights performed with PID parameters
randomly determined between significant lower and upper values. Since the realization of
flights with random PID parameters in the real environment involves high risks, the flights
are carried out in a simulation environment and artificial neural network models that make
predictions based on the position data followed by the micro aerial vehicle according to
parameter changes are developed with the obtained data set. Three different neural network
models are designed with FFBPN, CFBPN and RBNN architectures, which are frequently
used to determine the optimum PID gain parameters. The neural network models are
trained with different parameters and their performances are analyzed. The MSE values
obtained show significant differences between the models. In addition, in order to test the
success of the developed neural network models, simulation flights are performed using
the PID gain parameters obtained with the models showing the best training performance.
In the flight simulations, both FFBPN and CFBPN models exhibited successful trajectory
tracking performance in relation to their training performance, while FFBPN exhibited
superior altitude tracking capabilities. As a result, it has been demonstrated that the PID
parameters of a micro aerial vehicle can be tuned with artificial neural networks instead of
randomizing them and an alternative solution has been proposed for challenging conditions
where autotune mode cannot be used.
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17. Yıldırım, Ş.; Ulu, B. Deep Learning Based Apples Counting for Yield Forecast Using Proposed Flying Robotic System. Sensors
2023, 23, 6171. [CrossRef]
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