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Abstract

:

The maintenance of an uninterrupted electricity supply to meet demand is of paramount importance for maintaining the stable operation of an electrical power system. Machine learning and deep learning play a crucial role in maintaining that stable operation. These algorithms have the ability to acquire knowledge from past data, enabling them to efficiently identify and forecast potential scenarios of instability in the future. This work presents a hybrid convolutional long short-term memory (ConvLSTM) technique for training and predicting nodal voltage stability in an IEEE 14-bus microgrid. Analysis of the findings shows that the suggested ConvLSTM model exhibits the highest level of precision, reaching a value of 97.65%. Furthermore, the ConvLSTM model has been shown to perform better compared to alternative machine learning and deep learning models such as convolutional neural networks, k-nearest neighbors, and support vector machine models, specifically in terms of accurately forecasting voltage stability. The IEEE 14-bus system tests indicate that the suggested method can quickly and accurately determine the stability status of the system. The comparative analysis obtained the results and further justified the efficiency and voltage stability of the proposed model.
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1. Introduction


In recent years, researchers have conducted comprehensive studies on voltage collapse, and this has increased the attention paid to this phenomenon in various countries. Network failures associated with voltage instability problems have been well documented in many countries, such as France, Belgium, Sweden, Japan, and the United States [1,2,3,4]. Such problems occur in overloaded systems with large numbers of extra-high-voltage transmission lines that carry both real and reactive energy flows. Despite this, the lack of adequate reactive power sources restricts the control of the voltage at the receiving end within the expected limits. Sometimes, the voltage profiles do not show abnormalities before a load-related voltage collapse. Such cases occur when operators are not alerted until a sudden increase in the magnitude of the voltage triggers the automated equipment, which causes the network to fail. Therefore, it is important to establish a reliable instrument that determines the voltage stability in different modes of operation.



Voltage stability can be classified into two main categories: voltage stability with minor disturbances and voltage stability with high disturbances [3]. The first category refers to how the system responds to disturbances caused by generation shortfalls, system failure, or failure. These are the major problems; however, the response of the system to short-term disturbances, such as loss of synchronism, etc., leads to the second type of disturbance. The primary factors that contribute to the instability of the voltage in minor disturbances are predominantly steady state in nature. Thus, the use of static analysis is effective in determining stability margins, which serve as indicators of how close the current operating condition is to the voltage collapse threshold.



In [4,5,6], a comprehensive literature is presented on the indications of minor disturbances that occur in power systems. Multiple load flow techniques have been presented to address voltage stability difficulties in [7,8]. These solutions use different criteria for voltage instability to determine how close they are to the voltage collapse threshold. The precise collapse points and voltage security margins were also determined using continuation techniques [9,10,11]. The concept of an energy margin, which serves as a measure of the security of system voltage, is easily comprehensible from an intuitive point of view. The computational demands of the voltage stability analysis have been significant as a result of the intrinsic complexity of the problem.



Artificial neural networks (ANNs) have been used for the past few years to solve a variety of power system-related problems, such as predicting load profiles [12,13,14] and evaluating the security and reliable operation of a power system [14,15]. Research also presents enhanced ANN structures designed for an efficient and precise evaluation of the voltage security of power systems.



There has been a noticeable increase in the use of renewable energy sources (RESs) in the last few years. Compared to conventional energy sources, which have drawbacks and negative impacts on the environment, RESs offers a valuable and essential replacement in this case. There is still a need to discover more advanced machine learning (ML) and deep learning (DL) techniques for the stability analysis of the gathered data and to identify the techniques that are appropriate to address the stability problem in power systems. The modern electric power system is a complex system consisting of traditional generation, distributed renewable energy sources (DRESs), etc., as depicted in Figure 1.



In this work, a hybrid technique based on a convolutional neural network and long short-term memory (ConvLSTM) is introduced to forecast the voltage stability in an IEEE 14-bus power grid network. The convolutional neural network (CNN) and ConvLSTM algorithm are used to evaluate the results and analyze the usefulness of the proposed ConvLSTM algorithm to anticipate the system’s voltage stability. Additionally, a comparison evaluation with a support vector machine (SVM) and the k-nearest neighbors (KNN) algorithm is performed to assess the efficacy of the suggested model.



The following is a list of the main contributions of this work.



	
Developing a predictive model using deep learning and machine learning techniques to predict the stability of the grid voltage for a microgrid.



	
Hyper-tuning the parameters to obtain a better performance from each model.



	
Evaluating and comparing the performance of the proposed ConvLSTM model with the CNN, SVM, and KNN techniques.






The following is the structure of the remaining sections of the article. The methodologies chosen for the study are described in Section 2. The predetermined parameters of the above ML and DL models that are used to solve the proposed problem. Section 3 describes the assessment indicators used in this study. A comprehensive discussion of the findings and a detailed analysis of the results are presented in Section 3. Section 4 provides the conclusions of the investigation and suggestions for future research.




2. The Proposed Methodology for Predicting Voltage Stability


The voltage stability of a power system is primarily influenced by the restrictions on transferring active and reactive power across transmission lines.



Figure 2 shows the structure of a typical electric power system. In this system, an infinite bus is represented by a constant voltage source. Z and ZL denote the line and load impedance, respectively. By reducing the impedance of ZL, a greater amount of power can be transferred to the load until the maximum power transmission is achieved. Subsequently, as ZL is reduced even further, resulting in a higher power demand, the voltage drop will become increasingly significant, ultimately leading to a decrease in the power delivered to the load.



The process depicted in Figure 3 is called the P-V curve. The load is currently receiving active power, which is represented by Pο. The maximum amount of active power that can be transferred is denoted as Pmax. Equation (1) expresses a voltage stability indicator, and is determined by


   V s  =    P  max   −  P ο     P  max      



(1)







The continuation power flow (CPF) method includes the integration of the load model in Equation (2) into the system’s design in Equation (3) [16].


   {     P L i  =  P  L ο  i  + λ  P  L d  i       Q L i  =  Q  L ο  i  + λ  Q  L d  i       



(2)




where    P L i    and    Q L i    represent the power supplied to the load bus ith; the parameter λ is a real number that determines the level of loading in the system; and    P  L d  i    and    Q  L d  i    are the rates at which the active and reactive power of the load bus ith change, respectively.


   {     P i  =  V i 2   G  i i   +  V i    ∑  i ≠ j     V j   (   G  i j   cos  θ  i j   +  B  i j   sin  θ  i j    )         Q i  = −  V i 2   B  i i   +  V i    ∑  i ≠ j     V j   (   G  i j   cos  θ  i j   −  B  i j   sin  θ  i j    )         



(3)




where Pi and Qi refer to the active and reactive power injected into node ith; the voltage magnitude at bus ith is denoted Vi, while the voltage angle difference between buses ith and jth is represented as θij; and Gij and Bij represent the actual and imaginary components of the ijth element of the admittance matrix of the system.



The rate of change in the active and reactive power is determined by the variations in the active and reactive power as the parameter λ undergoes modifications. In the CPF method, the system load is gradually increased by raising the value of λ until it reaches the maximum load limit. At the bifurcation node, the values of λ, PL, and QL are equivalent to their maximum values, λmax,    P  L max    , and    Q  L max    , respectively.



Electric power systems are increasingly realizing the benefits of an artificially intelligent strategy in areas like load prediction, power grid assessment, fault detection, etc. Scikit-learn version-1.4.0, are three different ML frameworks that can be used to modify protocols and create visual representations. These frameworks include tools such as the standard scaler for data normalization, the confusion matrix for performance evaluation, and the KFold for cross-validation. Figure 4 presents an example of how a DL model is usually constructed. It includes the suggested ConvLSTM method, which is used to work out how stable the voltage is in the IEEE 14-bus microgrid system. Figure 5 describes the DL-based architecture of modern power systems. To verify the performance capacity of the proposed ConvLSTM technique for predicting the IEEE 14-bus system’s voltage stability, it was compared with the CNN, KNN, and SVM models. The stability of voltage in power systems is typically evaluated using a P-V curve analysis, as illustrated in Figure 3. This curve shows how the level of voltage in the bus correlates with the amount of power transferred over the lines. A flat slope denotes an impending instability, according to the P-V curve’s characterization, while a steep curve implies voltage sensitivity. During the data analysis phase, the scikit-learn frameworks employ a tagged input data set. We obtained a larger data set in this case by adding at least sixty thousand observations as independent variables. The dataset also contains 14 primary predictive features and two dependent variables. A value of ‘0’ indicates instability in this system, while a value of ‘1’ indicates stability. Plots should be made for each of the 14 features to see in depth how they relate to one another and to the dependent variable ‘Control Action’. The link between the 14 values and the dependent variable is visually shown in this section. For training and testing, the data set is split in half using the DL method. The input data would typically consist of historical time series data related to the microgrid’s operation, including voltage measurements, power generation, and consumption data, and any other relevant variables. Proper preprocessing of these data is essential, including normalization, feature scaling, and handling missing values.



The data set was filtered to remove any empty or null values in its features or variables so that the deep learning models could make more precise predictions. This ensured that the findings were accurate and reliable. To ensure the integrity of data collection, missing values must be addressed using proper removal or imputation approaches. Missing values must be deleted to ensure the completeness of the data set. Outliers, duplicates, and abnormal patterns can skew the results, so a thorough search was also carried out to remove them. We divided the data into a training set and an evaluation set with a 70:30 split using the train_test_split function in the scikit-learn library. The training set is used to develop a model, and the test set is used to evaluate the performance of the model. By allocating 70% of the data to training and 30% to testing, overfitting of the model to the training data is avoided, and the model’s ability to generalize to new, unseen data is increased. More information on the precise methodologies used to anticipate the voltage stability of the proposed power system is provided below. The prediction of photovoltaic power generation involves several factors and requires the use of extensive historical and physical data. To effectively address this problem, a unique deep-attention ConvLSTM network is introduced. The ConvLSTM network combines the strengths of CNNs and long short-term memory (LSTM) networks to successfully capture temporal patterns in time series data. The ConvLSTM model adds an attention mechanism that uses dynamic weights to effectively integrate prior physical and historical information. This section provides a brief overview of the CNN, KNN, and SVM models. Convolutional neural networks are a class of deep learning models that may date back to the 1960s [17]. LeNet, AlexNet, Visual Geometry Group (VGG), You Only Look Once (YOLO), and many others are all examples of different CNN architectures. CNNs are multilayered networks that mimic the way the human brain handles visual information. These networks use techniques that include convolution, pooling, and fully linked layers. These networks have revolutionized the field of computer vision and fuel applications like image categorization, object detection, and facial recognition because they are so effective at these types of image and video processing tasks.



The KNN algorithm was first introduced in the early 1950s [18]. It undergoes training using different values of k, which indicate the number of nearest neighbors to be considered. Additionally, various distance metrics are used to calculate the similarity between instances. Similarly to other machine learning techniques used, the algorithm implemented uses a loop to systematically iterate through all possible combinations of k values and distance metrics. For each combination, the KNN classifier is trained and subsequently used to predict the class labels for the test set. The accuracy of the predictions of the KNN algorithm depends on the accuracy score function. Corinna Cortes and Vladimir Vapnik first presented the SVM algorithm, a mainstay of traditional machine learning, in 1995 [19]. Due to its effectiveness in dealing with linear and nonlinear data separation, it has grown in popularity over the years as a solution to a wide range of practical issues. During the SVM algorithm’s training process, different kernels are used. These include linear, radial, polynomial, and sigmoid activation functions. Finding the ‘sweet spot’ between margin maximization and reduction in classification errors requires the fine-tuning of hyperparameter C. We have designed an algorithm that examines these two variables repeatedly to see what happens when we change the kernel and C values in different ways. The SVM model is trained for each permutation and is then used to make predictions about the class labels in the test set. The accuracy score function is then used to evaluate how well these predictions were made.



2.1. Establishing the Suggested Model Using the Predetermined Parameters of the ML and DL Algorithms


In machine learning algorithms, choosing the right number of layers, kind of layers, and activation function is essential. The setting of the parameters of the aforementioned ML and DL algorithms is examined in more depth in the following subsections. The convolutional long short-term memory hybrid technique is combined from the best features of CNN and LSTM models. The ConvLSTM can recognize interrelationships between variables and sequential patterns in power system data, notably constant voltage levels over time. Several studies have applied ConvLSTM performance to real applications, such as the recognition of human activity [20], the prediction of photovoltaic output power [21], a flood forecast model [22], mining industry flotation monitoring [23], and others. In this study, the ConvLSTM network is presented as a novel solution to improve voltage stability in power systems. The CNN architecture in this study consisted of three convolutional layers, two dense layers, one flat layer, and one dropout layer, as shown in Table 1. The input format was set as (batch_size, 10, 1), with batch_size representing the number of samples, and 10 denoting the length of each input sequence. The output shape of the final layer was (batch_size, 1) for binary classification. The initial convolutional layer was equipped with 32 filters and a kernel size of 3, and used the ReLU activation function. Its output shape was (batch_size, 8, 32) with 256 trainable parameters. The second convolutional layer encompassed 48 filters, kernel size 3, and ReLU activation, resulting in (batch_size, 4, 48) with 7728 trainable parameters. The third convolutional layer included 48 filters and kernel size 3, also using ReLU activation, and its output shape was (batch_size, 2, 48) with 6960 trainable parameters. The flatten layer converted the output to (batch_size, 48), passed to the initial dense layer with 64 units, and used ReLU activation.



It contained 3136 trainable parameters. The dropout layer randomly deactivated units to address overfitting. The final dense layer had one unit and a sigmoid activation function, with 65 trainable parameters. The CNN model included 18,145 trainable parameters, as described in Table 1, trained with binary cross-entropy loss, using the Adam optimizer (learning rate 0.001).



A pretrained tablet model predicted the microgrid stability using the panda library. The data were split into training and testing subsets with sklearn train_test_split. The pretrained TabNet model was loaded with the TabNet Classifier from the PyTorch TabNet library. The hyperparameters for the training data and machine learning models were trained in order to determine the ideal values for each setting. The KNN and SVM models that were previously discussed were trained for 30 epochs, with an early stoppage in the training set. Following training, predictions were made using the test data set, and the accuracy score from sklearn_metrics was used to determine the precision. Then, the console showed the precision. By using preexisting models, we were able to avoid the time-consuming and computationally demanding process of training from the start by using these models instead, as they have already been exposed to large amounts of data. Table 2 shows that the appropriate hyperparameters affect the performance of the KNN and SVM models.




2.2. Assessment Indicators


In order to verify the performance capability of the previously mentioned ML and DL models, several measures are used [24]. The accuracy metric measures how closely the model forecasts correspond to the observed data. It reflects the rate of forecast success according to Equation (4).


  A c c u r a c y =   T P + T N   T P + T N + F P + F N    



(4)




where TP, TN, FP, and FN denote the count of true positives, true negatives, false positives, and false negatives.



Precision is defined as the fraction of correct predictions produced relative to the total number of correct predictions. Simply stated, it indicates the fraction of correct positive findings relative to all positive results. The characteristics of this indicator are as follows:


  P r e c i s i o n =   T P   T P + F P    



(5)







The fraction of true positives correctly detected by the model is the indicator. Equation (6) calculates the proportion of correct predictions, where TP is the number of correct predictions and FN is the number of false negatives.


  R e c a l l =   T P   T P + F N    



(6)







The statistical measure is the harmonic mean of the weights placed on precision and recall. It is a way to quantify the compromise between accuracy and recall, especially when one class is significantly outnumbered by another. The mathematical definition is as follows:


   F 1    s c o r e = 2   P r e c i s i o n × R e c a l l   P r e c i s i o n + R e c a l l    



(7)







This metric considers the probability of a coincidental agreement between the predicted and actual labels to evaluate their degree of concordance.


  K a p p a   s c o r e =   A c c u r a c y − E x p e c t e d   A c c u r a c y   1 − E x p e c t e d   A c c u r a c y    



(8)




where Expected Accuracy is the chance concordance, which is found by multiplying the proportion of actual and predicted positive and negative occurrences.





3. Results


In this section, the SVM, KNN, CNN, and ConvLSTM models are used to predict how stable the voltage will be in the IEEE 14-bus microgrid system. The experiments were carried out in a Jupyter Notebook environment using the Python-3 programming language. The models were developed using a computer equipped with an Intel Core i7 CPU running at 2.2 GHz and 16 GB of random-access memory (RAM). To evaluate the efficacy of these algorithms, the accuracy metric was used.



Figure 6 shows how well the ConvLSTM model predicted the system’s voltage stability during both the training and testing phases. This figure illustrates the notable precision of the ConvLSTM classifier, which achieved a commendable level of 0.9765 (97.65%). Initially, it is conceivable that the observer may not readily discern the remarkable patterns and correlations that exist between the input variables and the desired output.



However, with time, these patterns and correlations are likely to manifest themselves in a discernible manner. The ConvLSTM model demonstrates superior performance in strengthening its prediction skills by integrating information from previous time steps.



Furthermore, this feature allows the model to effectively capture and incorporate long-term dependencies, leading to the creation of predictions that are much more accurate and precise. However, a high accuracy value of 0.9765 may indicate the presence of overfitting when the model has potentially memorized the training data rather than effectively generalizing it to new, unseen data. The evaluation of the model in an independent test set is of the utmost importance to validating its generalizability. To address the difficulties related to overfitting, it is worth considering the utilization of regularization techniques such as dropout or weight decline. Figure 7 shows the loss curves of the ConvLSTM model during both the training and validation stages in the voltage stability data set. The proposed ConvLSTM algorithm is used to analyze the voltage stability data set, and its confusion matrix is shown in Figure 8.



However, with time, these patterns and correlations are likely to manifest themselves in a discernible manner. The ConvLSTM model demonstrates superior performance in strengthening its prediction skills by integrating information from previous time steps. The CNN model demonstrated a notable accuracy of 0.863 in its ability to predict voltage stability, as visually depicted in Figure 9.



The study presented here demonstrates the effective application of CNN models in classifying tabular data, despite their widespread use in image identification and processing tasks. In this situation, it is probable that the CNN model uses the inherent spatial correlations present in the input information. This enabled the model to effectively identify and extract significant patterns and features, resulting in a substantial improvement in its accuracy.



The convolutional layers played a pivotal role in the extraction of pertinent information by the application of filters or kernels to localized portions of the input. Nonlinear activation functions, such as Rectified Linear Units (ReLUs), are employed to inject nonlinearity into the models, hence augmenting their capabilities. The research study used a one-dimensional convolutional neural network (1DCNN) to make predictions regarding voltage stability. This was achieved by employing a particular data set that was specifically chosen for this purpose. Figure 10 illustrates the loss curves related to the CNN model. The findings suggest that the model exhibited a strong performance, as evidenced by an aggregate loss of 0.0962 and a training set accuracy of 0.8694.



In the validation set, the model achieved a recall value of 0.8908 and an accuracy score of 0.8694. Furthermore, the use of pooling layers effectively decreases the output dimensions, resulting in a reduction in parameters and serving as a preventive measure against overfitting. Ultimately, the convolutional and pooling outputs were processed by fully connected layers to provide predictions. Figure 11 presents a graphical representation of the confusion matrix. The results of this study emphasize the significant capabilities of the CNN model in correctly predicting voltage stability using a specific data set. The ability of the model to accurately predict outcomes in the validation set demonstrates its reliability and its ability to make accurate predictions for new, unseen data.



Figure 12 presents a comparison of the accuracy levels between the above ML and DL models used to predict the voltage stability of the IEEE 14-bus system. The data in this figure clearly indicate that the ConvLSTM classifier achieved the highest level of accuracy. In contrast, the SVM model exhibited the lowest performance, indicating its comparatively weaker performance in this study.




4. Conclusions and Future Research


In this study, many ML and DL algorithms have been used to predict the voltage stability of the IEEE 14-bus power system. In particular, the SVM model with a linear kernel showed a high degree of accuracy, especially with a regularization value C of 2. Meanwhile, the KNN method showed moderate but meaningful precision, with an optimal accuracy attained at a k value of 7. It used multiple distance measures in its calculations, which may explain its relatively high performance. The findings collected provide convincing proof that the suggested ConvLSTM model achieved a high accuracy of 97.65%. Furthermore, the ConvLSTM model surpasses the rest of the models, including the SVM, KNN, and CNN models, when examining their forecast accuracy for voltage stability. To improve the forecast ability of the ConvLSTM model for voltage stability in electric power systems, researchers could create an adaptive version of the ConvLSTM model in a short time by adjusting various configuration settings. This improved version has the ability to work well in microgrids within grid-off (isolated) mode and will apply to power grids with a larger number of buses for better voltage stability. This broader use and increased effectiveness have the potential to greatly enhance the stability of the voltage in a variety of contexts.
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Figure 1. Architecture of modern power grids, including traditional generation and DRESs [10]. 
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Figure 2. Typical electrical power system. 
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Figure 3. Power voltage curve (P-V) [16]. 
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Figure 4. Structure of the deep learning ConvLSTM model. 
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Figure 5. Deep learning-based architecture of modern power systems [10]. 
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Figure 6. Training and validation accuracy of the ConvLSTM model for prediction of the voltage stability of the IEEE 14-bus system. 
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Figure 7. Predicting the voltage stability of the proposed IEEE 14-bus system using the ConvLSTM model resulted in a loss during training and validation. 
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Figure 8. The confusion matrix of the ConvLSTM model predicts the voltage stability of the IEEE 14-bus power grid. 
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Figure 9. The accuracy of the CNN model in predicting voltage stability of the IEEE 14-bus power grid through training and validation. 
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Figure 10. Loss of training and validation of the CNN model for predicting the voltage stability of the IEEE 14-bus power grid. 
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Figure 11. Confusion matrix for 1DCNN applied to the voltage stability data set. 
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Figure 12. Comparison of the accuracy of the models in predicting voltage stability. 
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Table 1. Summary of the CNN model.
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Layer (Type)

	
Output Shape

	
Parameter






	
conv1d_8 (Conv1D)

	
(None, 7, 32)

	
256




	
conv1d_9 (Conv1D)

	
(None, 3, 48)

	
7728




	
conv1d_10 (Conv1D)

	
(None, 1, 48)

	
6960




	
flatten_1 (flatten)

	
(None, 48)

	
0




	
dense_5 (dense)

	
(None, 64)

	
3136




	
dropout_1 (dropout)

	
(None, 64)

	
0




	
dense_6 (Dense)

	
(None, 1)

	
65




	
Total parameters: 18,145

Trainable parameters: 18,145

Non-trainable parameters: 0











 





Table 2. Classifiers of the KNN and SVM models.
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Classifier

	
Stemmer




	
Porter

	
Lovin

	
Wordnet






	
KNN

	
Euclidean

	
89.9%

	
92.8%

	
95.7%




	
Cosine

	
90.9%

	
93.8%

	
95.4%




	
Correlation

	
92.9%

	
94.8%

	
96.0%




	
SVM

	
RBF

	
77.9%

	
92.8%

	
79.7%




	
Linear

	
80.9%

	
93.8%

	
80.4%




	
Sigmoid

	
81.6%

	
94.8%

	
82.0%
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