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Abstract: In order to solve the congestion problem caused by the dramatic growth of traffic in
data centers, many end-to-end congestion controls have been proposed to respond to congestion in
one round-trip time (RTT). In this paper, we propose a new congestion control mechanism based
on backpressure feedback (BFCC), which is designed with the primary goal of switch-to-switch
congestion control to resolve congestion in a one-hop RTT. This approach utilizes a programmable
data plane to continuously monitor network congestion in real time and identify real-congested
flows. In addition, it employs targeted flow control through backpressure feedback. We validate
the feasibility of this mechanism on BMV2, a programmable virtual switch based on programming
protocol-independent packet processors (P4). Simulation results demonstrate that BFCC greatly
enhances flow completion times (FCTs) compared to other end-to-end congestion control mechanisms.
It achieves 1.2–2× faster average completion times than other mechanisms.

Keywords: datacenter networks; congestion control; flow control; programmable switches

1. Introduction

Over the past decade, the Internet has undergone rapid development, marked by a
growing number of network users and increasing application demands. Data centers, being
the largest entities in the computer industry, have introduced new operational conditions
for network transmission protocols [1,2]. The widespread adoption of the network and
the proliferation of applications have led to a significant surge in the traffic of data center
networks (DCNs), consequently resulting in network congestion. This congestion elevates
forwarding latency and has a substantial impact on application performance [3]. Therefore,
it is critical to enhance congestion control capability for data centers, all while ensuring that
the network maintains low latency and high throughput [4,5].

At present, the majority of DCNs rely on existing congestion signals, such as packet
loss, explicit congestion notification (ECN), round-trip time (RTT), and in-network telemetry
(INT), to collect information about the current network status. End-to-end congestion
control is implemented by combining congestion signals generated by network nodes
and the rate control of endpoints. This type of congestion control mechanism adjusts the
sending rate based on congestion signals to alleviate congestion within the link effectively.

However, as the network scale expands and link speeds increase, the task of designing
effective feedback loops becomes more challenging. It becomes increasingly difficult to
make decisions that are both of higher quality and more timely, especially for bursty
workloads [6]. In essence, it takes at least one round-trip time (1-RTT) for endpoints to
adjust their rates to address congestion issues. Furthermore, the burst traffic generated by
different services puts additional strain on data centers, making it difficult for end-to-end
congestion control schemes to meet network requirements.
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Conversely, we propose a novel method from a different perspective. The congestion
in the network can be effectively reflected by the buffers in the switches, which also
enable communication among each other throughout the entire network. We transform the
mechanism of rate control driven by the sender or receiver to rate control driven by the
switch. Consequently, the design of the feedback loop has transitioned from the previous
end-to-end model to one that operates from switch to switch. This transition enhances the
convenience and timeliness of addressing congestion issues in network links.

The primary contribution of this approach lies in demonstrating that congestion
control can be achieved through collaborative efforts among switches, namely through
per-hop per-flow flow control. The switch only needs to obtain information about the traffic
that is causing the buffer to become congested and does not have to monitor the status
of all traffic. Subsequently, the upstream switch adjusts the flow transmission rate based
on congestion feedback from the downstream. In practice, a combination of flow control
and end-to-end congestion control is advocated. However, our experiment focuses on the
comparison between per-hop per-flow flow control and end-to-end congestion control to
emphasize the advantages of the proposed approach.

We implement an approach called Congestion Control Mechanism Based on Backpres-
sure Feedback (BFCC) on the programmable data plane (PDP), a protocol-independent
pipeline switching structure. This structure enables us to process each packet according
to a programmable logic while concurrently forwarding packets [7]. According to the sur-
vey, programmable networks offer versatile applications encompassing load balancing [8],
traffic scheduling [9], congestion control [2], and so on. Load balancing is designed to
distribute load among multiple nodes and is more concerned with balanced resource utiliza-
tion. Traffic scheduling is designed to customize the optimal routing solution. Congestion
control focuses more on monitoring and regulating network congestion and aims to solve
network congestion problems. It appears that the congestion control scheme proposed
in this paper is quite different from load balancing and traffic scheduling, and therefore,
the experiments in this paper are not compared with them. While different applications
solve different networking problems, the effective deployment of these applications greatly
depends on the utilization of programmable switches.

Programmable switches bring unlimited possibilities for offloading complex packet
processing pipelines directly in the high-speed data plane [10]. Programming protocol-
independent packet processors (P4) can be used to define the forwarding behavior of
packets and to identify packets queued in the data plane. All operations on packets are
performed in the data plane, allowing the switch to target operations and enhancing the
flexibility of packet processing [11,12].

The main contributions are as follows:

• We summarize and reveal the shortcomings of the existing end-to-end congestion
control and traffic management in a high-bandwidth DCN.

• This paper defines a new method for congestion detection and congested flow identifi-
cation. This method uses the queue length in the buffer and the time that packets reside
in the queue to classify congestion into three different cases. Switches can effectively
detect congestion and identify the real-congested flow based on the queue occupancy.

• This paper designs a switch-driven rate congestion control. In this approach, upstream
switches can respond to congestion based on the downstream congestion feedback in
a one-hop RTT. This adjustment process helps accelerate the convergence of speeds.

• BFCC is implemented in the PDP, and extensive simulation experiments confirm that
this congestion control mechanism maintains high throughput and low latency with a
low buffer.

2. Motivation and Related Work

In recent years, various congestion control algorithms in data centers have been
proposed by researchers in order to alleviate network congestion and enhance network
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transmission performance [2,6,13]. In this section, we delve into the limitations of previous
work and provide an overview of the design features of our proposed scheme.

2.1. Congestion Control in Data Centers

The complex network environment in data centers has posed a substantial challenge
for traffic management. Researchers constantly introduce new techniques, resulting in the
proposals of various congestion control schemes. In the concrete implementations, these
schemes rely on end-to-end feedback loops. The sender adjusts the sending rate based on
the congestion feedback signals. Regardless of the type of congestion signal (e.g., ECN,
RTT, INT), the sender must wait at least 1-RTT to receive the feedback [2,14].

DCTCP [15] is the first to design a dedicated congestion control protocol for data
centers, which uses the ECN as a feedback signal and greatly reduces the transmission
delay transmission latency. Based on DCTCP, D2TCP [16] introduces a flow deadline factor
to prevent urgent flows from missing the final deadline. In contrast, ICTCP [17] implements
a congestion avoidance mechanism on the receiver side, unlike DCTCP and D2TCP. The
available remaining bandwidth is used to dynamically resize the receive window in real
time to regulate TCP throughput and avoid network congestion. DCQCN [18] is an
improved scheme based on DCTCP and QCN [19]. It detects congestion based on buffer
size. The sender reduces the sending rate based on the congestion information fed back
from the receiver. DCQCN is primarily designed as a rate-based congestion control scheme
for initiating remote direct memory access (RDMA) communication in data centers. There
are other options for detecting congestion through ECN marking, such as ECN* [20],
L2DCT [21], CEDM [22], and so on. The key to these methods is the selection of ECN
markings threshold [18,23].

Timely [24] used the RTT as a congestion signal to adjust the sending rate of senders.
This approach relies on the end-to-end RTT measurement and rate control and is mainly
used to enable RDMA in DCN. Swift [25] introduced a congestion control system that
classifies delay into endpoint delay and structural target delay. It employs different target
delays for different flows to enhance fairness. The requirement for hardware to accurately
measure the RTT is high in schemes where the delay is used as a congestion signal.

Poseidon [26] leveraged INT to solve multi-hop and reverse path congestion problems.
In addition, there exist congestion control methods based on different information. For
instance, FlexPass [27] relies on credit-based congestion control protocols. This type of
method usually requires the sender to send additional information or to redefine the process
of sending the packet, ultimately resulting in excessive bandwidth usage.

The main concern in an end-to-end congestion control scheme is the selection of
congestion signals. While a great deal of work has already been accomplished in the field
of congestion control, there are still significant challenges ahead. On the one hand, the
capacities of data center switches and link speeds continue to increase, requiring DCN to
be able to accomplish more and more small flows quickly. On the other hand, the buffer
capacity of the switch does not expand with the switch capacity. It makes it easier for
buffers to reach the limits of high-bandwidth links. These make the design of end-to-end
congestion control schemes more difficult. It is necessary to balance the transmission of
various types of traffic while ensuring low buffer occupancy of switches.

2.2. Traffic Management in Data Centers

Unlike the end-to-end congestion control schemes discussed in Section 2.1, flow control
places more emphasis on network traffic management. End-to-end congestion control deals
primarily with issues related to network congestion and fairness among competing flows.
Flow control is more localized and aims to prevent congestion and optimize resource
utilization on specific communication paths.

The priority-based flow control (PFC) [28] scheme operates as a per-hop per-flow
flow control mechanism. When a switch detects incoming packets exceeding the preset
threshold of a buffer, it sends a “Pause Frame” to the upstream, effectively halting further
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upstream traffic to prevent buffer overflow in the switch. However, the PFC scheme can
suffer from head-of-line (HOL) blocking and deadlock issues. More serious cases produce a
congestion-spreading phenomenon. In addition to this, there are some scheduling strategies
that prioritize short flows using switches, such as pFabric [29], Homa [30], and NDP [31].
These types of traffic scheduling schemes do not inherently reduce buffer occupancy and
may potentially fill up the buffer.

As the technology continued to develop, Cheng et al. revisited the congestion man-
agement architecture from another perspective and proposed the photonic congestion
notification (PCN) [32]. PCN introduces a new congestion detection and identification
mechanism. If 95% of the packets received during a congestion notification packet (CNP)
generation period are marked as ECN, the flow is considered congested. PCN is the first
scheme to handle congestion from the standpoint of identifying congested flows. Subse-
quently, the ternary congestion detection (TCD) [33] scheme was proposed to redefine the
state of the switch port as congestion, non-congestion, and undetermined. The transition
between ternary states can be detected by observing the evolving transmission patterns and
queue lengths in switches. TCD accurately detects congested ports and identifies congested
and undetermined flows. Both PCN and TCD handle congestion more accurately by intro-
ducing congestion signaling at the flow level to enhance network performance and fairness.
However, they still rely on the traditional sender-driven rate reduction mechanism, which
requires at least 1-RTT for the rate to converge to the speed of the adapted link.

Goyal et al. proposed BFC [2], a protocol for per-hop per-flow flow control. BFC
calculates a pause threshold based on the occupancy of the active flows at the switch port.
It allows the upstream to adjust the flow transmission by pausing or resuming based on
downstream congestion conditions. However, methods like BFC and PFC that directly
suspend the transmission of upstream traffic tend to be too aggressive. It can lead to the
accumulation of queues and the spread of congestion. To some extent, it also affects the
throughput of congested flows.

In a per-hop per-flow flow control scheme, the upstream switch implements congestion
control in a one-hop RTT instead of an end-to-end RTT. The faster response time allows the
upstream switch to act quickly compared to end-to-end congestion control. The research
challenge is to effectively manage the buffer queues of the switches and design complex
flow control policies. The PDP effectively addresses these issues. With the help of PDP,
it is possible to rapidly and comprehensively reconfigure processes like packet parsing
and forwarding in the network, achieving true programmability across all devices in the
network [7,9,26]. This enables the on-demand management of switch buffers, leading to
precise flow control to alleviate network congestion.

This congestion control strategy ensures the efficient use of network resources and
reduces wasted bandwidth by providing precise per-flow control. When the network
experiences congestion problems, per-hop per-flow flow control can quickly slow down
or stop the transmission of congested traffic to congested nodes without affecting other
non-congested flows. Responding to congestion in time can prevent packets from being
excessively queued on the switch, thus reducing the end-to-end latency. In addition, rate
control is combined with flow control. The switch adjusts the transmission rate as soon as
it receives a congestion signal from downstream. The rate control of the switch is added
to the flow control mechanism, and the congestion problems can be solved more flexibly
and quickly.

3. Congestion Detection and Identification

Congestion detection is a crucial step in flow control. Only after detecting congestion
can we further identify the flow affected by congestion and then adjust the transmission
rate of the flow. In this section, we observe changes in the switch buffer and design a
congestion detection and congested flow identification scheme.
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3.1. Observations and Insights

In DCN, the PDP enables efficient packet processing and traffic management. Pro-
grammatically defining the processing logic of the data plane enables flexible deployment
and management of network functions. P4 [34] is used as a domain-specific programming
language to program the data plane. P4 can flexibly define various packet processing and
forwarding logics and enables the programmable switches to more flexibly process and
make decisions about packets, thus realizing fine-grained and efficient packet process-
ing [35]. It is possible to obtain various information about packets passing through the
current switch using P4, such as ingress and egress timestamps, ingress and egress port
numbers, enqueue and dequeue depths, and so on.

Among them, queue delay and queue depth are two signals that react to network
congestion. In the PDP, when a packet enters the queue for the first time, the packet queue
depth (enq_qdepth, in units of the number of packets) can reflect the number of packets
waiting to be processed in the switch queue. The packet queue delay is the time spent by
the packet in the queue (deq_timedelta, in microseconds). The queue delay can be used to
evaluate the processing power and efficiency of the switch.

The queue depth reflects the number of packets waiting to be processed in the queue
but does not directly reflect the queue delay or transmission delay of the packets. In
some cases, there may be a large transmission delay, even if the queue depth is small.
This may affect user experience and application performance. Therefore, we observe the
relationship between them through experiments to provide design concepts for congestion
detection methods.

To observe the relationship between queue delay and queue depth, we perform
simulation tests under the topology shown in Figure 1. It contains three senders and one
receiver. The link bandwidth is set to 10 Mbps, and the sending rate is set to 1000 pps. The
marking threshold is set, and the packet marking is observed based on the queue depth.
Switch 3 is the node where three flows share the buffer queue. Therefore, the experiment
focuses on observing the changes in the buffer queue of Switch 3, as shown in Figure 2.
When the switch processes about 200 packets, the queue depth grows dramatically. The
switch buffer is filled quickly and kept in a high queue state, as shown in Figure 2a. Traffic
A from Sender 1, Traffic B from Sender 2, and Traffic C from Sender 3 are all marked as
congested, as shown in Figure 2b.

Sender2 Sender 3

Switch 2

Sender1

Switch 1

Receiver

Switch 3

Figure 1. Topology of the experiment. The colored lines show paths that differ from different
traffic groups.

This experiment shows that there is indeed congestion at Switch 3. Without comparing
congestion with the other two switches, it is uncertain if there is a problem with multiple
congestion points. The relationship between queue depth and queue delay is unknown.
Based on these two issues, a new experiment is designed.

The test scenario is adjusted to have the link bandwidth set to 1 Mbps, and the sender
sends traffic to the receiver at a rate of 500 pps for 10 s. The queue depth and queue delay of
the packets are captured, and the buffer information of Switch 1 and Switch 3 is observed, as
shown in Figure 3. The buffer information of the packet passing through Switch 1 is shown
in Figure 3a, and the buffer information passing through Switch 3 is shown in Figure 3b.
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When congestion occurs on a network device, the number of packets in the queue increases,
resulting in an increase in queue delay. Excessive queue delay usually indicates insufficient
processing power of the network device or insufficient network resources.
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Figure 2. In congestion scenario, queue lengths and packet marking in the switch. (a) Queue length
in switch; (b) Packet marking in switch.
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Figure 3. The buffer situation of the switches. (a) Switch 1; (b) Switch 3.

In order to compare the congestion in response to the queue delay between differ-
ent switches, the cumulative distribution function (CDF) of the queue delay of different
switches is plotted, as shown in Figure 4. Using PDP to read the packets passing through
the switch, it can be seen from the figure that the packets in the buffer have accumulated,
and the queue delay has increased. When multiple flows pass over the link, Switch 3
is more prone to congestion, and the degree of congestion is more severe, with Switch
1 having the next highest degree of congestion and Switch 2 having the lowest degree
of congestion.

Various problems arise in network nodes when traffic from different senders jointly
compete for bandwidth. The prerequisite for solving network congestion is to detect
congested nodes. Combining congestion signals such as queue depth and delay is more
effective than relying on a single signal for a congestion description. Therefore, it is
necessary to use the findings of the test experiments as a basis for further research.

0 20,000 40,000 60,000
Queue Delay
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D
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Switch1
Switch2
Switch3

Figure 4. CDF of the queue delay in Switches 1–3.
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3.2. Congestion Determination
3.2.1. Division of Congestion Degree

Detecting congestion with only a single signal of queue depth or queue delay can no
longer be adapted to complex network environments. To achieve more accurate congestion
detection, a combination of multiple congestion signals is required. By dividing congestion
into different degrees, the network can develop appropriate forwarding strategies based
on the degree of congestion to improve the efficiency and fairness of the network. From
the feedback results in Section 3.1, the queue delay in the PDP is also a signal that quickly
indicates the degree of congestion. Therefore, the congestion degree can be divided based
on queue depth and queue delay. The queue delay of the standard metadata for packets
(standard_metadata. deq_timedelta) reflects the time spent in the queue for the current packet.
The larger the value of queue delay, the more severe the congestion. Conversely, the smaller
the value, the lighter the congestion.

Previous research has typically focused on using RTT measurements to evaluate overall
end-to-end queue delays across multiple aggregation switches rather than examining
queuing conditions at a single switch. Unlike end-to-end RTT, deq timedelta reflects the
time it takes for a packet to pass through the current switch, which provides insight into
congestion at the current node. Focusing the congestion determination on a single node in
the network provides better information about the node. It is essential to accurately identify
congested nodes during traffic transmission. Corresponding measures can be taken in
a timely manner by accurately capturing congested nodes in order to optimize network
performance and provide a good user experience.

We use the standard metadata enq qdepth as a metric of congestion detection, which is
similar to the traditional ECN marking approach. We detect the congestion of the current
node by queuing time packet arrivals. Based on testing (as described in Section 3.1), we
found that about 40% of packet congestion is detected when the queue length threshold is
set to 15. This approach efficiently addresses the congestion problem in a small area while
maintaining low buffer characteristics.

In addition, we introduce the standard metadata deq timedelta to further divide con-
gestion into three degrees: mild congestion, moderate congestion, and severe congestion.
The current congestion degree is divided according to Tmin and Tmax, as illustrated in
Figure 5. Through extensive testing, we found that by setting Tmin to 80,000 and Tmax
to 150,000, approximately 40% of congestion is equally divided into the three degrees
mentioned above. This helps us treat different degrees of congestion fairly. To represent
the degree of congestion in a packet, we define a two-byte bit (meta.congestion degree) in
the packet metadata. The specific marking method is shown in Table 1. Analyzing the
collected packet data allows us to assess the current degree of congestion at the switches,
thus helping control network congestion more effectively. Different degrees of congestion
require tailored management strategies.

Mild Congestion Moderate Congestion Severe Congestion

Tmin Tmax

Figure 5. Division of congestion degree.

The advantage of dividing the congestion degree is that it provides a more accurate
congestion control mechanism, which improves network performance and stability. The
frequency of congestion feedback messages increases as the congestion degree is divided,
leading to frequent rate control changes. These increase the burden on the switch, reduce
the performance of the switch, and affect the stable transmission of network traffic. The
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three degrees of congestion were chosen to provide the switch with simple and clear
instructions, ensuring that the rate control for three degrees of congestion still maintains
a stable transmission of traffic. This approach helps determine the location and extent of
congestion, allowing for faster response and ultimately optimizing the performance of
the network.

Table 1. Marking method.

2 Bit Meaning

00 Non-congestion
01 Mild congestion
10 Moderate congestion
11 Severe congestion

3.2.2. Congested Flow Identification

Switch buffers handle traffic from different senders. When congestion occurs, pausing
or slowing down all flows affects the transmission of non-congested flows. Therefore, it is
necessary to identify the real-congested flow and adjust its transmission rate after dividing
the degree of congestion.

The ideal solution identifies a congested flow based on a hash of the flow identifier
(FID) for the flow five-tuple information, and the upstream switch reduces the delivery of
that flow. This option is theoretically feasible, but it is difficult to implement in practice. The
switch would need to record information about all passing flows and look up information
about congested flows, which would take up a lot of resources.

From another perspective, once the degree of congestion in the switch buffer is de-
tected, the percentage of packets per flow in the current queue is calculated to determine the
congested flow. To monitor queue occupancy at each point in time, we establish a register
on the switch to keep track of packets. This register records the number of packets coming
from different flows. Upon detecting congestion, the register is read to calculate buffer
occupancy in real time. The greater the percentage of packets from the same flow in the
buffer, the greater the contribution of that flow to the current congestion of the switch. The
real-congested flow can be identified by analyzing the percentage of packets in the queue.

Programmable switches provide different types of state objects to maintain the state
between packets, such as tables, counters, meters, and registers. Among these, registers
serve as one of the defining features of next-generation programmable switches, providing
a register memory accessible in the data plane for packets to read and write various states
at line rate. In the mechanism of identifying real-congested flows, a register serves as a
counting function with no more complex operations. Therefore, it does not affect the read
and write operations of the registers regardless of the state of the network.

4. BFCC

As a network switching device, a programmable switch has the ability to flexibly con-
figure and adjust switching rules to accommodate traffic demands. This feature enhances
data exchange and network management. A programmable switch receives and executes
network configuration, management, and flow control from the controller. Although the
primary function of a switch is to forward packets, the versatility of programmable switches
allows for the consolidation of other functions, such as rate control.

A switch-driven congestion control architecture is designed in which the switch is pro-
grammed using the P4 language to enable it to act as a sender and the congestion response
time is reduced from a 1-RTT to a one-hop RTT. This approach shifts the speed-down
operation from the endpoints to the switches, with the aim of alleviating the downstream
congestion in the shortest time possible.
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4.1. Structure Design

The basic composition of the BFCC scheme is shown in Figure 6 and mainly consists of
the following modules: virtual queue module, congestion detection module, backpressure
feedback module, and rate reduction module. (1) In the virtual queue module, the packets
from the same sender are divided into the same virtual queue, identified as the same group
of flows, and mapped to the FIFO queue in the switch buffer. (2) The congestion detection
module detects the congestion of the current node and identifies the congested flow based
on the queue packet occupancy. (3) The backpressure feedback module generates backpressure
feedback on the congested flow based on the congestion of the node and sends it upstream.
(4) The rate reduction module is composed of two parts: the admission control for the ingress
pipeline and the egress control for the egress pipeline.

Virtual 

Queue Moudle

Non-Programmable Traffic 

Mananger & Packet Buffer

Congestion 

Detection Moudle

Rate Reduction Moudle

High Priority Packets

Low Priority Packets

Admission Control

Egress ControlIncoming Packets

(from upstream)

Outgoing Packets

(to downstream)

Backpressure 

Feedback Moudle

(backpressure feedback packet)

(To upstream)
(From downstream)

(Backpressure feedback activates 

the rate reduction function)

= fake packet

= real packet

= fake packet

= real packet

Figure 6. The overall architecture of the BFCC.

Virtual queue module. This module introduces the concept of a virtual queue, which
does not hold any packet and does not have any effect on traffic. It is just a number that
increments as packets arrive and decrements as packets leave. Traffic from the same sender
is set to the same virtual queue, forming a group of flows. Each switch is the same virtual
queue division, using registers to record and update the number of packets in different
virtual queues.

Congestion detection module. The role of this module is to determine the level of
congestion in the current node and identify the real congested flow. The real-congested
flow ID is the virtual queue to which it belongs.

Backpressure feedback module. The key to bridging the two core modules of conges-
tion detection and rate reduction in this mechanism is the delivery of congestion informa-
tion. The method of generating backpressure information is to make use of the clone/mirror
packet feature in P4. This operation allows packets to be copied into a number of different
packet paths to enable functions such as network traffic monitoring and analysis.

The information about the congestion situation of the switch and the congested flow
is added to the header of the cloned packet, which evolves into a new packet carrying the
congestion information. However, since the programmable switch has to process a large
number of packets per second, if the feedback packets are generated in the above way for a
certain period of time, a large number of feedback congestion packets are generated in that
period of time, which aggravates the burden of the switch. Through the tests, we found
that congestion occurs by generating thousands of feedback packets, in which there are
consecutive packets carrying the same feedback information.

To solve this problem, we establish a dedicated register in the egress pipeline that
records/updates the feedback information each time. Before generating a new feedback
packet, the last feedback recorded in the register is compared. If it is different, a new
backpressure feedback packet is generated, and the register is updated. With this method,
we observe that the probability of generating a feedback packet is reduced by 70% compared
to the original, which greatly reduces the burden on the switch.
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Rate reduction module. This module is implemented through the collaboration of
two parts: the control of the ingress and egress pipeline. Unlike the sender side of the rate
reduction, the switch independently implements the traffic rate reduction by introducing a
“fake packet” to relieve the downstream node’s congestion more rapidly.

4.2. Rate Reduction Module

The module is implemented with the help of two collaborative parts, the control at the
ingress pipeline and the control at the egress pipeline, which are divided into two speed
reductions. The admission control at the ingress pipeline enables the management of the
classification of congested and non-congested flows, while the egress control in the egress
pipeline decides whether packets continue to be forwarded or not.

4.2.1. Admission Control

Traffic priority scheduling is a network traffic management method used to prioritize
different flows in order to correctly allocate bandwidth and resources in the network. By
setting flow priorities, the network can cater to critical applications, provide a better user
experience, and ensure that network services are fair and efficient. The priority queue is a
simple and straightforward traffic scheduling method that divides packets into different
queues based on their priorities. When transmitting packets, the device first queues out
the packets in the high-priority queue and then processes the packets in the low-priority
queue. This approach ensures a fast transmission of high-priority packets.

With the concept of priority scheduling, when receiving the backpressure feedback
information from the downstream, the switch immediately reacts and starts the scheduling
strategy. According to the idea of priority scheduling, the congested flows are classified as
low priority while the non-congested flows go to high priority. As illustrated in Figure 7, a
delayed sending of congested flows is achieved using high and low priority scheduling.
When the scheduling is enabled for later incoming traffic, the ingress packet is inserted into
a field called “state”, which is used to keep track of whether or not a slowdown has been
enabled, with 0 being “False” and 1 being “True”. In the switch traffic manager (TM), the
priority queue is equivalent to a black box, and the low-priority pair is the speed-down
queue. Traffic that contributes significantly to downstream congestion is classified upstream
into the speed-down queue, while other traffic is sent quickly into the high-priority queue
at the previous speed.

Assigning high priority ensures the faster forwarding of non-congested traffic, provid-
ing them with a higher bandwidth allocation, while low-priority traffic can be restricted
or adjusted according to network congestion to prevent congested flows from placing a
greater burden on the downstream traffic. With the help of this method, access control is
introduced in the ingress pipeline to perform the first speed reduction of congested flows,
with the specific algorithm outlined in Algorithm 1.

Virtual Queues Non-Programmable

Traffic Manager

High Priority Packets

Low Priority Packets

Backpressure 

Feedback 

P1

Pn

P2

…

 Packets from 

different flows State of the packet is “1”

P1

Pn

P2

…

Figure 7. Virtual queues and admission control at the data plane. This scheme achieves the first
speed reduction.
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Algorithm 1 Pseudo-code of the BFCC algorithm implemented at the ingress pipeline of
the PDP
Input: Packet p, Backpressure−Feedback−Packet bfp, Virtual−Queue vq;
Output: None
1: if b f p.congestion_degree != 0 and b f p.vq != 0 then
2: Set packet_state;
3: if p.vq==b f p.vq then
4: Set high priority;
5: else
6: Set low priority;
7: end if
8: else
9: Set high priority;

10: end if
11: Update register of the virtual queue to count packets.

4.2.2. Egress Control

Because of the introduction of the scheduling strategy, the sending of congested flows
is reduced, but the non-congested flows in the high-priority queue grab the bandwidth
and forward at high speeds, which does not alleviate the downstream congestion problem.
Therefore, on top of scheduling, we introduce a new control module before the packets are
sent out of the port.

The control module of the egress pipeline decides whether packets are forwarded
downstream or not and monitors the packets that are scheduled to be forwarded at the
ingress pipeline. The egress control module monitors the “state” field in the packet and trig-
gers the egress control policy if it is set to “True”. With flexible programmability, switches
can be customized and extended to achieve specific forwarding, filtering, processing, and
management functions.

Unlike PFC, which directly pauses queue transmission, there is no equivalent operation
in programmable switches. With the help of the idea of sender-side rate reduction in
congestion control, a rate reduction strategy is designed between the switches. The rate
reduction module is depicted in Figure 8. We define a register in the egress pipeline to
record the real packets forwarded downstream; when the set threshold is reached, a copy
of the packet (referred to as the “fake packet”) is cloned and continues to be forwarded
instead of the original while the original packet is retransmitted into the ingress pipeline.
Since the “fake packet” does not exist in the original flow, it is forwarded downstream
and discarded. By inserting fake packets, we can achieve the effect of rate reduction while
making full use of the bandwidth.

Ingress Pipeline TM Egress Pipeline

Recirculation

From Upstream To Downstream

= fake packet

= real packet

Figure 8. Egress control at the data plane. This scheme achieves a second speed reduction.

Recirculation. The switch has a dedicated internal link for recirculating, which does
not affect the queue length on the egress port. For example, if 1% of the packets need to be
cloned, the recirculation increases the bandwidth only by 1%; if each packet is cloned, the
volume of packets processed at the ingress is doubled.
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Programmable switches can process a large number of packets per second. By har-
nessing the robust computational capabilities of the PDP, the function of rate reduction can
be delegated to switches. After conducting extensive testing on this module, we reach the
following conclusions.

During mild congestion downstream, the upstream rate threshold is set to 9. This
means that for every 10 packets sent through the egress pipeline, 1 “fake packet” is inserted,
and the speed is reduced to 9/10 of the original. For moderate congestion, the threshold is
set to 3; the speed is reduced to 3/4 of the original. In the case of severe congestion, the
speed quickly converged to half of the original. And, when the sender receives a congestion
feedback packet from the switch, the reduced sending rate is the same as that of the switch.
The algorithm for the egress pipeline is shown in Algorithm 2.

Algorithm 2 Pseudo-code of the BFCC algorithm implemented at the egress pipeline of the
PDP.
Input: Packet p, Backpressure−Feedback−Packet bfp, Rate−Threshold RT, Tmin, Tmax,

CONGESTION THRESHOLD;
Output: None
1: // Detect congestion
2: if enq_qdepth > CONGESTION THRESHOLD then
3: if deq_timedelta <= Tmin then
4: Set mild_degree;
5: else if deq_timedelta > Tmin and deq_timedelta <= Tmax then
6: Set moderate_degree;
7: else
8: Set severe_degree;
9: end if

10: // Congested flow identification
11: Compute Max(queue_occupancy)
12: end if
13: Generate bfp;
14: // Secondary deceleration in upstream switch
15: if p.state is True then
16: if dequeued_packets > RT then
17: Clone;
18: Recirculate(p);
19: end if
20: end if

5. Evaluation

Simulations and tests were performed on a Mininet with a P4 switch simulator
(BMV2 [36]) to evaluate the performance of the proposed strategy. A comparison was
carried out between its performance and existing schemes to validate its feasibility.

5.1. Evaluation of Single-Receiver Topology
5.1.1. Experiment Settings

The comparison test was performed under the network topology of Figure 1, and the
experiment was divided into 3 groups of streams, with each sender belonging to the same
group of flows. The path of each group of flows is shown below.

• Sender Group 1 → Switch 1 → Switch 3 → Receiver
• Sender Group 2 → Switch 1 → Switch 3 → Receiver
• Sender Group 3 → Switch 2 → Switch 3 → Receiver

We compared BFCC with existing end-to-end congestion control schemes (e.g., P4QCN,
TCN, DCQCN). The comparison primarily focused on four performance metrics: (1) FCT
of single flow; (2) throughput; (3) RTT per packet; (4) queue length of the buffer.
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BFCC. BFCC implements switch-to-switch congestion control by detecting congestion
based on buffer queue depth and queue delay and identifying congested flows by analyzing
queue occupancy. The parameter for detecting congestion threshold was set to 15, with
Tmin = 80,000 and Tmax = 150,000.

DCQCN. DCQCN [18] uses ECN marking and end-to-end congestion control to
manage buffers on switches. To unify the test environment, we implemented DCQCN
on a P4-based Mininet, matching all the details in the original paper. DCQCN was used
as a comparison because it is still commonly used in today’s data centers. The specific
parameter settings were Kmin = Kmax = 11, g = 1/256, N = 50µs, and K = 55 µs.

P4QCN. P4QCN [37] is a flow-level rate-based congestion control protocol using ECN
marking policy to mark congestion and extends the QCN protocol to make it compatible
with IP routing networks based on the P4 framework. We implemented P4QCN and set
the parameters as suggested in the paper: Qp4QCN = Qmin = Qmax = 11, N = 5, β = 1, and
RAI = 5 Mbps.

TCN. TCN [38] is a time-based display congestion feedback control mechanism that
uses the waiting time of the packet rather than queue length, as a congestion signal; ECN
marking thresholds are computed based on the current packet’s delay. TCN is stateless as it
does not modify the state in the data plane by performing stateless transient ECN marking.

5.1.2. Experiment Results

Based on the findings in Section 3.1, it is learned that Switch 3 is the most prone
to congestion when three groups of flows compete at the same time. To evaluate the
simultaneous competition of three groups of flows, we set the link bandwidth to 10 Mbps
in the network topology shown in Figure 1, and each group of flows had a size of 1 MB
(with a packet size of 128 B) and concurrently sent traffic to receiver.

Figure 9 shows the comparison between BFCC and the other schemes in the metric
of throughput. It can be observed from the graph that the throughput of the congestion
control scheme can reach up to 600 kbps, and the average throughput was around 450 kbps,
which is better than the other three schemes. For the other three schemes combined with
the rate control at the endpoints, the throughput fluctuations were more obvious. BFCC
achieved rate adjustment between the switches, there was no sender rate reduction strategy,
and the overall throughput level was maintained at a high level.
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Figure 9. Throughput comparison of four schemes.

In the metric of buffer queue length, we focused on observing buffer changes under
congestion point number 3. We sampled the queue lengths in the switches and analyzed
their cumulative distribution. Figure 10 shows the CDF under the four schemes. The
differences between these schemes can be seen, where it can be observed that the BFCC



Future Internet 2024, 16, 131 14 of 19

mechanism is at a lower buffer queue length and guarantees a high throughput while
maintaining the low buffer characteristics. It can also be shown that the switch direct action
approach is slightly better than the endpoint control scheme.

0 20 40 60 80 100 120

Switch queue length(packets)

0.0
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0.8

1.0
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F

BFCC
DCQCN
P4QCN
TCN

Figure 10. Buffer queue length comparison.

In order to test the FCT under different scenarios, the link bandwidth was adjusted to
analyze the differences between different schemes. The link bandwidth was adjusted from
10 Mbps to 50 Mbps, 100 Mbps, and 200 Mbps, and the FCT was observed for three groups
of flows sent at the same time. As shown in Figure 11, with different link bandwidths,
the BFCC maintained the lowest FCT, which shows that the switch-to-switch congestion
control mechanism ensures high throughput and low latency with low buffer. In terms of
the overall FCT, BFCC achieves completion times 1.2–2× faster than other ECN schemes.
Because of the limitation of BMV2, the test could not simulate the high link bandwidth
in the real network, and the different bandwidths of 10 Mbps, 50 Mbps, 100 Mbps, and
200 Mbps were set for the metric of FCT in order to simulate the state of the link bandwidth
constantly changing in DCN. Through the results, it was observed that BFCC demonstrated
better experimental performance.
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Figure 11. FCT in the Switch 3 congestion scenario. Four different bandwidth settings are used to
compare the FCT of the four schemes.
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In addition to this, the RTT per packet was also compared, as shown in Figure 12. As
mentioned in Section 4.2, the design of the BFCC mechanism involves the recirculation of
packets, which can lead to slightly higher RTT for some packets, but overall, it is still low
and stable. From this, it can be seen that using collaboration between switches to solve the
congestion problem is faster than two-point architecture (endpoint-switch) and three-point
architecture (endpoint-switch-endpoint).
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Figure 12. Comparison the RTT per packet.

According to the tests conducted in Section 3.1, it is known that in addition to Switch
3 being the most congested when three groups of flows compete at the same time, Switch
1 has two groups of flows sharing the buffer. Other scenarios were set up to evaluate the
competition between Group 1 flow and Group 2 flow at Switch 1. At a bandwidth of 10 Mbps,
the Group 2 flow changed from the previous 1 MB to 2 MB, 4 Mb, and 8 MB, and the Group 1
flow remained at 1 MB. Analyzing the FCT of Group 1 flows under the influence of Group 2
flows, Figure 13 illustrates that BFCC of Group 1 flows experienced the shortest completion
time during the competition, significantly enhancing the flow completion rate.
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Figure 13. FCT for Group 1 flows competing with different large Group 2 flows.
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5.2. Evaluation of Two-Receiver Topology

We changed the topology as shown in Figure 14, which consists of three senders, four
BMV2 switches, and two receivers. Sender 1 and Sender 2 send traffic to Receiver 1; Sender
3 sends traffic to Receiver 2. The link bandwidth was 10 Mbps, and the traffic size was
1 MB. The parameter settings of BFCC, DCQCN, P4QCN, and TCN were the same as in
Section 5.1. High throughput and low latency are two important goals in DCN. Therefore,
we evaluated the four schemes mainly in terms of two performance metrics: throughput
and FCT.

Sender2 Sender 3

Switch 2

Sender1

Switch 1

Switch 3

Switch 4

Receiver 2Receiver 1

Figure 14. Two-receiver topology.

We compare the throughput of traffic sent to Receiver 1 and Receiver 2, as shown in
Figure 15. For the throughput of the traffic destined for Receiver 1, the throughput of the
BFCC scheme is above 300 kbps and more stable. The throughput of DCQCN is less than
300 kbps, which maintains the throughput at 200 kbps. The throughput of the P4QCN
scheme is around 250 kbps. The TCN scheme is also not as good as the BFCC. As for the
traffic sent to Receiver 2, the BFCC scheme best represents the stability of the traffic, with
throughput maintained at 200 kbps. Overall, the congestion control scheme proposed in
this paper is based on per-flow management. Thus, the flows on both links maintain high
throughput without affecting each other.
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Figure 15. FCT in the two-receiver topology.
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The link bandwidth was changed from 10 Mbps to 50 Mbps, 100 Mbps, and 200 Mbps,
and the FCT of the three flows was observed, as shown in Figure 16. The BFCC scheme
always maintained the lowest FCT at different link bandwidths. Specifically, the FCT of
BFCC was reduced by about 44.7% compared to DCQCN. The FCT of BFCC was reduced
by about 39.8% compared to P4QCN. Meanwhile, the FCT of BFCC was reduced by 44.1%
compared to the TCN scheme. Essentially, BFCC ensures high throughput and low latency.
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Figure 16. The throughput of Receiver 1 and Receiver 2.

6. Conclusions

This article introduces a congestion control mechanism based on backpressure feed-
back, which divides congestion into different degrees, identifies real-congested flows by
recognizing the occupancy of buffer queues, and generates the backpressure feedback ac-
cordingly. Meanwhile, the rate control on the switch is designed to achieve precise control
of each flow group. In comparison to existing end-to-end congestion control schemes under
two network topologies, switch-to-switch congestion control enhances throughput and
significantly reduces transmission delay. The feasibility of the strategy is also demonstrated
by implementing it on Mininet with BMV2. In future work, the approach will be validated
in a real network environment.
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