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Abstract: Image perception of tourism destinations plays an important role in destination marketing
and management. Considering that long-distance feature information of travel review text is difficult
to capture and local key information is ignored, BiLSTM and CNN are improved to propose a
travel text classification method based on BERT-BiLSTM-CNN-Attention hybrid neural network
model. Taking Sanya City as the research object, we adopt the emotion classification and content
analysis methods and construct the tourism destination image perception analysis framework based
on the “cognitive-emotional” three-dimensional model, providing a research perspective for the
sustainable development of tourism in Sanya City. The results show that the accuracy of the proposed
model reaches 93.18%, which is better than other models. Tourists’ perception of destination image
includes four aspects: tourism resources, tourism environment perception, tourism infrastructure
and supporting services, as well as tourism activities. Positive emotions dominate emotional image,
and negative emotions are mainly focused on tourism infrastructure and supporting services. On
the overall image perception, tourists have a high evaluation of the tourism image of Sanya City.
This research has some implications for tourism destinations, such as improving their management
programs, enhancing their marketing strategies, and achieving long-term sustainable development of
their destinations.
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1. Introduction

Sanya is one of China’s four first-line tourist cities, and it is China’s only international
tropical coastal tourist resort, with the “Oriental Hawaii” reputation. Analyzing tourists’
perception of Sanya’s tourism image through tourist-generated information provides a cer-
tain reference for the long-term development of Sanya tourism. Tourism destination image
is the overall perception of tourists to the tourism destination, is the tourists’ views, impres-
sions, and emotional expression of the tourism destination, which has a very important
significance and value for the promotion and marketing of the tourism destination [1]. It
includes three aspects: cognitive image, emotional image, and overall image [2]. Cognitive
image refers to the tourist’s perception and impression of the natural, social, cultural, and
other characteristics of the tourist destination, which is the objective cognition formed by
the tourist through various sources of information and personal experience. Emotional
image refers to the emotional response and attitude of tourists to the cognitive image of
the tourism destination, which is tourists’ subjective feeling and evaluation. Overall image
refers to the comprehensive reflection of the cognitive image and emotional image of the
tourist destination, which is the overall impression and tendency of the tourist destination.
Understanding destination images is pivotal for influencing potential tourists’ decisions
and providing valuable insights to tourism product and service providers. By grasping
tourists’ preferences and needs, destinations can develop effective marketing strategies
to enhance their competitiveness in the global tourism market. This broader perspective
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transcends specific locales like Sanya, reflecting the universal significance of destination
image management in international tourism.

Understanding the methodologies used to analyze visitor perceptions becomes imper-
ative in this context. The authenticity and accessibility of tourists’ user-generated content
(UGC) make it directly affect the shaping of the image of tourist destinations and tourists’
decision-making behaviors, and it also becomes an important source of data for the re-
search on the image of tourist destinations, which can help researchers to more accurately
understand tourists’ needs and perceptions of the destinations and to obtain the cognitive,
emotional, and overall image of the destinations by tourists. Image is the vitality of a tourist
destination, which directly affects tourists’ decision-making behavior and satisfaction. Only
by paying attention to the image perception of tourists can tourist attractions continuously
improve their satisfaction and thus obtain sustainable development. The collection and
mining of big data have greatly promoted the development of tourist destinations, and
social media mining and sentiment analysis have better understood the needs of tourists,
providing a reference for image shaping, product design, and marketing promotion of
scenic spots.

However, previous research on the analysis of emotional images in the image percep-
tion of tourism destinations has primarily adopted the content analysis software analysis
method (ROST CM6) [3], the emotion dictionary analysis method [4], and the machine
learning analysis method [5]. While these methods have their merits, they lacked the
mining of the emotional information of tourism destinations for the online text, as well as
the adjustment and optimization of the image of tourism destinations based on the results.
The processing of text semantics using the content analysis software ROST is relatively
simple and does not adequately reflect the useful information of tourist comments. The use
of the sentiment dictionary analysis method has the problem that some of the vocabulary
expressions of tourist destinations cannot be reflected. In contrast, the machine learning
analysis method can more accurately identify the important information in a large amount
of tourist review texts. Deep learning, as a branch in the field of machine learning, is capable
of acquiring high-level features from data, digging deeper into the perceived elements of a
destination’s image, and focusing on the deeper information behind the emotional changes
of travelers when experiencing a destination. Currently, scholars have paid attention to
the application of deep learning models such as LSTM [6], Bert [7], and CNN [8] on image
perception of tourist destinations and confirmed the advantages of deep learning models
in processing tourist review texts. Tourism review texts may contain content unrelated
to the destination image, which may affect our understanding of the destination image,
which will be a difficulty and a challenge when we study the destination image. When
the tourism network text is long, the long-distance information will be weakened, and
the already existing research did not consider the tourism review text has the problems of
long-distance feature information is difficult to capture, ignoring the local key information,
and ignoring the strength of the sentiment feature words, which results in the low accuracy
of the sentiment classification.

In order to more accurately analyze the sentiment tendency of tourism review texts,
this paper improves CNN and BiLSTM and introduces the attention mechanism to deeply
mine the key information that tourists’ image perception focuses on. A combined BERT-
BiLSTM-CNN-Attention deep learning sentiment classification model is proposed for
tourist destination review data sentiment classification. The model uses Bert to transform
text into word vectors and perform preliminary feature processing. The deep text feature
extraction classification module utilizes the BiLSTM-CNN network to extract contextual
deep features and local key information. Then, each word is weighted and summed
by the attention mechanism to get the final feature vector of the text, and finally, the
classification result is obtained by Softmax. Based on the UGC data, this paper conducts
systematic research on the image perception of the Sanya tourist destination using the
BERT-BiLSTM-CNN-Attention deep learning algorithm and content analysis method from
the three aspects of knowledge image, emotion image, and overall image, respectively,
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so as to provide a reference for the management and marketing of Sanya city and other
tourist cities.

The significant contributions of this work are as follow:

1. We develop a sophisticated deep learning model that combines BERT-BiLSTM-CNN-
Attention for sentiment classification, allowing for bidirectional text learning and
capturing high-level semantic and contextual features. Our approach leverages BERT
embeddings for pre-processing and incorporates a self-attention layer to highlight
impactful words;

2. The deep learning method constructed in this paper can be used as an interface
between big data analytics and tourism management theory to provide a systematic
theoretical framework for tourism destination research;

3. Textual content analysis can help researchers understand the potential causes of
tourists’ negative emotions and provide a strong guide to improve the tourism experi-
ence and enhance the attractiveness of destinations, thereby promoting sustainable
tourism development;

4. Our hypothetical model demonstrates significantly better performance than the base-
lines in experimental evaluation.

The rest of the paper is structured as follows: Section 2 reviews related work. Section 3
proposes a sentiment classification method based on BERT-BiLSTM-CNN-Attention hybrid
neural network model. Section 4 applies our methodology to sentiment analysis for Sanya.
In Section 5, we discuss the results. Section 6 concludes the paper.

2. Literature Review
2.1. Tourism Destination Image Perception

Destination image is one of the hottest topics in tourism research, with Hunt pioneer-
ing the basic concept of the perceived image of a destination in 1975, being the first to
demonstrate its importance for increasing the number of tourists to a destination [9]. Three
theoretical models with a certain progression have been developed: the “attribute-whole”
model (1991), the “cognitive-emotional-intentional” model (1994), and the “cognitive-
emotional-whole” model (1999).

Echtner et al. [10] proposed the “attribute-whole” model, suggesting that the desti-
nation image consists of attribute- and ensemble-based parts. The former refers to per-
ceptions of destination characteristics, and the latter refers to mental intentions towards
the destination. The model does not address the emphasis on the affective component.
Gartner [11] proposed the “cognitive-emotional-intentional” model, compared with the
“attribute-whole” model; the model incorporates emotional evaluation, believing that the
destination image is composed of cognition, emotion, and intentionality and that the three
interact with each other, constrain each other and coordinate each other. As the research pro-
gressed, Baloglu et al. followed up by proposing for the first time a “cognitive-emotional”
three-dimensional model of destination image [2]. The model suggests that the perceived
image of a destination is composed of a three-dimensional structure of cognitive, affec-
tive, and holistic images. While cognitive image focuses on functional information and
affective image emphasizes emotional connection, overall image integrates both cognitive
and affective dimensions [12] and is a holistic perception of the destination [13]. Tourists’
perception of destination image has a crucial impact on tourism [14], and the favorable
perception of destination image affects tourists’ willingness to visit tourist attractions [15].
Ageeva et al. [14] found that good destination image increases tourist inflow from both
supply side and demand side perspectives. The “cognitive-emotional” three-dimensional
model provides a more systematic framework for understanding destination image, which
helps to deepen the understanding of destination image perception and provides more
accurate image-building strategies for tourism operators. Some scholars [16–18] have also
verified the reasonableness and applicability of this model. In view of this, this paper is
based on the “cognitive-emotional” three-dimensional model used to study destination
image perception.
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2.2. Research Methodology of Tourism Destination Image

Tourism destination image research methods are generally categorized into qualitative
and quantitative studies [19]. Qualitative research methods are based on the collection of
tourists’ evaluations and perceptions of tourist destinations as research data, and most
of them use grounded theory or in-depth interviews, etc. Kim [20] obtained a model of
local food consumption in tourist destinations from a qualitative study of 20 respondents
through grounded theory. Lee used a questionnaire survey to analyze tourists in five
destinations in Shanghai to conduct a study on tourist satisfaction from the perspective
of sustainable tourism [21]. With the development of the Internet, some scholars combine
grounded theory and content analysis methods to carry out research. Li Ting et al. used
content analysis and grounded theory methods to study the destination image of the Wutai
Mountain scenic area through online comments to explore the post-trip image perception of
tourist destinations and its mechanism [17]. However, the development of the big data era
has prompted more and more scholars to prefer quantitative analyses of such problems [22].

Among the quantitative research methods, most of them adopt the structural equation
model [23], meta-analysis [24], IPA analysis [25], and content analysis [26] to explore the
issue of tourism destination image. Lam et al. collected 342 surveys of travelers in Kuala
Lumpur, Malaysia, used the structural equation model analysis method to obtain the impor-
tant determinants of the platform co-creation experience, and proposed ways to enhance
the image of the tourism destination [27]. Afshardoost et al. used meta-analysis to explore
the relationship between destination image and tourist behavioral imagery [28]. Boley
et al. adopted IPA analysis to explore residents’ perceptions of sustainable tourism [29].
Garay adopted content analysis to explore the nature of cognitive and affective attributes
in tourism destination image [30]. The above methods obtain a quantitative evaluation by
selecting evaluation attributes and obtaining quantitative data on the image of the tourist
site through mathematical statistics, which has the advantages of being controllable, intu-
itive, and convenient for statistics and comparisons [31]. Maldonado-López et al. used a
combination of qualitative and quantitative methods to analyze the perception of the image
of cross-border sustainable tourism destinations in peripheral areas and obtained the key
elements that contribute to their development [32]. In addition, factor analysis [33], image
recognition methods [34], user-generated content (UGC) based mining, and geographic
information mining frameworks [35] have also been widely used in tourism destination
image mining and analysis research. The digital economy generates massive amounts of
authenticity data from tourists that can naturally capture and portray users’ emotions and
opinions. In view of this, this paper uses UGC data to mine and analyze the image of
tourist destinations.

2.3. Research on Text Sentiment Analysis Techniques

In the context of the big data era, the large number of comments posted by tourists
on the Internet platform provides a huge amount of raw, fragmented information for
research, and with the help of online text analysis technology, it can effectively bring
into play the advantages of qualitative research in the observation of information and
in-depth analysis, and at the same time, it can also highlight the advantages of quantitative
methods of processing text data such as machine learning and deep learning algorithms [36].
Three main methods currently commonly used for text sentiment analysis are Sentiment
Dictionary, Machine Learning, and Deep Learning.

Sentiment lexicon-based text analysis uses a pre-constructed sentiment lexicon to
determine a text’s sentiment tendency and intensity [37]. The adoption of the sentiment
lexicon approach can accurately capture the unstructured features of the text [38], which
is easy to analyze and understand, but there are still some shortcomings in this approach.
Machine learning is more accurate for sentiment analysis compared to sentiment lexicon-
based analytics, reflecting greater scalability and reusability. The core idea of machine
learning is to train a model with given data and make predictions of outcomes from that
model. Common machine learning algorithms include Support Vector Machines (SVM) [39],
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Naive Bayes (NB) [40], and Random Forests (RF) [41], etc. The classification effect of the
method, however, depends on the quality of the dataset, while building large-scale, high-
quality datasets requires high labor costs, whereas deep learning algorithms do not require
human intervention.

Deep learning algorithms have been widely used in the field of text analysis in re-
cent years, and learning through multi-level neural networks has overcome the limita-
tions of machine learning to a certain extent [42]. Commonly used deep learning mod-
els include Recurrent Neural Networks (RNN), Convolutional Neural Networks (CNN),
Long Short-Term Memory Networks (LSTM), Transformers, and Attention mechanisms.
Rani et al. [43] used a CNN model for sentiment analysis of movie reviews, which out-
performed traditional learning methods and achieved 95% accuracy. Arshed et al. [44]
proposed a deep learning-based LSTM model for sentiment classification of text related to
COVID-19 with a model accuracy of 71.1%. Rehman et al. [45] proposed a hybrid LSTM
and CNN model for improving the accuracy of sentiment analysis of movie reviews, and
the results show that the proposed hybrid CNN-LSTM model outperforms traditional
deep learning and machine learning techniques for sentiment classification. Google Inc.
proposed the BERT [46] pre-training model in October 2018, which is a major breakthrough
in the field of NLP. Duan et al. [47] used Bert instead of Word2vec extracted word vector as
the model input, improving text classification’s effect. Cao et al. used the Bert model to an-
alyze the sentiment of online reviews of nine attractions in Melaka, and the results showed
that the BERT-based deep learning approach can obtain improved sentiment predictive
performance [7]. Deep learning-based models have significant advantages over the first
two approaches in that they can process complex, large-scale information more efficiently.
However, many of these models are poorly interpretable. A better understanding of the
theoretical aspects of these models will help develop better models for various text analysis
scenarios, which is a major direction for future research [42].

3. Data and Method

Under the background of the Internet, the OTA platform contains a huge amount
of textual comments on the image of tourist destinations. In this study, a text sentiment
classification model based on BERT-BiLSTM-CNN-Attention is proposed based on the
Ctrip travel OTA platform review data, as shown in Figure 1. The analytical process is
divided into five steps: (1) data collection, (2) data pre-processing, (3) building the BERT-
BiLSTM-CNN-Attention model, (4) comparative result analysis in different models, and (5)
sentiment analysis based on this model.

3.1. Data Collection and Pre-Processing

Sanya City has abundant tourism data and information resources, and researchers can
relatively easily access relevant data for in-depth study. This data availability and research
feasibility help ensure the study’s reliability and practicality and improve the results’
applicability. In the context of considering sustainable development, Sanya City, as a typical
representative of China’s tropical tourism development, is characterized by geographical,
climatic, and tourism resource characteristics that are somewhat universal. Therefore,
through the study of tourism in Sanya City, some generally applicable laws and trends can
be revealed, which are of great significance in understanding and promoting the sustainable
development of global tropical tourism. In order to obtain the image perception of Sanya
City tourist destination, this study selects five popular tourist attractions in Sanya City: Lost
Space Aquarium at Atlantis Sanya, Cape Haijiao in Sanya, Wuzhizhou Island, West Island,
and Sanya Yalong Bay Tropical Paradise Forest Park. This article’s online review text data
comes from Ctrip, China’s largest online travel operator. The “Bazhuayu v8.6.7” software
is used to crawl the review data of these attractions on https://www.ctrip.com/ (accessed
on 1 January 2023) for the year 2023, and each comment includes a user name, review
content, score, review time, place, and number of thumbs up. The data were processed by

https://www.ctrip.com/
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de-duplication, deletion of missing values, deletion of invalid characters, etc., and finally, a
total of 13,001 valid comments were obtained (Table 1).
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Table 1. List of tourist attractions.

Tourist Attraction Number of Comments Proportion

Lost Space Aquarium at Atlantis Sanya 2966 22.81
Cape Haijiao in Sanya 2029 15.61

Wuzhizhou Island 2747 21.13
West Island 2455 18.88

Sanya Yalong Bay Tropical Paradise Forest Park 2804 21.57
Total 13,001 100

The sentiment polarity of the raw data was initially labeled according to the rating
values: comments with a score of 4–5 were initially identified as positive and labeled as
“1”; comments with a score of 1–2 were initially identified as negative and labeled as “0”;
comments with a score of 3 are initially considered neutral and are not labeled at this time.
The experimental data were obtained from online reviews of traveling in Sanya City on



Sustainability 2024, 16, 3464 7 of 21

the Ctrip website. A portion of it is selected as the experimental dataset, which contains
12,157 comments, of which 6125 are positive and 6032 are negative. The dataset was divided
into training and testing sets according to the ratio of 8:2, and part of the travel review
data is shown in Table 2. Word segmentation was performed with the Jieba segmentation
package in Python, using the HIT stop word list to stop words and filter out stop words
such as “we”, “the”, “this,” and punctuation. After the above processing, a higher-quality
text corpus is obtained, thus improving the classification effect. The cleaned data and class
labels are stored in CSV files for subsequent sentiment classification experiments. Finally,
the combined BERT-BiLSTM-CNN-Attention deep learning model proposed in this paper
is used for sentiment classification to obtain positive and negative comments.

Table 2. Sample data on tourism reviews.

Label Comment Text Content

0 Very disappointing, the environment and equipment as well as the animals are very poor.
0 Not fun, too expensive tickets, too many people, not recommended.
1 The natural environment is superb, ecological first class, great place!
1 It’s worth going over again, the ocean is beautiful and the island food is good.

3.2. BERT-BiLSTM-CNN-Attention Model Design

In existing research, the challenge of capturing long-distance feature information,
adequately addressing local key information within tourism review texts, and accurately
highlighting the intensity of emotion feature words to capture the core content of tourists’
emotions has often been overlooked. Recognizing these gaps, this study proposes a new
fusion deep learning model. The overall architecture of the proposed model is shown in
Figure 2.
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The model has six layers: input layer, BERT layer, CNN layer, BiLSTM layer, attention
mechanism layer, and output layer. Firstly, the input text sequence of travel reviews
is encoded using the BERT model to obtain a vector representation of each word while
preserving the contextual information of the text. Then, Bert’s output is used as input
to CNN, and the text is feature extracted by multiple convolutional kernels of different
sizes to obtain local features at different scales. Next, the output of the CNN is used as the
input to the BiLSTM, and the sequence modeling of the text is performed by a bidirectional
recurrent neural network, which yields a bidirectional semantic representation of each
word while capturing the long-distance dependencies of the text. Finally, the output of
BiLSTM is used as the input of Attention, and the importance of each word is weighted
and fused through the attention mechanism to obtain the final feature vector of the text,
which is fed into the fully connected layer and the output layer, and the classification result
of the text is obtained through Softmax.
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3.2.1. Bert

BERT [46] is a pre-trained language representation model for natural language pro-
cessing. It can calculate the interrelationships between words and extract key features in
the text by adjusting the weights. Using the self-attention mechanism for pre-training and
building deep bidirectional representations by fusing left and right contexts. Compared to
previous pre-trained models, BERT captures real contextual information more effectively
and learns associations between successive text segments. The model pre-training structure
is shown in Figure 3.
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E1, E2, . . ., EN indicate the word input in the text. After being processed by the bi-
directional Transformer encoder, the comment text T1, T2, . . ., TN are transformed into
vector representations, which are mainly implemented by the Transformer encoder. By
pre-training on the task, the BERT model measures the training corpus to accurately
capture the word-learned features in the vector representation trained by the BERT model.
Specifically, denoted as Wi = (ωi

1, ωi
2, . . . , ωi

n), where Wi denotes the vector matrix of the
ith sentence, and ωi

j denotes the vector representation of each word, n denotes the maximum
sentence length.

3.2.2. BiLSTM

LSTM is consistent with typical RNN frameworks, but it uses a different approach to
compute the hidden state, thus solving the problem of gradient vanishing in RNN. The
LSTM consists of a series of repeating memory cells, each containing three neural gates
with different functions: input gate, forget gate, and output gate. Below is the process by
which these gates adaptively remember the input vectors, forget the previous histories, and
generate the output vectors.

it = δ(ωi · [ht−1, xt] + bi) (1)

ft = δ(ω f · [ht−1, xt] + b f ) (2)

c̃t = tanh(ωc · [ht−1, xt] + bt) (3)

ct = ft ∗ ct−1 + it ∗ c̃t (4)

ot = σ(ωo · [ht−1, xt] + bo) (5)

ht = ot ∗ tanh(ct) (6)

In the formula, it, ft and ot denote the input gate, oblivion gate and output gate, ω f , ωi
and ωo denote the weight matrices, b f , bi and bo denote bias terms, ht denotes the hidden
state vector at moment t.

In order to improve the accuracy of the prediction results, the output at the current
moment may need to take into account inputs from several previous states and several
future states. Therefore, a bidirectional recurrent neural network (BiLSTM) is proposed.
It compensates for the problem of LSTM’s lack of access to future contextual information.
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With the bi-directional structure of BiLSTM, the model is able to understand and exploit the
spatio-temporal information of the sequence data in a more comprehensive way, improving
the ability to model complex relationships. The hidden state ht of BiLSTM at moment t

contains forward
→
ht and backward

←
ht as shown in Equations (7)–(9):

→
ht =

→
LSTM(ωt) (7)

←
ht =

←
LSTM(ωt) (8)

ht = [
→
ht;
←
ht] (9)

3.2.3. CNN

CNN uses convolutional kernel sliding to collect sentence information to extract fea-
tures and then completes text classification using the extracted local features, which usually
include the input, convolutional, pooling, and full connection layers. CNN networks have
a simple structure and can quickly extract local features in text. The convolutional layer
aims to extract the data features of the input corpus, which is computed as shown in
Equation (10), and finally, the new feature hd

i is obtained.

hd
i = f (ωdVi + bd) (10)

In Equation (10): f is the ReLU activation function; ωd is a convolution kernel of size
d; Vi is the word vector of the input layer; bd is the bias term.

The input word vector Vi is feature extracted by setting the convolution kernel, and
the sliding filter mapping yields the local feature set Hd, which is calculated as

Hd =
{

hd
1, hd

2, . . . , hd
n−d+1

}
(11)

The pooling layer is applied to the output feature set of the convolution layer to
reduce the data dimension while maintaining the statistical properties of text features and
increasing the adaptability of the model. The maximum pooling method is used to extract
the features, which are calculated as

si = max{Hd} (12)

After the pooling layer, the locally important features of the text are extracted, then all
the features obtained from the pooling layer are combined in the fully connected layer to
get the output vector as

S = {s1, s2, . . . , sn} (13)

3.2.4. Attention

In sentiment analysis, due to the different importance of words in the text and the
different feature weights, the introduction of the attention mechanism can better learn the
inter-word dependencies and enhance the attention to the important words. Therefore, the
accuracy of the classification is further improved by assigning different weights to focus on
the important parts of the context. The processing of the attentional mechanism is shown
in Equations (14)–(16).

ut = tanh(ωcyt + bc) (14)

at = so f tmax(ωT , ut) (15)

v =
n

∑
t=1

atyt (16)

Equation (14) is a nonlinear transformation of yt by means of the tanh activation
function, resulting in the attribute representation vector ut; yt is the vector of BiLSTM
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outputs, yt = [y1, y2, . . . , yn]; ωc is the trained parameter vector and bc is the corresponding
bias; Equation (15) uses the softmax function to calculate the weight of each component ut,
the obtained at denotes the weight importance; ωT is the transpose matrix; Equation (16)
represents the sentence vector of weighted sums of yt-importance, denoted by v.

Finally, the vector representation v is obtained after the attention mechanism, which is
inputted into the softmax classifier to get the final classification result, thus realizing the
task of sentiment classification of comment text.

3.3. Experimental Results and Analysis

Model parameters are configuration variables inside the model; different parameter
settings will affect the experimental results. The parameters were tuned for BiLSTM and
CNN, and the finalized model parameter settings after debugging are shown in Table 3.
The experiments were conducted in Python 3.8 programming environment, and the deep
learning framework pytorch was used to construct the model. The experimental parameters
were set as shown in Table 3.

Table 3. Hyperparameter settings.

Hyperparameter Value

Embedding size 512
Hidden size 768

Dropout 0.1
Learning rate 5 × 10−5

Batch size 128
Epoch 3

filter_sizes (2, 3, 4)
num_filters 256

Hidden active ReLu

Model performance is evaluated using Accuracy, Precision, Recall, and F1 score. The
categorization matrix is shown in Table 4.

Table 4. Classification matrix.

Actual Results
Predicted Results

Positive Examples Negative Examples

Positive examples TP FN
Negative examples FP TN

The specific equations are shown in Equations (17)–(20).

Acc =
TP + TN

TP + TN + FP + FN
(17)

Precision =
TP

TP + FP
(18)

Recall =
TP

TP + TN
(19)

F1 =
2Precision Recall
Precision + Recall

(20)

To demonstrate the validity of the Bert-BiLSTM-CNN-Attention model, the proposed
model was compared experimentally with CNN, Bi-LSTM, Bert-BiLSTM, Bert-CNN, and
Bert-BiLSTM-CNN models on the travel Review dataset, with comparison metrics including
accuracy, precision, recall, and F1 score. The experimental results are shown in Table 5 and
Figure 4.
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Table 5. Table of experimental results for each model.

Model Accuracy Precision Recall F1 Score

CNN 0.7906 0.7847 0.7615 0.7729
BiLSTM 0.7940 0.7863 0.7931 0.7897

Bert-BiLSTM 0.8230 0.8331 0.8228 0.8279
Bert-CNN 0.8754 0.8961 0.8721 0.8839

Bert-BiLSTM-CNN 0.9184 0.9063 0.9233 0.9147
Bert-BiLSTM-CNN-Attention 0.9313 0.9321 0.9316 0.9318
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As can be seen from the experimental results of each model in Table 5 and Figure 4,
the Bert-BiLSTM-CNN-Attention model performs the best among the above sentiment
classification models, and the F1 score of the Bert-BiLSTM-CNN-Attention model reaches
0.9318. A comparison of CNN and Bert-CNN models shows that the F1 value for classifi-
cation is improved by 11.1%. A comparison of BiLSTM and Bert-BiLSTM models shows
that the F1 value for classification is improved by 3.82%. It can be seen that the fusion of
Bert’s pre-training model can better extract text feature information. Comparing the model
proposed in this paper with Bert-BiLSTM, Bert-CNN, and Bert-BiLSTM-CNN models, it
can be concluded that the F1 values are improved by 10.39%, 4.79%, and 1.71%, respec-
tively. It can be seen that the model proposed in this paper solves the problems of CNN
with long-distance feature information that is difficult to capture, BiLSTM ignoring local
key information, and ignoring the intensity of emotional feature words. The model con-
structed in this paper compensates for the above problems and has higher performance than
other models, proving the effectiveness of the model for sentiment classification of travel
review texts.

4. Results
4.1. Cognitive Image Analysis
4.1.1. Analysis of High-Frequency Words of Tourism Image

The more times a word appears in the textual content, the more attention the tourists
pay to it. In this paper, with the help of the word frequency analysis function in the ROST
CM6.0 software, we analyze the word frequency of the collected online text data, extract
the feature words with high frequency, and summarize and organize the high-frequency
words that are ranked in the top 60 (Table 6).



Sustainability 2024, 16, 3464 12 of 21

Table 6. Sanya Tourism Image Perception High Frequency Glossary.

No. Words Word Frequency No. Words Word Frequency No. Words Word Frequency

1 service 1537 21 Sanya 738 41 Cape Haijiao in Sanya 404
2 landscape 1384 22 seawater 720 42 rainforest 400
3 scenery 1246 23 aquarium 710 43 driver 397
4 electromobile 1228 24 photograph 696 44 beach 396
5 project 1169 25 suitable 672 45 tickets 384
6 experience 1098 26 interesting 646 46 forest 381
7 scenic area 1045 27 child 641 47 suggestion 365
8 worth 1034 28 convenience 570 48 cost-effectiveness 345
9 happy 984 29 time 555 49 free 344

10 fun 926 30 roundabouts 548 50 tourism 325
11 kid 918 31 environment 523 51 beauty 324
12 island 904 32 attitude 497 52 tropics 314
13 attractions 857 33 park 483 53 graceful 311
14 explain 822 34 queue 472 54 marine life 310
15 personnel 821 35 next time 452 55 mermaids 307
16 beautiful 793 36 glass 448 56 limpid 298
17 place 791 37 Yalong Bay 440 57 stimulate 289
18 performance 780 38 sightseeing 435 58 climatic 288
19 play 753 39 diving 427 59 boardwalk 274
20 enthusiasm 747 40 tour 405 60 tour guide 274

By analyzing the high-frequency words in Table 6, it can be seen that the first-ranked
word is “service”, which indicates that tourists are particularly concerned about the qual-
ity of services provided by tourist destinations, which may include hotels, tour guides,
transportation, and other services. It shows that providing excellent service quality is
an important factor in attracting and satisfying tourists. Secondly, the top words such
as “landscape”, “scenery”, “electromobile”, “project”, “experience”, etc., highlight the
tourists’ attention to the natural landscape, novelty experience, and various projects in the
tourist destinations. This suggests that visitors are more likely to choose places that offer
colorful experiences and beautiful views while also being concerned about the projects that
are available for play and the transportation modes. Words such as “fun”, “happy”, and
“worth” that express satisfaction and recommendation indicate that tourists find the overall
experience of the destination enjoyable and recommendable. This has a positive impact on
motivating other potential tourists to choose the same destination. Finally, the focus on
specific attractions such as “Yalong Bay” and “Cape Haijiao in Sanya” suggest that tourists
have a certain level of anticipation and interest in the destination’s well-known attractions,
which may be due to their unique appeal in terms of history, culture or nature. In sum-
mary, by analyzing the high-frequency words, we can gain insight into tourists’ concerns
about service, landscape, experience, and satisfaction, which provides useful guidance for
enhancing the tourism experience, accurate promotion, and service improvement.

4.1.2. Analysis of Tourism Image Dimensions

The image dimension of a destination is the main content of image measurement and
evaluation. Drawing on the research results of scholar Tan [48], this paper categorizes the
first 60 high-frequency words of Sanya City’s tourism cognitive image into four dimensions.
Cognitive image elements can be summarized as tourism resources, tourism environment
perception, tourism infrastructure and supporting services, as well as tourism activities
(Table 7).

Tourism resources accounted for 32.07% of the total, with high-frequency words focus-
ing on the natural and human resources of scenic spots, such as “landscape”, “rainforest”,
“island”, “sea water”, “beach” and so on. This reflects tourists’ attention to the natural
landscape and characteristic locations of tourist destinations. Perception of the tourism
environment accounts for 15.65%, and the high-frequency words mainly cover the words
that tourists perceive the tourism environment as a whole, such as “worth”, “happy”, “fun”,
“beautiful”, “beauty”, “graceful”, etc. In their comments, these words reflect the degree
of pleasure and satisfaction tourists feel towards the overall environment. Tourism infras-
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tructure and supporting services accounted for 29.98% of the total, with high-frequency
words mainly focusing on aspects related to tourism infrastructure and services, such as
“service”, “electromobile”, “explain”, “personnel”, “time”, “tickets”, “cost-effectiveness”,
“tour guide”, etc. This shows that tourists are concerned about the quality of service,
transportation, narration services, and time schedules in their reviews. The tourism ac-
tivity dimension accounts for 22.28% of the total, and the high-frequency words cover
words related to tourism activities, such as “project”, “experience”, “performance”, “play”,
“photograph”, etc. This indicates that tourists emphasized their participation and activity
experience in the comments. In summary, it shows that the natural beauty of scenic spots,
overall environmental feeling, service quality, and diversified tourism activities are the
main focus of tourists’ attention and evaluation.

Table 7. Dimension Table of cognitive image.

Dimensions Proportion Words

tourism resources 32.07%
landscape, scenery, scenic area, island, attractions, Sanya, Yalong Bay, Cape
Haijiao in Sanya, rainforest, forest, seawater, beach, glass, tropics, Marine
life, mermaids, aquarium, environment, round island

tourism environment
perception 15.65% worth, happy, fun, beautiful, interesting, beauty, graceful, limpid,

stimulate, climatic

tourism infrastructure
and supporting services 29.98%

service, electromobile, explain, personnel, place, enthusiasm, convenience,
time, attitude, park, queue, next time, tickets, suggestion,
cost-effectiveness, free, tourism, boardwalk, tour guide

tourism activities 22.28% project, experience, performance, play, photograph, suitable, child, kid,
sightseeing, diving, tour, driver

4.1.3. Semantic Structural Analysis

High-frequency word analysis can extract the attributes of phrases and thus reveal the
main factors that tourists pay attention to, but it cannot reflect the relationship between
high-frequency words and the deep connection inherent in the text. Therefore, in order
to fully analyze the deeper relevance of the textual content, a co-occurrence matrix is
constructed for high-frequency words. The co-occurrence matrix consists of high-frequency
phrases and the number of times they co-occur in a logical relationship before and after
a comment, which can be used for key information extraction, correlation analysis, and
visualization, and then obtain the semantic structure of the review to reveal a deeper
cognitive image of the destination, which is adopted in this study by the Gephi semantic
network analysis method.

As can be seen from Figure 5, the words “electromobile”, “scenery”, and “roundabouts”
indicate that tourists pay special attention to the convenience of transportation while
playing, and at the same time, they have high expectations and attach great importance to
the natural landscape of the scenic spot and the beautiful environmental feeling. Words
such as “service”, “enthusiasm”, “personnel”, and “attitude” indicate that tourists pay
special attention to the experience in terms of service. They emphasize the warm attitude
of the service staff and have a high opinion of the service quality and professional attitude
of the scenic spot staff. It reflects that in addition to focusing on the scenic environment
and activities, tourists also pay special attention to the interactive experience with the
service staff and expect to feel good service and friendly attitude during their trip. The
words “happy”, “performance”, “kid”, and “aquarium” indicate that the wonderful and
interesting performance of the aquarium makes the kids very happy, and the tourists
focus on the entertainment and family bonding experiences during their visit. “Project”
and “experience” suggest that tourists value the full experience of playing the project. It
shows that visitors are particularly interested in the evaluation of various activities and
projects that can provide rich, unique, and memorable experiences. “Park”, “forest” and
“Yalong Bay” illustrate tourists’ focus on natural landscapes and specific locations, and
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show the pursuit of interacting with nature and enjoying the beauty of the scenery during
their travels. “Glass” and “boardwalk” illustrate the interest of tourists in scenic facilities
with innovative design and unique experiences, reflecting the success of the attraction in
providing unique highlights and creative facilities.
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4.2. Emotional Image Analysis
4.2.1. Overall Emotional Image Analysis

Tourism emotion is the intuitive response of tourists to the destination experience and
significantly impacts tourists’ loyalty and satisfaction. Positive emotions are conducive to
increasing tourist satisfaction and loyalty, and negative emotions will reduce tourist loyalty
and satisfaction with the destination. In this paper, the BERT-BiLSTM-CNN-Attention
model is used to perform sentiment analysis on 13,001 tourist review texts on Sanya City
in order to understand the actual sentiment attitudes and overall impressions of tourists.
For high (4 to 5 points) and low (1 to 2 points) comments, the initial labeling was done
earlier based on the score, and for 3-point comments, the sentiment polarity is labeled
directly based on the model classification results. After the above processing, we finally got
11,993 positive comments and 1008 negative comments in Chinese. According to Table 8,
positive emotions accounted for 92.25%, and negative emotions accounted for 7.75%. This
shows that tourists’ emotional image of tourism in Sanya City is mainly positive, and the
proportion of negative emotions is relatively small. This is consistent with the results of the
high-frequency feature word analysis described above (high-frequency feature words are
predominantly positive words), and tourists’ overall satisfaction is relatively high.

Table 8. Sentiment analysis results table.

Title Positive Emotion Negative Emotion Total

Proportion 92.25 7.75 100

4.2.2. Negative Affective Factors Analysis

Positive emotions dominate tourists’ perception of Sanya’s tourism image, but 7.75%
of tourists still have negative emotions. It is worth noting that negative sentiments are more
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reflective of the problems that exist in tourist destinations and can be used to guide the
management of tourist destinations in improving and developing the problems. Therefore,
this section focuses on negative comments. The top 30 high-frequency words in 1008
negative comments were extracted by word frequency analysis (Table 9).

Table 9. Top 30 high-frequency words in negative comments.

No. Words Word Frequency No. Words Word Frequency No. Words Word Frequency

1 project 161 11 island 85 21 attitude 48
2 scenic area 154 12 electromobile 70 22 tourist 47
3 queue 127 13 personnel 69 23 scenery 41
4 tickets 107 14 cost-effectiveness 67 24 diving 39
5 place 101 15 charge 64 25 beach 38
6 attractions 99 16 suggestion 60 26 child 37
7 service 93 17 rubbish 54 27 photograph 37
8 landscape 90 18 time 52 28 Sanya 37
9 not worth 89 19 free 51 29 Stone 36

10 experience 85 20 sightseeing 49 30 consumption 35

The 30 high-frequency words extracted from the negative comments show that
“project”, “queue”, and “tickets” are the main reasons for tourists’ negative emotions. This
is partly indicative of the fact that tourists may express dissatisfaction with the program
experience provided by scenic spots, possibly because the program content is unattractive,
of poor quality, or lacks sufficient innovation and entertainment. Tourists mentioning
“queuing” in their comments may mean that they have experienced waiting in a queue
in a scenic area, which can lead to inconvenience and wasted time and be the cause of a
negative experience. Tourists expressing dissatisfaction with “admission fees” may indicate
that they believe that the cost of admission to an attraction is unreasonable in relation to
the experience or service provided or that there is a non-transparent fee structure.

Similarly, the 30 high-frequency words were categorized according to the 100 high-
frequency words extracted from all the comments above to explore the factors that triggered
tourists’ negative emotions, as shown in Table 10. In this paper, tourists’ negative emo-
tion triggers are divided into four categories: tourism resources, tourism environment
perception, tourism infrastructure and supporting services, and tourism activities.

Table 10. Classification of high-frequency words for negative comments.

Dimensions Proportion Words

tourism resources 27.33% scenic area, attractions, scenery,
island, Sanya, landscape, stone, beach

tourism environment perception 8.20% not worth, experience

tourism infrastructure and
supporting services 47.03%

queue, tickets, place, service,
electromobile, personnel,
cost-effectiveness, charge,
consumption, suggestion, rubbish,
time, free, attitude

tourism activities 17.44% Project, child, photograph, diving,
tourist, sightseeing

4.3. Overall Image Summarization and Conclusion

According to the above word frequency analysis and semantic network analysis, the
cognitive image of tourism in Sanya City can be summarized into four aspects: “tourism
resources”, ”tourism environment perception”, “tourism infrastructure and supporting
services” and “tourism activities”. Meanwhile, as shown by the results of the sentiment
analysis study, the vast majority of tourists gave a favorable opinion of Sanya City tourism,
and the overall image perception is relatively good; Sanya City is a famous tourist des-
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tination known for its magnificent natural landscapes, diversified activities, warm and
hospitable services, and world-class vacation facilities. Tourists are able to experience
heavenly beauty, colorful tourist activities, and attentive services, and it gives them an
unforgettable travel experience.

As can be seen from Table 10, the category of “tourism infrastructure and supporting
services” has the highest proportion of negative perception factors, which is 47.03%. This
suggests that tourists are focusing more on issues related to tourism infrastructure and
services in their comments. Words such as “queue”, “tickets”, and “electromobile” indicate
that tourists are concerned about the smoothness of the flow of the tour and the perception
of the cost. Words such as “service”, “personnel”, and “cost-effectiveness” indicate that
tourists are concerned about the quality of service provided by scenic spots, the performance
of staff, and value for money issues in their comments. Words such as “suggestion” and
“time” may relate to visitors’ suggestions about the operation and services of the attractions
and their views on time management.

The category of “tourism resources” has the second highest percentage of negative
perception factors, at 27.33%. This emphasizes the attention that tourists pay to the natural
and cultural resources of scenic spots in their comments. The words “scenic area”, and
“attractions” express the dissatisfaction of tourists with elements such as landscape, scenery,
or beaches in the scenic area. The words “stone” and “beach” indicate that tourists have
some negative opinions about the ground conditions of the scenic spots or some facilities
in the scenic spots and the environmental conditions of the beaches.

The category of “tourism activities” accounted for the third largest share of negative
perceptions, at “17.44%”. Words such as “tourist” and “child” reflect family tourists’
perception that scenic spots fall short in providing child-friendly activities and that more
family-friendly tourism programs are needed. “Diving” indicates some problems with
visitors’ experience of water activities, which may be related to the maintenance of facilities,
the quality of service, or the attractiveness of the diving program.

The lowest percentage of negative perceptions is in the category of “tourism environ-
ment perception”, which is “8.20%”. The words “not worth” and “experience” express
tourists’ dissatisfaction with the overall tourism experience, which may be related to the
service experience, ticket price, scenic environment, and project experience.

5. Discussion

UGC data is a valuable asset for tourism destination management and marketing
organizations. These data can reflect the image of the destination more objectively, including
the characteristics of tourist attractions, existing problems, and tourists’ feedback and
suggestions. It provides an important basis for the adjustment and optimization of tourist
destinations, which in turn promotes sustainable development. By extracting and analyzing
the data of tourists’ comments on the Sanya tourism destination on the Ctrip tourism
website, specific analysis results can be drawn, and accordingly, suggestions for improving
the perceived image of the destination audience can be put forward so as to promote the
development of the tourism destination in a more sustainable direction.

(1) By analyzing the high-frequency words of Sanya’s tourism image, it can be seen
that “service” is the word with the highest frequency. This indicates that tourists
pay special attention to the quality of services provided by tourist destinations. This
further indicates that providing excellent service quality is important in attracting
and satisfying tourists. Therefore, Sanya City should focus on and strengthen the
development of the service industry in its future tourism development and improve
the quality and level of service to meet the growing needs and expectations of tourists.
This includes training and upgrading practitioners’ service awareness and skills, im-
proving tourism facilities and infrastructure, and establishing a more comprehensive
service system and management mechanism. Through these efforts, the image and
competitiveness of Sanya City as a tourist destination can be further enhanced, and
the goal of sustainable development can be realized.
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(2) According to the analysis of the tourism image dimensions of Sanya City, it can be
seen that tourism resources are the aspect with the highest proportion. The high-
frequency words focus on the natural and human resources of scenic spots, such
as “scenery”, “rainforest”, “island”, “seawater”, “beach”, and so on. These high-
frequency words focus on Sanya’s rich and diverse natural landscapes, including
unique landscapes such as the fascinating coastline, dense tropical rainforests, and
beautiful beaches. These natural resources are important factors in attracting tourists
to come to Sanya, demonstrating the attractiveness and unique charm of Sanya
City as a popular tourist destination. In response to this finding, Sanya City can
further strengthen the protection and development of natural landscapes in its future
tourism development and upgrade the facilities and services of scenic spots so that
tourists can better experience and enjoy these unique tourism resources. In addition,
strengthening the excavation and display of humanistic resources is also an important
means to enhance the image of the tourist destination, for example, through cultural
activities and traditional art performances, to enrich the tourists’ travel experience and
enhance their goodwill and satisfaction with Sanya City. Therefore, the comprehensive
utilization and development of Sanya City’s rich tourism resources and the emphasis
on protecting and enhancing natural and humanistic landscapes will help to further
consolidate and expand Sanya City’s position as a popular tourist destination and
realize the sustainable development and prosperity of the tourism industry.

(3) According to the analysis of negative sentiment factors in Sanya, the “tourism infras-
tructure and supporting services” category accounts for the highest proportion of
negative perception factors, indicating that Sanya still has much room for improve-
ment in this area. For example, the words “queuing”, “tickets”, and “battery car”
mentioned by tourists reflect their concern for the smoothness of the tour process and
the cost. Words like “service”, “staff”, and “value for money” indicate that tourists are
concerned about the quality of service provided by the tourist attractions, the perfor-
mance of the staff, and the value for money. In addition, words such as “suggestions”
and “time” may relate to tourists’ suggestions about the operation and services of the
scenic spot, as well as their perceptions of time management. The concentration of
these negative perception factors reflects the problems and dissatisfaction that tourists
are concerned about and experience when visiting scenic spots in Sanya City. There-
fore, based on this feedback, scenic area managers can focus on optimizing tourism
infrastructure and supporting services, improving the smoothness and experience
of the play process, and upgrading service quality and cost-effectiveness, as well as
listening to and adopting tourists’ suggestions to strengthen scenic area operations
and time management, in order to enhance tourists’ satisfaction and the overall sense
of experience.

Our research innovatively applies a deep learning approach to address the problem
of analyzing the sentiment image of tourist destinations, which is different from previous
approaches that have relied mainly on the content analysis software ROST [3], sentiment
lexicon analysis [4], and machine learning analysis [5]. This innovative approach allows us
to capture nuanced data and gain greater depth in our analysis compared to traditional
methods. The article validates and enriches the “cognitive-emotional” three-dimensional
model of destination image proposed by Baloglu [2] et al., which has practical implications
for the marketing focus, improvement direction, and sustainable development of tourist
destinations. From the results of the study, the overall sentiment of tourists towards Sanya
City is positive, with more positive than negative evaluations, indicating that tourists have
a high level of satisfaction with the destination in Sanya City, which is consistent with Hu’s
findings [49]. The main reason for tourists’ negative feelings is “tourism infrastructure and
supporting services”, which is consistent with the results of Yin Li’s study [50].

It can be seen that sentiment analysis based on the BERT-BiLSTM-CNN-Attention
deep learning model can effectively identify the emotional characteristics of tourists and
deeply analyze the root causes of their positive and negative emotions. To a certain extent,
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it enriches the analytical methods of the research on image perception of tourist destina-
tions and provides valuable information and insights for enhancing the attractiveness of
tourist destinations.

6. Conclusions

This paper introduces a novel combined BERT-BiLSTM-CNN-Attention deep learning
model specifically tailored for analyzing sentiment in Sanya city tourism reviews. This
model is crucial for gaining deeper insights into tourists’ perceptions and sentiments
towards Sanya, thereby enabling more informed decision-making for tourism management
and enhancement strategies in the region. Comparative experiments using CNN, Bi-LSTM,
Bert-BiLSTM, Bert-CNN, and Bert-BiLSTM-CNN deep learning models are conducted to
compare the accuracy and other aspects of the BERT-BiLSTM-CNN-Attention model with
other methods. The results show that the BERT-BiLSTM-CNN-Attention model has an
accuracy of 93.13%, which is better than other models. In this paper, based on the “cognitive-
emotional” model of tourism destination image by using word frequency analysis, semantic
network analysis, and sentiment analysis, we explored the tourists’ perception of Sanya’s
tourism destination image from the three aspects of the cognitive image, emotional image
and overall image, and obtained the following main conclusions.

First, this paper uses high-frequency words and semantic networks to analyze the
cognitive image of a destination. The study found that tourists’ perceived image of Sanya
City’s tourism destination includes tourism resources, tourism environment perception,
tourism infrastructure and supporting services, and tourism activities. The natural beauty
of scenic spots, the overall feeling of the environment, service quality, and diversified
tourism activities are the main focus of tourists’ attention and evaluation.

Secondly, in terms of sentiment image, this paper adopts BERT-BiLSTM-CNN-Attention
model tourists to analyze the sentiment of Sanya City tourism review text, which can be
used as an interface between big data analytics and tourism management theories and
provide a systematic theoretical framework for the study of tourism destinations. The
results yielded 92.25% positive and 7.75% negative sentiments, and the tourists’ overall
satisfaction was relatively high. The most important reason for tourists’ negative feelings
is the aspect of tourism infrastructure and supporting services, accounting for 47.03%.
Analyzing the potential causes of tourists’ negative emotions will help researchers under-
stand and improve the tourism experience and provide a strong guide to improve the
destination’s attractiveness.

Finally, our analysis of cognitive and emotional image reveals that tourists perceive
Sanya City as a highly positive tourist destination, characterized by a predominantly
positive overall image perception. This perception is shaped by tourists’ comprehensive
sensory experiences of Sanya City’s physical and functional elements, including its natural
scenery, cultural landscapes, tourism facilities, and infrastructure. Furthermore, tourists’
emotional responses significantly influence their overall evaluation of Sanya City as a
tourism destination.

However, there are some limitations to this study. First of all, this paper only carries out
deep learning through the text of tourists’ comments, without considering other information
such as pictures, so the diversity of the study is somewhat deficient. The data of this study
comes from Ctrip.com, but the users of the tourism website are mainly young and middle-
aged people, so the data lacks samples of children and elderly groups, which may lead to
some bias in the research results. In addition, the sample is only from the review content
of one tourism website, which is a single source of data and does not take into account
the influence of international tourists on the image of Sanya City as a tourist destination.
In future research, obtaining more representative samples through diverse channels will
enhance the accuracy of evaluating tourists’ emotions towards the Sanya tourism brand,
thereby ensuring the broader applicability of the conclusions. While this research focuses
on a specific area like Sanya City, future investigations could broaden their geographic
scope to validate the model’s universality and robustness. Additionally, incorporating more
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socio-cultural factors into the model could provide a more comprehensive understanding
of the multidimensional characteristics influencing destination image perception.
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