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Abstract

:

The internal waves in the South China Sea are highly correlated with the tidal currents in the Luzon Strait, which makes it possible to establish an internal wave prediction model based on internal wave kinematics. However, the kinematic model requires the input of the exact location and time of the initial internal wave for which the generation mechanism of internal waves in the northern South China Sea must be well understood. By analyzing the internal wave field in the northern South China Sea (SCS) simulated using the MIT General Circulation Model (MITgcm) and observations from satellite synthetic aperture radar (SAR) and mooring temperature–salinity–depth (TSD) chains, the source regions and propagation initiation times of internal waves are identified for three typical tidal phases, i.e., the diurnal-tide-dominated phase (DTP), transition tide phase (TTP), and semidiurnal-tide-dominated phase (STP). The generation procedures of Type A and Type B internal waves are discussed in detail with those data. The present study reveals that Type A and Type B waves are generated at the eastern and western ridges, respectively, and both commence their westward propagation at the peak of the eastward tidal flow. The dynamics of lee waves and the resonance effect with double ridges constitute the generation mechanisms of internal waves in the northern SCS. Combined with varying configurations of tidal conditions, topography, and stratification, the generation procedures of Type A and Type B waves in the DTP, TTP, and STP are elucidated with the generation mechanism in a unified and self-consistent way. In short, during DTP, weaker A waves alternate with weaker B waves each day; during TTP, strong A waves and strong B waves appear alternately every day; and there are two weak A waves per day during the STP. The generation mechanism can help in developing future empirical models for generating internal waves using tidal currents, topography, and stratification without requiring complex fluid dynamics calculations.
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1. Introduction


Internal waves occur within the density-stratified interiors of oceans, where the maximum amplitude is found within the ocean itself, and the wave frequency is between the inertial and buoyancy frequencies. Among them, high-frequency internal waves often exist in the form of rank-ordered solitary wave packages or solitary waves and are widely distributed across the continental shelves and marginal seas of the world’s oceans, such as in the South China Sea (SCS) [1,2], Gulf of Mexico [3,4], Gibraltar Strait [5], Strait of Messina [6,7], Sulu Sea [8,9], Andaman Sea [10,11], Arctic Ocean [12], Black Sea [13,14], Lombok Strait [15,16], Georges Bank [17,18], and the Gulf of Maine [19]. They are often generated by the interaction between currents with varying bottom topographies. Nearshore surface waves can also exist in solitary wave forms [20,21,22]. Since the restoring force of internal waves is reduced gravity, which is only one thousandth of the order of gravity of the restoring force of surface waves, internal waves have amplitudes of tens to hundreds of meters, which are much larger than those of surface solitary waves less than ten meters, and a period of ten minutes, which is much longer than the seconds of surface solitary waves. The largest internal wave amplitude that has been observed so far was found in the SCS: 240 m [23]. Therefore, internal solitary waves have the characteristics of meso- to fine-scale structures, large amplitude, and strong local flow velocity. They can cause significant changes in local flow velocity and density in a relatively short time (on the order of tens of minutes), which makes internal solitary waves a major environmental factor threatening the safety of offshore oil drilling platforms [24,25] and underwater vehicles [26,27].



The northern part of the SCS is a well-known active area for internal waves, with the main interval from 20°N to 22°N [1,28,29,30,31,32]. A large number of remote sensing and onsite observations show that the spatiotemporal distribution of internal waves in the SCS is strongly correlated with the tidal phase of the Luzon Strait [33,34,35,36]. This regularity makes it possible to establish an accurate internal wave prediction model and undoubtedly has practical significance for facilities such as offshore oil platforms to deal with threats from internal waves. However, it is hard to directly use a three-dimensional dynamic model to predict internal waves because the width scale of internal solitary waves is on the order of kilometers or hundreds of meters, requiring the horizontal grid to be on the order of hundreds or ten meters, but the propagation range of internal waves reaches the entire northern SCS, which requires a very large horizontal extent of computation domain, for instance, 1210 km × 2035 km, as used in the literature [37]. Such a three-dimensional model is feasible for studying various dynamic mechanisms of internal waves but unfeasible for forecasting due to the requirements of high calculation resources and a short forecasting time. Another idea is to study internal waves as a moving object and calculate the internal wave propagation process based on kinematic principles [31,38]. To obtain high-precision forecast results, it is necessary to align the starting time of the simulated internal wave crest with the real starting time at the generating source. The work of this paper is a preliminary study to achieve this purpose, that is, to determine the location of the source of internal waves in the northern South China Sea and the relationship between the departure time of the internal waves and the local tide phase.



By analyzing the internal wave observation data of the thermistor chain, Ramp et al. [39] discovered, for the first time, that there are two obvious types of internal waves in the northern SCS, which they called Type A and Type B waves. The Type A wave appears in the form of a wave packet composed of multiple waves and arrives at the observation point every 24 h, and the Type B wave appears in the form of a single wave and arrives at the observation point every 25 h. The terms “Type A wave” and “Type B wave” have been widely accepted, being featured in a large number of studies on the generation mechanism of internal waves in the SCS. Many observations have shown that the wave in the deep basin appears as a well-formed single solitary wave, which begins to fission into a solitary wave package at the shoaling continental slope [30,40]. Fission forms depend on the amplitude of the solitary wave [41]. Ramp’s data were obtained along the 350 m isobath situated in the middle of the shoaling continual slope [39]; as a result, both Type A waves that have already undergone fission into solitary wave packets and Type B waves that have not yet undergone fission can exist in the same dataset.



It is now a consensus that internal waves in the northern South China Sea originate from the Luzon Strait and are the result of the interaction between tidal currents and varying topography in stratified water. Numerous studies have indicated that the unique dual-ridge structure of the Luzon Strait plays a key role in the generation of internal waves in the SCS [42,43,44,45,46,47,48]. Discussions regarding the generation of Type A and Type B waves primarily focus on the configuration of tidal components and sea bottom topographical features. However, the specific explanations for the generation mechanisms of these two waves are diverse. The following paragraph lists the views of researchers.



Zhao and Alford [49] posited that Type A waves are generated at the peak of eastward tidal currents while Type B waves originate during the second-strongest phase of eastward currents induced by semidiurnal tidal components. Farmer et al. [44] suggested that nonlinear internal waves exhibit three distinct characteristics: Type A, Type B, and “corner waves”, each determined by the Ostrovsky number of the initial internal tide generated in the Luzon Strait. Zhang et al. [50] proposed that Type A waves form during the strongest phase of eastward tidal currents, whereas Type B waves arise at the peak of westward currents. Vlasenko et al. [51] argued that Type A and Type B waves are produced when semidiurnal tides dominate, and the emergence of Type A or B waves is not directly related to strong or weak currents in the Luzon Strait. Moreover, they noted that Type A waves transform into Type B waves when semidiurnal tides weaken, and vice versa when they strengthen. Chen et al. [52] observed that Type A and Type B waves are generated at the eastern and western ridges, respectively, during peak eastward tides, but they did not indicate how varying tides influence the formation of these waves. They also suggested that Type B waves are solely produced by the western ridge, overlooking the potential significance of the dual-ridge structure in their generation. Li et al. [53] found that diurnal internal tides dominate in the Luzon Strait, while semidiurnal internal tides prevail in the deep basin of the SCS. Zeng et al. [54] posited that Type A and Type B waves originate from disturbances at the eastern ridge, with the western ridge diminishing the amplitude of Type A waves but scarcely affecting their propagation speed, while enhancing the amplitude and reducing the speed of Type B waves. Lai et al. [37] proposed that Type A waves are generated at the western ridge and Type B waves are generated at the eastern ridge, being strongly modified by the resonant process between the two ridges.



It can be seen that there is currently no unified view on the generation mechanism of Type A and Type B waves in the SCS. Most studies focus on specific tidal states, but there are many states of tides. Previous research work was mostly based on onsite observation data, and the data were fixed-point time series temperature profiles. This kind of data is suitable for reflecting the time interval between the occurrence of Type A and Type B waves, that is, the characteristics of internal waves in the time domain, but it cannot express the distribution characteristics of internal waves in space. The information is incomplete for the study of traveling waves.



This paper collects several scenes of wide-swath SAR images of internal waves in the SCS. The distribution of internal waves corresponding to multiple tidal cycles on the propagation path can be seen at the same time. In this way, the internal wave time difference of field observations, the internal wave spatial spacing on SAR images, and the internal wave propagation velocity of numerical simulations can be correlated with each other to jointly describe the generation and propagation phenomena of internal waves. Based on three types of data, we analyzed the generation mechanism of internal waves in the SCS and found a relatively simple and logically closed generation mechanism that can explain the phenomena observed in different tide configuration in a unified way. This is helpful for the establishment of an empirical model for determining the initial streaks of internal waves.



The subsequent parts of the paper are organized as follows: Section 2 defines three principal phases of tidal currents and introduces the data source and configuration of the numerical model. In Section 3, the model is first validated and then the generation time and location of Type A and Type B waves based on the results of the model are outlined. Section 4 discusses the differences and reasons for the formation of Type A and Type B waves and discusses how the double ridge structure of the Luzon Strait affects the generation of internal waves. Section 5 gives conclusions.




2. Data and Methods


2.1. Workflow Description


Figure 1 outlines the overall workflow of this study. Given the predominance of semidiurnal and diurnal tidal components in the Luzon Strait, the tidal currents are categorized into three distinct periods: the diurnal-tide-dominated phase (DTP), the semidiurnal-tide-dominated phase (STP), and the transition tide phase (TTP). For each of these periods, satellite and in situ data are collected, and internal waves are generated using numerical models driven by the tidal current characteristic of these respective periods. This study investigates the generation mechanisms and propagation characteristics of Type A and Type B waves under different tidal regimes, achieved by conducting a comprehensive analysis of satellite data, field data, and simulated internal wave data.




2.2. Types of Tides


Tides are typically formed by the superposition of constituent tides of different periods. Through harmonic decomposition, these constituents can be extracted and classified according to their periods, such as diurnal and semidiurnal components. In the Luzon Strait’s barotropic tides, the diurnal component is often more pronounced; however, during certain intervals, the semidiurnal component can exceed the diurnal one [55]. The tidal current time series in Figure 2 demonstrates the mixed nature of tidal forcing. During the later part of the spring tide, each day features a single peak in tidal currents during both flood and ebb, a period termed the “diurnal tide”. In contrast, during neap tides, the tidal current more closely resembles a semidiurnal tide [44]. For clarity and differentiation, this paper qualitatively divides the tidal current time series into three distinct phases: (1) the diurnal-tide-dominated phase (DTP), where the diurnal component is significantly stronger, with the semidiurnal component nearly absent; (2) the semidiurnal-tide-dominated phase (STP), where the semidiurnal component is more pronounced while the diurnal component is almost negligible; and (3) the transition tide phase (TTP), where both diurnal and semidiurnal components are strong, often representing a transitional stage between the DTP and STP.




2.3. Study Area and Data


In the northern South China Sea (SCS), internal solitary waves are predominantly found in the region stretching from the Luzon Strait to the vicinity of the Dongsha Islands, as shown in Figure 3. It presents a distribution map of internal wave striations in the SCS, extracted from a comprehensive collection of SAR images from satellites such as Envisat ASAR, ERS SAR, Sentinel-A/B SAR, GF3 SAR, and Radarsat-2 SAR. The internal wave crests are represented by red curves. The black solid lines indicate the areas modeled in numerical simulations, which align with the direction of internal wave propagation in the northern SCS. Within the selected modeling area, the C8 (118°E, 21°N) location is derived from the ADCP observations of the SCS Internal Wave Experiment (SIWE) in the northern SCS [56] while the L1 (121.9°E, 20.589°N) location originates from the Asian Seas International Acoustics Experiment (ASIAEX) [57].



Eleven SAR images from the ERS-2, Envisat, and Radarsat-2 satellites were utilized as observational data for internal waves to validate the accuracy of the MITgcm [58]. Of these, eight SAR images from Envisat and Radarsat-2 featured wide swath coverage, allowing for the observation of internal waves corresponding to multiple tidal cycles within a single image. Prior to model validation, these remote sensing images underwent radiometric calibration and range-Doppler terrain correction, followed by the extraction of information pertaining to internal waves [6,30,59,60,61]. Table 1 presents the relevant details of these 11 SAR datasets.



A transect connecting points C8 (118°E, 21°N) and L1 (121.9°E, 20.589°N) is used for the bathymetry in the 2D numerical model. Previous research [51,62] has demonstrated that using the average bathymetry between 20°N and 21°N for a 2D numerical model is reasonable, and the bathymetry of the transect used in this study in the Luzon Strait area approximates this average depth. The dataset used for constructing the bathymetry is GEBCO_2022, a global topographical model of oceans and land that provides elevation data in meters on a 15 arcsecond interval grid. To adapt to the 2D model and eliminate random errors, data points are uniformly sampled every 460 m along the C8-L1 transect on the GEBCO dataset and smoothed between adjacent points to determine the depth. The highest points of the eastern and western ridges are found to be 608 m and 1759 m, respectively, with a maximum depth of 3629 m. The bathymetry profile is illustrated in Figure 4.



The model’s initial stratification data are derived from the monthly mean climatology data of World Ocean Atlas 13 (WOA13), which includes temperature and salinity. The buoyancy frequency is calculated along the C8-L1 transect using the following standard formula [63]:


   N 2  =  g 2      ∂ ρ   ∂ p   −  1   c s 2      ,  



(1)







With the stratification conditions deduced from WOA13, a systematic error of approximately two hours is observed in the simulation results of MITgcm due to the relatively shallow main thermocline. To enhance the model’s accuracy, the depth of the top thermocline is artificially shifted downward by 30–50 m for the numerical simulations. The resulting distribution of buoyancy frequency for the model’s stratification conditions is depicted in Figure 5.



The east–west barotropic tidal forcing in the model includes the amplitudes and phases of eight tidal frequencies (M2, S2, N2, K2, K1, O1, P1, and Q1). The amplitudes and phases of these constituents are derived from the Ocean Topography Experiment (TOPEX)/Poseidon 9 (TPXO9) tidal inversion model [64]. Using the TPXO model to obtain barotropic tidal data near the eastern ridge of the Luzon Strait, the barotropic tidal current speed at the model’s eastern boundary is calculated based on the principle of flux conservation. This speed is then used as the boundary condition for the eastern boundary of the model.




2.4. Numerical Simulation


This study applies the Massachusetts Institute of Technology general circulation model (MITgcm) to simulate the generation of internal waves in the SCS and analyze the formation mechanisms of Type A and Type B waves [58]. The choice of MITgcm is informed by its nonhydrostatic formulation, enabling it to simulate fluid phenomena across various scales. Additionally, the adjoint capability of MITgcm allows its application in parameter and state estimation problems, making it suitable for simulating flows in both the atmosphere and oceans. In previous studies, MITgcm has been successfully used to implement internal solitary wave simulation and nonhydrostatic analysis in different regions [35,43]. The model is initialized with bathymetric of C8-L1 transects and stratification conditions of given month, and is driven by the barotropic tidal flow in the eastern boundary. The left boundary is set as natural outflow. To absorb reflected barotropic and baroclinic waves, two sponge areas are added at both western and eastern boundaries, respectively.



The model employs a Cartesian coordinate system (Oxz), with the Oxz plane representing a two-dimensional cross-section of the terrain. The Oz axis is oriented vertically upwards, and the Ox axis extends eastward.



In the horizontal direction, the model comprises 2772 grid points. Within the main computational area, the resolution along the x-axis is set at 250 m [65], a scale that effectively captures all relevant nonhydrostatic effects associated with internal solitary waves [51]. Within the sponge regions, the resolution along the x-axis is increased to 956 m using a hyperbolic tangent function. Vertically, the upper 500 m, which includes the main thermocline, is divided into 50 layers, each with a vertical resolution of 10 m. This is followed by 20 intermediate layers with a resolution of 50 m and, finally, 25 bottom layers with a resolution of 100 m. The model is configured with a Coriolis force parameter of 5.2 × 10−5, a horizontal eddy viscosity of 1 × 10−5, and a vertical eddy viscosity of 1 × 10−3 [51,66]. It operates under nonhydrostatic and implicit free surface conditions. Due to the minor contribution of bottom friction to the total dissipation, the model neglects bottom frictional forces [43].



After obtaining the simulation results from the MITgcm, the accuracy of the model is verified from three perspectives: barotropic tidal components compared with the TPXO9 dataset; internal wave amplitude and arrival times compared with mooring data; and the arrival times and spatial distribution of internal waves compared with remote sensing imagery. Subsequently, Hovmöller diagrams are utilized to preliminarily determine the generation times and locations of these two types of internal waves.





3. Results


In this chapter, we first discuss the validation of the numerical model and then utilize the Hovmöller diagram generated from internal wave simulation results over one month to show the generation times and locations of Type A and Type B waves during different tidal regimes. Subsequently, we present detailed experimental results for each of the three distinct tidal types and examine the specific processes involved in the generation of Type A and Type B waves under these varying conditions.



3.1. Model Validation


In MITgcm, the flow velocity input at the eastern boundary is calculated based on the barotropic tidal current at the eastern ridge of the Luzon Strait, as given by the TPXO model, adhering to the principle of flux conservation. This approach ensures that the flow field obtained at the eastern ridge is consistent with the TPXO tidal model. In Figure 6, the red line represents the input flow field at the eastern boundary, the blue line shows the flow field obtained by the model at the eastern ridge, and the green line indicates the flow velocity at the eastern ridge as forecasted by the TPXO. The results demonstrate that the flow field simulated by the model at the eastern ridge aligns with the barotropic tide as predicted by TPXO.



The temperature–salinity–depth (TSD) chain data used for model validation are sourced from the SCS Internal Wave Experiment (SIWE) in the northern SCS, as referenced in Huang et al.’s work [23,56]. Thermometers, salinometers, and pressure sensors are mounted on the TSD chain between the water levels of −400 m and −50 m approximately. Their sample intervals are 1, 3, and 3 min, respectively. During data processing, the influence of the level fluctuation of the TSD chain itself is removed according to the records of the pressure sensors, so that temperatures can be regards as tracers of water layers corresponding to different calm levels.



Figure 7a shows the temperature profile time series observed with the TSD chain at 21°N, 118°E in early June 2011, in which the temperature contour in bold black represents the water level changes of water layer corresponding to the calm water level of −150 m over time. The typical characteristics of Type A and Type B waves can be recognized from the temperature time series. Figure 7b shows the temperature time series simulated with MITgcm, which are consistent with the TSD chain observations (Figure 7a) and simulation results of Huang [56].



The water level fluctuation of water layer corresponding to the calm level of −150 m extracted from observed and simulated time series of temperature profiles, respectively, are overlaid in Figure 8 for comparison. The scatter diagram shown in Figure 9 constitutes the data uniformly sampled from the two curves in Figure 8. Their RMSE and the correlation coefficient are 12.1 m and 0.92, respectively.



The Type A and Type B waves are identified from both simulated and observed water level fluctuations in Figure 8. Their level displacement and the arrival time difference between simulated and observed waves are listed in Table 2.



Note that TSD chain data only reflect the temporal distribution of Type A and Type B waves at specific locations. In contrast, satellite SAR observations only reveal the spatial distribution of internal waves [33,34,35,36]. For the simulation of traveling internal waves to be considered accurate, it is essential to satisfy both the validation of time series observations (by TSD chains) in a specific location and the validation of large-scale snapshot of internal waves (by space-born SAR) in a specific time.



Table 3 provides the TSD chain data and satellite SAR data used for validation. The first column marks the identifiers for the Type A and Type B internal waves that can be recognized in the data.



Figure 10 shows the internal waves observed in satellite SAR images and the simulated time series of temperature in the cross points of the corresponding internal waves in SAR images and the C8-L1 transect. The internal waves can be found from the time series of temperature, whose time is consistent with the acquisition time of corresponding SAR images with little error.



For the internal waves observed in SAR images, which are listed in Table 3, we trace back to the Luzon Strait to find the corresponding maximum eastward tidal flow moments. Then, we calculate the arrival times of the corresponding simulated internal waves at the observational sites. This allows us to investigate the errors of the arrival times of the simulated internal waves.



Figure 11 shows the distribution of these errors, with the horizontal axis representing the internal wave ID number. The data in Figure 11 indicate that among the 35 simulated internal waves, 31 (approximately 89% of the total) have a time error within 2 h. Notably, the errors for Type A waves are generally smaller than for Type B waves. The larger errors observed in Type B waves predominantly occur in shallow water areas; this may be attributed to the coarse grid of the model which is unsuitable to simulate the smaller internal solitary wave packages in shallow water.



Despite the two-dimensional model used in this study omitting variations in the terrain’s north–south direction and disregarding differences in stratification conditions at various geographic locations, the validation results obtained from the three aforementioned perspectives demonstrate that the simulation still accurately captures the characteristics of generation and propagation of internal waves originating from the Luzon Strait. Consequently, this model serves as an effective tool for investigating the generation mechanisms of Type A and Type B waves.




3.2. Generation Time and Location


When concave large-amplitude internal waves pass through, they cause an increase in temperature in a fixed water level. Consequently, Hovmöller diagrams can be used to intuitively observe the propagation and evolution of internal waves as well as their generation times [56]. The relatively short periods of internal waves are represented as slender, elongated strips in Hovmöller diagrams. Figure 12 presents a Hovmöller diagram drawn from the temperature simulation results at a depth of 105 m in the experiment. To display a longer time series and considering the stability of the stratification in the model, this diagram is constructed by dividing the time interval into several portions, conducting separate experiments for each, and then stitching together the segments after they have stabilized (approximately 2 days each). The right part of Figure 10 shows the tidal conditions at the eastern ridge of the Luzon Strait. By tracing the internal wave signals back to their sources, the temporal relationship between their generation and the tides can be analyzed. The use of tidal data from the eastern ridge to validate the generation times at the western ridge is justified because the maximum time lag in the velocity time series data calculated from the TPXO9 amplitudes and phases extracted from both sides of the double ridges is only about 30 min [43], which is negligible for both semidiurnal and diurnal tidal cycles. The lower part of Figure 12 depicts the bathymetry used in the modeling.



The Hovmöller diagram reveals the time and location of internal wave generation. In general, Type A waves are generated at the eastern ridge, while Type B waves originate from the western ridge. Both types begin propagating westward at the peak of the eastward tidal current. Type A waves typically evolve into solitary waves upon reaching the western ridge, whereas Type B waves, being relatively weaker, develop into solitary waves further west. The details of their development vary across different tidal stages. Specifically, during the DTP, there is only one peak in the eastward tidal current each day. At this peak, both Type A and Type B waves are generated, but Type B waves are weaker and only develop into weaker solitary waves west of approximately 119° longitude. In the TTP, Type A and Type B waves appear alternately, and the intensity of Type B waves during this phase is stronger compared to the DTP. During STP, the pattern is characterized by two occurrences of Type A waves each day, corresponding to the twice-daily peaks of the semidiurnal eastward tidal current.



We identified 56 Type A waves and 31 Type B waves using the Hovmöller diagrams derived from several months of simulation results. We calculated the differences between their generation times and the peak times of the eastward tidal currents, as shown in Figure 13. In the figure, a strong correlation is clearly visible between the generation times of these internal waves and the peak of the eastward tidal flow. Through our calculations, we found that the time deviation for Type A waves at the eastern ridge is 5.8 ± 13 min, while for Type B waves, it is 7.2 ± 14 min. These deviations are negligible relative to the semidiurnal tidal cycle. Therefore, these data indicate that Type A and Type B waves are generated, respectively, at the eastern and western ridges, and their initiation of westward propagation coincides with the maximum of the eastward tidal flow.




3.3. Diurnal-Tide-Dominated Phase (DTP)


Figure 14 shows an Envisat ASAR WSS image acquired on 4 August 2009, during a typical DTP. This SAR image reveals the presence of two Type A waves at 118.34°E 20.96°N (A7) and 116.70°E 21.13°N (A8), as well as a Type B internal wave at 117.50°E 21.05°N (B7). Additionally, in the deeper waters at 119.23°E, there is a faintly detectable Type B wave (indicated by the white dashed box). The Type B wave corresponding to the white dashed box has not yet fully developed into an internal solitary wave. This concave wave has a long wavelength and a weak surface flow gradient, resulting in a faint SAR image signal [59]. Conversely, the Type B wave at location B7, with one day more evolution than the faint one, has fully developed into an internal solitary wave. Its wavelength has shortened, its amplitude has increased, and the surface flow gradient has become more pronounced, leading to a stronger SAR image signal. The right side of Figure 14 displays the results of the model simulation, providing a comparative perspective between observed and modeled wave patterns.




3.4. Transition Tide Phase (TTP)


During the TTP, the diurnal and semidiurnal tidal components are of comparable strength. When the peaks of adjacent semidiurnal tides overlap with the peak and trough of the diurnal tide, it results in alternating strong and weak peaks with the semidiurnal cycle. At the times of these strong peaks, when the eastward tidal flow is at its maximum, Type A and Type B waves are generated at the eastern and western ridges, respectively. Although lee waves are also produced at both ridges during the weaker peak periods of eastward flow, these waves are not strong enough to independently form Type A and Type B waves due to the weaker current. However, the lee wave generated at the eastern ridge during a weaker peak, after a period of propagation, arrives at the western ridge precisely at the moment of the next strong peak, thereby enhancing the Type B wave generated at that time of strong peak. Consequently, the B waves during the TTP are stronger than those in the DTP, and they evolve into internal solitary waves earlier than the Type B waves during the DTP, appearing at earlier and more easterly locations. Therefore, during the TTP, internal waves are more distinctly characterized by the alternating appearance of Type A and Type B waves. This pattern aligns with the phenomena observed by Yang et al. (2009).



Figure 15 shows a Radarsat-2 SAR image taken on 24 July 2013, which displays the spatial distribution of three groups of internal wave packages in the SCS, generated consecutively by three semidiurnal tides during the TTP. The image on the right shows the temperature field at the time of SAR imaging as simulated using the MITgcm. These three groups of internal waves are identified in the image as A9 (120.49°E 20.74°N), B8 (119.23°E 20.87°N), and A10 (117.90°E 21.01°N).




3.5. Semidiurnal-Tide-Dominated Phase (STP)


During the STP, which typically occurs during neap tides, the diurnal tidal component is significantly weaker than the semidiurnal component. At this time, the overall tidal current velocity is relatively low. Due to the weaker barotropic currents and the lower height of the western ridge, Type A waves are only generated at the higher eastern ridge. These Type A waves move slower, but when they reach the western ridge, their amplitude is increased by the resonance effect between the double ridges, thus causing an increase in their speed. Therefore, the internal waves during the STP are characterized by the occurrence of two Type A waves per day. A Radarsat-2 image in Figure 16 shows the typical spatial distribution of internal waves in the SCS during an STP. The image on the right represents the temperature field at the time of SAR imaging as simulated numerically. The SAR image includes three groups of internal waves (counted as leading waves), and their intersections with the C8-L1 transect are located at 118.00°E 21.00°N (A11), 117.11°E 21.09°N (A12), and 116.28°E 21.17°N (A13).



The Hovmöller diagram reveals noticeable changes in the amplitude and speed of internal waves from their formation to propagation, as illustrated in Figure 17. Initially, when the lee wave forms, it exhibits a bowl-like waveform and then gradually evolves into an internal solitary wave near 120.2°E. During this transition, smaller internal solitary waves can be observed splitting off, as noted by Du et al. [28] through SAR imagery analysis. As the internal solitary waves propagate westward, their amplitude progressively increases due to nonlinear effects. Their speed remains stable until reaching 118.5°E, and it is faster than when they first formed east of 120.2°E. The process of transformation from a lee wave to a typical internal solitary wave can be clearly seen in the right image of Figure 17.





4. Discussion


In the previous section, we used Hovmöller diagrams to determine the generation time and location of Type A and Type B waves, and then combined the findings with SAR data to analyze the generation and propagation of solitary waves in the SCS in three stages of DTP, TTP, and STP. In this section, we will discuss the causes of the differences in the generation of Type A and Type B waves in the three stages and provide reasonable explanations.



4.1. Diurnal-Tide-Dominated Phase (DTP)


During the DTP, as the eastward tidal current increases, a concave lee wave forms on the east side of the eastern ridge and begins to propagate westward at the peak of the eastward current. This large concave wave shape steepens at the front due to nonlinear effects, eventually evolving into a solitary wave. This process describes the generation of Type A waves. Brant et al. [6] provide a detailed description of the generation mechanism of such internal solitary waves in the context of the Messina Strait. Similarly, the tidal current interacts with the western ridge to generate Type B waves. However, since the western ridge is relatively lower in height compared to the eastern ridge, the amplitude of the lee wave generated independently by the western ridge is much smaller (as shown in Figure 18), making it difficult to observe Type B waves in the form of internal solitary waves near the Luzon Strait during this phase, as indicated by the dashed box in Figure 14. This observation is consistent with the data reported by Huang [56]. Figure 19 suggests that, due to the effect of decreasing water depth and therefore the increasing nonlinear effect, it is possible for Type B waves to evolve into a solitary wave form near 118°E. This result aligns with the mooring observations of Ramp et al. near to and west of 118°E [39].



We employ horizontal and vertical velocity fields to intuitively represent the internal water flow within the ocean. Figure 20 displays the simulated instantaneous velocity field and barotropic tide conditions during a typical DTP, where the background colors represent horizontal and vertical velocities, with positive directions being eastward and upward. The barotropic tidal current velocity at that moment is marked in blue circle.



From t = 22 h to t = 27 h, the eastward barotropic tide gradually strengthens until it reaches its peak. During this period, a flow feature of precursor to lee waves forms with upwards on the west side of the eastern ridge and downwards on the east side. Subsequently, the lee waves begin to propagate westward. Between t = 32 h and t = 42 h, as they cross the western ridge, they evolve into internal solitary waves. This Type A wave can be easily observed in the upper layer of the horizontal velocity field. However, as previously mentioned, within a single diurnal tidal cycle, we cannot directly observe the presence of Type B waves in the Luzon Strait region due to the reasons discussed earlier.




4.2. Transition Tide Phase (TTP)


Using the time evolution graph of the horizontal–vertical velocity field (Figure 21), we can further elucidate the process through which Type B waves at the western ridge are enhanced by the lee waves generated during the preceding semidiurnal tidal cycle (weaker peak). During the TTP, Type A waves are generated at the eastern ridge during stronger peaks of the eastward tidal current. These waves then develop into internal solitary waves as they propagate westward and cross the western ridge. In contrast, Type B waves are generated at the western ridge during stronger peaks of the eastward current, influenced by the combined effects of both ridges across two adjacent tidal cycles. This process is detailed as follows: A waveform propagated by the semidiurnal component during the previous tidal cycle (weaker peak) crosses the western ridge in the subsequent cycle (stronger peak). This crossing results in a downward flow on the east side of the western ridge, thereby enhancing the strength of the lee wave generated by the western ridge at the stronger peak of the eastward flow. This enhanced lee wave then develops into an Type B internal solitary wave.



As shown in Figure 21, t = 14 h is a weak peak moment, which might either be the local maximum of the eastward tidal current or the minimum of the westward current. In either scenario, there is an upward flow on the west side of the eastern ridge. Subsequently, this upward flow starts to decrease and eventually reverses into a downward flow.



At t = 20 h, when the barotropic tide reaches its maximum westward flow, the downward flow on the west side of the eastern ridge also reaches its maximum. Simultaneously, the upward flow on the east side of the western ridge peaks. This can be interpreted as a wave propagation phenomenon, where the upward flow acts as a wave traveling from the west side of the eastern ridge to the east side of the western ridge.



Around t = 24 h, the westward going wave crosses over the deeper western ridge, which results in a downward flow on the east side of the western ridge. Almost the same time, the barotropic tidal current reverses its direction from west to east.



At t = 28 h, when the tide reaches its maximum eastward flow, following the same mechanism as on the eastern ridge, a relatively weak flow feature of the precursor to a lee wave forms on the western ridge, i.e., the upward flow on west side and downward flow on east side. Note that the crossing over procedure mentioned above has effect of enhancing the downward flow on the east side of the western ridge, and thus also enhancing the lee wave.



At t = 31 h, when the barotropic tidal current shifts from east to west, the enhanced lee wave is released and evolves into a Type B wave during its propagation.



This process highlights the complex dynamics of internal wave formation and the significant role of tidal currents and topography in shaping these phenomena.




4.3. Semidiurnal-Tide-Dominated Phase (STP)


During STP, we use velocity fields combined with internal wave ray theory to explain why relatively strong internal waves can still be generated under conditions of nonstrong barotropic tides. Figure 22 displays the simulated instantaneous velocity field and horizontal flow of the barotropic tide typical for STP.



At t = 2 h, a flow feature of precursor to lee waves emerges at the eastern ridge, caused by the obstruction of the eastward barotropic tide by the ridge.



At t = 14 h, as the flow reaches its second eastward peak of the day, the eastern ridge again exhibits a lee wave precursor feature.



Each lee wave at t = 2 h and 14 h will independently evolve to internal wave. Different colored dashed boxes and circles are used to distinguish two internal wave systems in Figure 22.



The internal wave generated at t = 2 h moves westward and reaches the western ridge when the barotropic tide is approximately at its maximum westward flow. Eventually (at t = 20 h), under the influence of the strong westward flow and the topography of the western ridge, it steepens and transforms into an internal solitary wave, which is then “released” with the westward barotropic tide [67].



At t = 32 h, the lee wave generated at t = 14 h is released following the same process. During this phase, the “resonance” effect of the dual ridges in the Luzon Strait plays a significant role in enhancing the amplitude of Type A waves [42,43]. Observationally, this process results in two occurrences of Type A waves per day during the STP.



Figure 23 illustrates the baroclinic velocities and wave-beam of K1 (a, c) and M2 (b, d) internal waves in the model’s bathymetric cross-section. The simulated horizontal baroclinic velocity field (Figure 23a,b) shows the similar patterns to the internal wave-beams (Figure 23c,d) between the two ridges calculated by Green function method [53]. In the M2 internal wave-beam diagram, many beams originating from the eastern and western ridges roughly overlap [45,68,69,70,71]. This overlap is attributed to the spcific configuration of the dual ridge distance (about 100 km), the semidiurnal internal tide’s first-mode wavelength (147 km) and the depth of two ridges (about 1700 m for western ridge and 600 m for eastern ridge) [72]. It results in a resonance phenomenon of the semidiurnal internal tide between the two ridges, thereby enhancing the generation of semidiurnal internal tides [44,73]. In contrast, the K1 internal tide does not exhibit this feature [53], as the first-mode wavelength of the diurnal internal tide reaches 370 km. Therefore, it is considered that the dual-ridge structure of the Luzon Strait can enhance the intensity of semidiurnal internal tides but not diurnal internal tides [43,46]. Under this mechanism, internal waves during STP, though generated by weaker barotropic tides, may not necessarily have weaker amplitudes.





5. Conclusions


In this paper, based on a detailed analysis of numerical simulations and SAR data for the diurnal-tide-dominated phase (DTP), transition tide phase (TTP) and semidiurnal-tide-dominated phase (STP), we proposed a relatively simple and unified explanation for internal wave generation suitable for different tidal states. This unified explanation incorporates only two dynamical mechanisms: internal lee waves and resonance of double regime. The specifics are as follows:




	
Barotropic tidal currents oscillating relative to submarine ridges generate internal lee waves. These lee waves are always formed on the eastern side of the ridges and start propagating westward at the peak of the eastward tidal current, presenting as a concave surge. The strength of the surge is directly proportional to the intensity of the tidal current and inversely proportional to the depth of water over the ridge’s crest. The lee wave mechanism is effective for both the eastern and western ridges, but their intensities are different. For the same tidal current strength, the lee waves at the eastern ridge are significantly stronger than those at the western ridge. A lee wave must reach a certain intensity to have the potential to evolve into an internal solitary wave. Therefore, during the diurnal tidal peak moments of the DTP, diurnal tidal peak moments of the TTP, and semidiurnal tidal peak moments of the STP, the lee waves generated at the eastern ridge can eventually develop into Type A internal solitary waves.



	
Internal tides generated at the eastern ridge can propagate along ray paths and strike the top of the western ridge, with the propagation time coinciding with a semidiurnal tidal cycle. This synchronicity can lead to resonance between the lee waves generated at the western ridge and the rays emanating from the eastern ridge during the previous semidiurnal tidal cycle. Clearly, this resonance effect only occurs when the semidiurnal tidal component is strong. Thus, resonance occurs during the TTP and STP, but not during the DTP.



	
During the DTP, in the absence of resonance, even under strong tidal currents, the lee waves at the western ridge remain relatively weak, resulting in weaker Type B internal solitary waves.



	
In contrast, during the TTP and STP, the resonance effect strengthens the lee waves at the western ridge. This leads to the development of stronger Type B internal solitary waves during the TTP, and even Type A waves during the STP.



	
As a result, during the DTP, weaker Type A and Type B waves alternate daily; during the TTP, stronger daily alternations of Type A and Type B waves occur; and in the STP, two weaker Type A waves are observed each day.








Based on this unified description of internal wave generation in the SCS, it is possible to develop a comprehensive internal wave generation model based on the mechanisms of lee waves and resonance. This model could lay the groundwork for the further development of predictive models for internal waves, enhancing our understanding and forecasting abilities for these complex oceanic phenomena.
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Figure 1. Workflow of methods. After categorizing the tidal currents into three distinct periods (DTP, TTP, and STP), satellite and in situ data are collected, and internal waves are generated using numerical models driven by the tidal current characteristic of these respective periods. By conducting a comprehensive analysis of satellite data, field data, and simulated internal wave data, the study investigates the generation mechanisms and propagation characteristics of Type A and Type B waves under different tidal regimes. 
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Figure 2. Three principal phases of tidal currents. Zonal barotropic tidal current speeds (top), diurnal tidal component (middle), and semidiurnal tidal component (bottom) at the predicted location (20.59°N, 121.90°E) using the TPXO model. The shaded areas in the figure represent the DTP (yellow), the TTP (blue), and the STP (red). 
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Figure 3. Distribution map of internal waves in the SCS. The bathymetry for the 2D numerical model uses the cross-section connecting points C8 (21°N, 118°E) and L1 (20.589°N, 121.9°E). The red line represents the internal wave crests in the South China Sea extracted from SAR data collected by various sensors. 
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Figure 4. Bathymetry used in the model. 
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Figure 5. Stratification conditions used in the model. 
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Figure 6. Barotropic current velocity on the east ridge of the model (blue), barotropic current velocity on the east ridge of the TPXO data set (green), and model east boundary velocity (red). 
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Figure 7. Comparison between model and mooring data. (a) TSD chain data, where A and B represent the observed Type A and Type B waves, respectively. Adapted with permission from [56], Huang, 2013.; (b) modeling result. Solid black lines indicate the level changes of water layer at the initial depth of 150 m. 
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Figure 8. Comparison of the simulated and field measured water level fluctuations of the water layer at the level of −150 m. The black and gray curves are extracted from the simulated (Figure 7b) and the field measured (Figure 7a) temperature profile time series, respectively. The red asterisks and blue circles mark uniform sampled points of them. 
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Figure 9. Comparison of model results with field measurement data. Points are uniformly sampled from the data in Figure 8. The blue points correspond to the internal waves numbered A1–A6 and the red points correspond to the internal waves numbered B1–B6 in Table 2. 
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Figure 10. Comparison of SAR data and model results. All simulated temperature profiles use the same temperature color scale. 
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Figure 11. Error of arrival time of simulated internal waves. 
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Figure 12. (a) Hovmöller diagrams show when, where, and how internal waves are generated and propagated. The depth of the drawing is 105 m. The time series is from bottom to top. The color represents the temperature. The relatively short periods of internal waves are represented as slender, elongated strips. By estimating the slope of the line, the speed of internal wave propagation can be obtained. Type A and Type B waves are generated from the east and west ridges of the Luzon Strait, respectively, and then propagate westward. (b) The time series of tidal current. (c) The bathymetry. 
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Figure 13. Distribution of differences between Type A wave (a) and Type B wave; (b) generation time and eastward maximum tidal current time. 
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Figure 14. (a) Envisat image; (b) MITgcm simulation results during the DTP. 
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Figure 15. (a) Radarsat-2 image; (b) MITgcm simulation results during the TTP. 
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Figure 16. (a) Radarsat-2 images; (b) MITgcm simulation results during STP. 
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Figure 17. (a) A Hovmöller diagram during the STP; (b) time series of temperature profile at the longitudes of 121°E, 120.2°E, and 119°E. 
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Figure 18. During the DTP, the interaction between the topography and tidal currents leads to the formation of lee waves at both the eastern and western ridges of the Luzon Strait. These lee waves constitute the sources of Type A and Type B waves. However, the lee waves generated at the western ridge are considerably weaker compared to those at the eastern ridge. It is not until around 118°E that these weaker lee waves from the western ridge evolve into solitary waves. 
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Figure 19. Type B wave of the DTP propagates to 118°E and becomes steeper, eventually developing into an easily observed internal solitary wave, as shown in the dashed box. 
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Figure 20. Evolution of flow field during a period of DTP. From top to bottom are the instantaneous flow field u, w, and barotropic tide current velocity. Positive velocity is eastward or upward. The dashed box at t = 27 marks the flow feature of precursor to lee waves. The dashed box at t = 42 h marks the flow feature of internal solitary wave. The blue circles on the barotropic current velocity charts mark the instantaneous velocities corresponding to 22, 27, 32 and 42 h, respectively. 
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Figure 21. Evolution of flow field during a period of TTP. From top to bottom are the instantaneous flow field u, w, and barotropic tide. Positive velocity is eastward or upward. The dashed boxes at 14, 20, and 24 h track the westward propagation of a disturbance originating from the eastern ridge. The box at 28 h marks the flow feature of precursor to lee waves with the downward flow on the east side of western ridge enhanced. The red circles on the barotropic current velocity charts mark the instantaneous velocities corresponding to 14, 20, 24, 28, and 31 h, respectively. 
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Figure 22. Evolution of flow field during a period of Flow fields in STP. From top to bottom are the instantaneous flow field u, w, and barotropic tide. Positive velocity is eastward or upward. The blue dashed box at t = 2 h and 20 h mark the generation process of one internal wave. The read box at 14 and 32 h mark the other internal wave. The blue and red circles on the barotropic current velocity charts mark the instantaneous velocities corresponding to 2, 14, 20, and 32 h, respectively. 
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Figure 23. Horizontal baroclinic velocity field during (a) the DTP and (b) the STP; (c) diurnal and (d) semidiurnal internal tide generation (w/u0) calculated using the Green function method. 
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Table 1. Remote sensing data parameters used in this article.
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Data Source

	
Data Date

	
Mode

	
Band

	
Polarization






	
Envisat

	
4 August 2009

	
Wide Swath

	
C

	
VV




	
12 July 2005

	
Wide Swath

	
C

	
VV




	
20 June 2004

	
Wide Swath

	
C

	
VV




	
28 August 2006

	
Wide Swath

	
C

	
VV




	
12 August 2006

	
Wide Swath

	
C

	
VV




	
9 November 2003

	
Wide Swath

	
C

	
VV




	
22 November 2006

	
Wide Swath

	
C

	
VV




	
ERS-2

	
16 February 2010

	
IMS

	
C

	
VV




	
19 April 2007

	
IMS

	
C

	
VV




	
Radarsat-2

	
24 July 2013

	
ScanSAR Wide

	
C

	
VV




	
15 August 2014

	
ScanSAR Wide

	
C

	
VV











 





Table 2. The characteristics of internal waves identified from the water layer of −150 m in Figure 7.
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	Wave ID
	ΔT (h)
	Levelobs (m)
	Levelmodel (m)
	ΔLevel (m)





	A1
	0.5
	104.232
	79.578
	24.654



	A2
	0.7
	98.753
	90.535
	8.218



	A3
	0.9
	104.232
	127.059
	−22.83



	A4
	0.7
	127.973
	134.364
	−6.391



	A5
	1.1
	123.407
	125.233
	−1.826



	A6
	0.2
	108.797
	99.666
	9.131



	B1
	2.5
	52.185
	39.401
	12.784



	B2
	2.5
	56.750
	38.488
	18.262



	B3
	2.1
	54.924
	43.053
	11.871



	B4
	2.3
	63.142
	54.011
	9.131



	B5
	1.5
	51.271
	52.185
	−0.914



	B6
	1
	73.186
	74.099
	−0.913










 





Table 3. Experimental internal wave number details.
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Waves Number

	
Internal Wave Longitude

	
Data

	
Types of Tides






	
A1–A6

	
118.00°E

	
SIWE 1 June 2011–7 June 2011

	
TTP




	
B1–B6

	
118.00°E




	
A7

	
118.34°E

	
Envisat-WSS 4 August 2009

	
DTP




	
B7

	
117.50°E




	
A8

	
116.70°E




	
A9

	
120.49°E

	
Radarsat-2 24 July 2013

	
TTP




	
B8

	
119.23°E




	
A10

	
118.91°E




	
A11

	
118.00°E

	
Radarsat-2 15 August 2014

	
STP




	
A12

	
117.11°E




	
A13

	
116.28°E




	
A14

	
118.57°E

	
Envisat-WSS 20 June 2004

	
DTP




	
A15

	
116.80°E




	
B9

	
119.03°E

	
Envisat-WSS 7 December 2005

	
TTP




	
A16

	
117.70°E




	
B10

	
117.18°E




	
A17

	
118.50°E

	
Envisat-WSS 8 December 2006

	
TTP




	
B11

	
117.63°E




	
A18

	
118.70°E

	
Envisat-WSS 9 November 2003

	
TTP




	
B12

	
117.61°E




	
A19

	
116.87°E




	
A20

	
119.89°E

	
Envisat-WSS 22 November 2006

	
DTP




	
A21

	
119.91°E

	
ERS-2 IMS 19 April 2007

	
TTP




	
A22

	
118.82°E

	
ERS-2 IMS 16 February 2010

	
STP




	
A23

	
118.76°E

	
Envisat-WSS 28 August 2006

	
STP
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