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#### Abstract

Weather disturbances, difficult backgrounds, the shading of fruit and foliage, and other elements can significantly affect automated yield estimation and picking in small target apple orchards in natural settings. This study uses the MinneApple public dataset, which is processed to construct a dataset of 829 images with complex weather, including 232 images of fog scenarios and 236 images of rain scenarios, and proposes a lightweight detection algorithm based on the upgraded YOLOv7-tiny. In this study, a backbone network was constructed by adding skip connections to shallow features, using P2BiFPN for multi-scale feature fusion and feature reuse at the neck, and incorporating a lightweight ULSAM attention mechanism to reduce the loss of small target features, focusing on the correct target and discard redundant features, thereby improving detection accuracy. The experimental results demonstrate that the model has an mAP of $80.4 \%$ and a loss rate of 0.0316 . The mAP is $5.5 \%$ higher than the original model, and the model size is reduced by $15.81 \%$, reducing the requirement for equipment; In terms of counts, the MAE and RMSE are 2.737 and 4.220 , respectively, which are $5.69 \%$ and $8.97 \%$ lower than the original model. Because of its improved performance and stronger robustness, this experimental model offers fresh perspectives on hardware deployment and orchard yield estimation.
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## 1. Introduction

Apples are a vital agricultural commodity worldwide and a significant contributor to economic development in the agricultural sector. In the United States, Washington State alone accounts for $67 \%$ of the entire apple production [1]. Apples are not only delicious but are also packed with a variety of nutrients, including vitamins C and E . These nutritional benefits have made apples a popular choice among consumers. [2,3]. The majority of orchard management today is performed by human labor, which is not only physically taxing but also ineffective, expensive, and prone to error [4].

The integration of intelligence in orchards, driven by the advancement of smart agriculture [5], has emerged as a crucial factor in obtaining precise product information. Nonetheless, detecting fruits accurately in natural environments presents significant challenges. Issues such as fluctuating lighting conditions, overlapping shading, and the resemblance between distant small fruits and the background can lead to inaccuracies in fruit detection $[4,6,7]$. Accurate fruit detection holds great research value and practical significance for the development of automated harvesting and yield estimation in orchards. Therefore, it is an important area of focus for researchers in this field.

In recent years, there have been some notable advancements in the automated detection and management of orchards, which can be categorized into two main approaches: traditional methods and deep learning algorithms. Traditional image processing methods
have primarily focused on extracting information such as color, shape, and basic features from images [8]. These extracted features are then classified using techniques such as support vector machines or artificial neural networks [9], forming the basis for fruit detection and segmentation [10]. Tian et al. [11] proposed a localization technique based on image depth information to find the circle center, fit the contour, and improve recognition accuracy with a recognition rate of $96.61 \%$. Lin et al. [12] developed a support vector machine-based segmentation algorithm for citrus detection using density clustering to reduce the effect of the environment with excellent performance. Wang et al. [13] used the Retinex image enhancement algorithm, and two-dimensional discrete wavelet transform to apply it to fruit detection based on color features and texture features, with a final accuracy of $85.6 \%$. Wang et al. [14] proposed an algorithm for identifying and locating obscured apples based on K-mean clustering, with a higher localization rate and $89 \%$ recognition accuracy than Hough transform and contour curvature methods. Zhang et al. [15] proposed an insulator profile detection method based on an edge detection algorithm. The Canny algorithm was selected as the main algorithm for insulator profile detection, which provides an efficient, accurate, and reliable way for the automated detection of insulator profiles with some practical value.

This paper has selected a deep learning algorithm with strong autonomous learning and feature extraction abilities to address these challenges. These algorithms demonstrate strong robustness and generalization capabilities in fruit detection, making them highly effective for automating orchard processes. Li et al. [16] proposed a target detection algorithm based on YOLOv4-tiny detection of green peppers, combining attention mechanism and multi-scale prediction ideas, with an average accuracy of $95.11 \%$, model size of 30.9 MB , and FPS of 89. Tian et al. [4] presented an enhanced YOLOv3 model for detecting apples at various growth stages. They incorporated DenseNet feature enhancement propagation and enhanced feature reuse techniques to enhance the feature layers at low and medium resolutions. Their model achieved an average detection time that can handle a resolution of $3000 \times 3000$ per frame, outperforming the original model and Faster-R-CNN. Zhang et al. [17] proposed a YOLOv4-tiny-based apple detection model with the backbone introducing GhostNet feature extraction network with a CA attention mechanism, introducing depth-separable convolution in the neck and YOLO head for reconstruction, and FPN adding CA attention module to enhance the feature extraction of small targets with an average accuracy of $95.72 \%$. The model has a 37.9 MB model size and a 45.2 FPS . Tu et al. [18] proposed an improved method based on Multi-Scale Fast Region Convolutional Neural Networks (MS-FRCNN) to detect lower-level features by merging feature maps from shallower convolutional feature maps, used in the region of interest pooling, effectively improving the detection of small passionfruit. Uddhav Bhattarai and Manoj Karkee [19] proposed CountNet, a weakly supervised flower/fruit counting network based on deep learning, to learn the number of objects from image-level annotations as input, yielding good MAE and EMSE in an orchard setting. Qian et al. [20] proposed HOG+SVM and an improved YOLOv5-based method for fast recognition of multiple apples in complex environments with parameter reconstruction, the inclusion of an attention mechanism module and finetuning of the loss function to better extract the features of different apples and improve the recognition ability of the model. Jan Weyler et al. [21] proposed a method to predict the bounding boxes of crops and weeds automatically, as well as the key points of leaves, with a good ability to estimate leaf numbers, and this method achieved excellent performance in complex scenarios with overlapping plants at different growth stages compared to Mask R-CNN. Chen et al. [22] proposed a Citrus-YOLOv7 model to detect citrus, introducing a small target detection layer, lightweight convolution, and CBAM attention mechanism to achieve multi-scale feature extraction and fusion with an average accuracy of $97.29 \%$, an average detection time of 69.38 ms , and a model size of 24.26 MB . Sun et al. [23] proposed an optimized Retinanet-PVTv2 that introduced a gradient coordination mechanism to detect small green fruits/begonia in a nocturnal environment and showed APs of $85.2 \%$ and $61.0 \%$ on the NightFruit and Gala datasets, respectively. Yonis Gulzar [24] proposed a

TL-MobileNetV2 model used to classify 40 fruits, removing the classification layers present in the MobileNetV2 architecture, adding five different layers, and also using different pre-processing and model adjustments, effectively improving the efficiency and accuracy of the model with an accuracy of $99 \%$. Normaisharah Mamat et al. [25] proposed an automatic image annotation advancement method using repetitive annotation tasks for the automatic annotation of objects, which was evaluated on different YOLO networks, and the results showed that the proposed method is fast and highly accurate in fruit classification, providing great value in image annotation. Yasir Hamid [26] proposed a deep convolutional neural network model using MobileNetV2 architecture and data augmentation techniques to implement an intelligent seed classification system, and the results show that it has high accuracy and is important for the sustainability of seed analysis. Sonam Aggarwal [27] proposed an artificial intelligence-based stacked integration approach to predict protein subcellular localization, which combines the three powerful pre-trained models, and the results showed that combining different weak convolutional neural networks gave better predictions than individual models with better network performance.

This study proposes an improved YOLOv7-tiny detection and counting network for small target apples to better cope with the inevitable realities of natural environments, complex backgrounds, and complex weather. The dataset was enriched with data enhancement techniques, adding three innovations to the backbone and neck of the model, improving detection accuracy for small target apples, and reducing the number of parameters in the model. The results show that the model has high robustness and generalization performance in detection and counting and can be deployed to mobile applications to facilitate automated orchard management.

The following are the contributions of the authors' work in this study:
(1) Construction of an Apple dataset with complex weather using the MinneApple public dataset, cropping and marking this, and simulating rain and fog scenarios using data augmentation techniques;
(2) Borrowing from DenseNet idea to construct a backbone network by adding to shallow features through skip connections to reduce the loss of small target features;
(3) Multi-scale fusion using P2BiFPN to detect small fruits with low resolution at a distance;
(4) A lightweight ULSAM attention mechanism is used to discard redundant features without increasing the model volume.

This study aims to enhance the model's ability to detect and count small target apples with complex backgrounds in natural environments and to adapt to complex weather conditions.

## 2. Materials and Methods

2.1. Construction of the Apple Dataset
2.1.1. Image Acquisition and Pre-Processing

The MinneApple dataset was used for this experiment. It was gathered at the University of Minnesota Horticultural Research Center (HRC) between June 2015 and September 2016 [28]. Video clips from various parts of the orchard were collected using a standard Samsung Galaxy S4 phone, and images were then captured to create the desired images "https:/ / conservancy.umn.edu/handle/11299/206575 (accessed on 10 September 2022)". The dataset used in this study was collected from both sunny and shaded areas of tree rows, spanning multiple days to capture diverse lighting conditions. The dataset was challenging, as it included heavily shadowed and crowded scenes with apples that were difficult to locate. Additionally, the dataset comprised various regions with different apple types. The dataset selected in this paper is the training set of Image images in the detection in MinneApple. In this study, we cropped and labeled the images and classified them into three categories: GreenApple, Red1Apple, and Red2Apple. The GreenApple tree has a thick trunk with smooth, green-colored outer skin. The Red1Apple tree is loosely structured, with a yellow-green base color on the fruit and a slightly powdery texture. The Red2Apple
tree is conical in shape, with smooth and evenly colored outer skin, appearing bright red. GreenApple is mostly under bright lighting conditions, and they have an extremely similar background. Red1Apple is in weak lighting conditions with insufficient brightness, while Red2Apple is in backlit and dim lighting conditions. For these three categories of fruit, we pre-processed the data.

The dataset is mainly for the detection of small target apples, as shown in Figure 1. We selected some images to crop them into 841 images of different sizes, reducing the input image size from $1280 \times 720$ to images of different resolution sizes, including 302 GreenApple of $320 \times 320$ resolution size, 252 Red1Apple of $320 \times 320$ resolution size and $410 \times 410$ resolution size, and 287 Red2Apple of $320 \times 320$ resolution size. The cropped images were manually annotated using the online web-based tagging tool makesense.ai "https:/ /www.makesense.ai/ (accessed on 20 September 2022)" and finally exported in the generated .voc format, which was converted to YOLO format to complete the construction of the initial dataset.


Figure 1. Cropping of the data set.

### 2.1.2. Data Augmentation

A dataset with complex weather was constructed using image enhancement methods to simulate different levels of rain and fog scenarios. This is shown in Figure 2. This is used to test the generalization and robustness of our model. From the overall dataset of three types of apples, 80 images were randomly selected from each fruit class for single-fold data augmentation. The iaa.Fog() function was used to simulate foggy weather conditions, and then the iaa.Rain(speed $=(0.1,0.3))$ function was used to simulate rainy weather conditions. This completed the enhancement processing under different weather conditions. Data cleaning was performed in this process, and the final enhanced dataset obtained contained 232 foggy weather images and 236 rainy weather images. The original images and the enhanced images form a dataset with complex weather, containing a total of 829 images, as shown in Table 1. The constructed dataset is randomly partitioned into training, testing, and validation sets according to the ratio of 7:2:1. Finally, 586 images of the training set, 164 images of the test set, and 66 images of the validation set were obtained.

Table 1. The volume of data before and after enhancement and for different weather.

| Category | Raw Data Volume | Weather Data Enhancement |  |  | Experimental Data Volume |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Normal Scenario | Fog Scenario | Rain Scenario |  |
| GreenApple | 302 | 142 | 79 | 76 | 297 |
| Red1Apple | 252 | 92 | 73 | 80 | 245 |
| Red2Apple | 287 | 127 | 80 | 80 | 287 |



Figure 2. Data enhancement in different weather.

### 2.2. Selection of Models

CNN-based networks are crucial for fruit detection in terms of target detection. Some of the more established and well-liked detection networks include the Faster Rcnn [29], SSD [30], CenterNet [31], and YOLO series. Object detection is transformed into a regression problem by the single-stage object detection network known as YOLO. By processing the image with a single CNN, YOLO can directly obtain the class and location coordinates of the object. This end-to-end detection network greatly increases the speed of detection. The YOLOv7 network model [32] of the YOLO family has good detection performance. One of them, YOLOv7-tiny, is a lightweight model of the YOLOv7 series. Ease of deployment and detection with accuracy and real-time performance is key to small-target apple detection. In this regard, we compared the lightweight YOLOv7-tiny model with Faster Rcnn-VGG, SSD-MobileNetV2, and CenterNet-ResNet50 for the study. As shown in Table 2, it can be seen that the YOLOv7-tiny detection effect is more pronounced, while the detection speed is fast and model volume is small, and can provide some subsequent mobile deployment technical support.

Table 2. Results of the inter-model selection comparison.

| Model | F1 Score/\% | Precision/\% | Recall/\% | mAP0.5/\% | Params/MB | FPS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| YOLOv7-tiny | 72.3 | 77.2 | 68.1 | 74.9 | 6.01 | 126.56 |
| Faster Renn-VGG | 50.33 | 41.16 | 66.51 | 55.95 | 547.0 | 24.90 |
| SSD-MobileNetV2 | 47.3 | 95.07 | 31.93 | 64.16 | 16.6 | 81.98 |
| CenterNet-ResNet50 | 48.3 | 95.48 | 40.56 | 71.22 | 131.0 | 69.74 |

### 2.3. YOLOv7-tiny-Apple Construction

The YOLOv7-tiny model consists of the backbone, neck, and head. The backbone network is mainly composed of CBL, ELAN-T, and SPPCSPC to perform feature extraction. To enhance the perceptual field of the model and strengthen the features, the neck network PANet merges the characteristics learned at various scales. The head is convolved by $1 \times 1$ to transform the features into the final prediction information to obtain the final prediction results. This model has excellent speed and outstanding network performance. For the detection in the complex background of the natural environment, to solve the problem of distant small fruits, missing contours, and weather interference caused by the decline in detection accuracy, this paper has improved YOLOv7-tiny, as shown in Figure 3. The shallow feature fusion helps to reduce the loss of small targets by borrowing the DenseNet
idea in the backbone part and adding a skip connection(a) in the P3 part. The neck is fused at multiple scales by upgrading PANet to P2BiFPN(b), adding a small target detection layer while removing the large target detection layer, and mixing shallow features with deep features for feature fusion reuse and improved detection accuracy. A lightweight ULSAM attention mechanism $(\mathrm{c})$ is added here to focus on the right target discarding redundant features.


Figure 3. Apple detection and counting model based on YOLOv7-tiny-Apple, (a) skip connection, (b) P2BiFPN, and (c) ULSAM attention mechanism.

### 2.3.1. Shallow Feature Fusion

Drawing on the DenseNet [33] idea, we make better use of feature information and improve the efficiency of information propagation between layers. DenseNet connects all layers for channel merging and feature reuse, as shown in Figure 4. $x_{0}, x_{1}, x_{2}, x_{3}, x_{4}$ indicate the feature map of each output layer, and h1,h2,h3,h4 indicate the nonlinear transformation; each layer can accept all the previous feature map (l-1) layers [34], and the feature map of each layer is expressed in Equation (1).

$$
\begin{equation*}
\mathrm{x}_{1}=\mathrm{H}_{1}\left[\mathrm{x}_{0}, \mathrm{x}_{1}, \ldots, \mathrm{x}_{1-1}\right] \tag{1}
\end{equation*}
$$



Figure 4. DenseNet feature extraction process.
This experiment proposes to add a skip connection to the p 3 position of the backbone network, which can more effectively utilize the feature information to achieve feature reuse and reduce the loss of small target feature information in the transmission process. For this reason, this experiment is set up with two layers; too many connections can cause slow detection speed problems. The input is a $416 \times 416$ size image that passes through a downsampling convolution layer with a channel number of $32 \times 32$ and a $3 \times 3$ convolution kernel and passes to a downsampling convolution layer with a $64 \times 64$ feature map size and a $3 \times 3$ size convolution kernel. The convolutional layer of the backbone network
consists of Conv (convolution), BN (batch normalization), and the LeakyRelu activation function. P2 is followed by a convolutional downsampling, and a convolution is connected after p3 to connect it to p2, for which the skip connection is integrated to propagate the connected features forward again, greatly preserving the small target apple features in the process.

### 2.3.2. Fusion of Extremely Small Target Features in P2BiFPN

The conventional FPN [35], as in Figure 5a, possesses only a single top-down information flow, which causes the loss of feature information. PANet [36] is used in the YOLOv7-tiny network, as shown in Figure 5b, and is a bottom-up information enhancement based on the FPN, and the ability to acquire features still needs to be improved. In this study, the small target detection layer P2 is added to YOLOv7-tiny for stronger feature fusion, preserving the semantic information of small, shallow targets. It is achieved by removing the P5 detection head, fusing the original P5 feature layer with the P4, and finally, outputting the P4 detection head. Drawing on BiFPN [37], which is improved based on PANet, using the idea of bi-directional fusion is a simple and efficient feature fusion mechanism where each input feature has a different resolution, for which efficient feature fusion is performed. As shown in Figure 5, it can be seen that the concat connection of P3P4 in the backbone and P3P4 in the neck, respectively, top-down and bottom-up operations will achieve higher feature fusion. The detection accuracy was improved while the number of parameters was reduced, and this was fused to the whole neck, which we named P2BiFPN, as in Figure 5c. For the detection of small targets, especially small fruits with low resolution at a distance, they possess more reliable accuracy under weather interference.


Figure 5. The improvement process of the neck network, with different colored circles representing elements of different sizes, (a) FPN, (b) PANet, and (c) P2BiFPN.

### 2.3.3. ULSAM Discards Superfluous Features

The detection and counting of small target apples are inaccurate in the case of complex backgrounds and weather changes, especially since GreenApple has great similarity to the background. To solve these problems and discard useless features, we propose adding a ULSAM (Ultra-Lightweight Subspace Attention Mechanism) to the neck [38], which can learn each attention mapping in each feature subspace. As shown in Figure 6, $m$ is the number of input channels, $G$ indicates that each group has $G$ feature maps, $h, w$ is the spatial dimension of the feature maps, forming a set of intermediate feature maps, using the linear relationship between different feature subspaces to integrate the channel information and have a more efficient effect on the learning of features, and do not burden the network. In this experiment, the ULSAM module is added to PANet with the parameters set to a $128 \times 128$ feature map size, a $26 \times 26$ picture size, and a default $g=4$ with connection downsampling. It is well embedded into the network, increasing the detection accuracy while the model size does not change, satisfying the detection model of the lightweight network.


Figure 6. ULSAM structure diagram.

### 2.4. Experiment Environments

In this experiment, a desktop computer is used, and the running environment is the Pytorch deep learning framework built with the Ubuntu 18.04.6LTS system, configured with 11th Gen Intel(R) Core (TM) i7-11700k@3.60GHz*16, GPU is NVIDIA GeForce GTX 1080Ti/PCle/SSE2, using CUDA10.2, OpenCV, Cudnn, and other related libraries to implement the detection model of small target applies in the context of complex environments.

### 2.5. Evaluation Indicators

In this experiment, the average metrics of three types of apples were selected and validated on a randomly divided test set. The mean F1 Score (mF1), Precision, Recall, and mean Average Precision(mAP@0.5) evaluation metrics were used to test the performance of the network, and N represents the number of categories. The evaluation metric is used to measure the performance of the whole model [39], calculated as:

$$
\begin{gather*}
\text { Recall }=\frac{\mathrm{TP}}{\mathrm{TP}+\mathrm{FN}} \times 100 \%  \tag{2}\\
\text { Precision }=\frac{\mathrm{TP}}{\mathrm{TP}+\mathrm{FP}} \times 100 \%  \tag{3}\\
\mathrm{~F} 1=\left(\frac{1}{\mathrm{~N}} \sum 2 \frac{\mathrm{R} \times \mathrm{P}}{\mathrm{R}+\mathrm{P}}\right)^{2}  \tag{4}\\
\mathrm{AP}=\int_{0}^{1} \mathrm{P}(\mathrm{R}) \mathrm{dR} \times 100 \%  \tag{5}\\
\mathrm{mAP}=\frac{\sum_{1}^{\mathrm{N}} \int_{0}^{1} \mathrm{P}(\mathrm{R}) \mathrm{dR}}{\mathrm{~N}} \times 100 \% \tag{6}
\end{gather*}
$$

where TP represents the number of true positive correctly identified samples, FP represents the number of false positive misidentified negative samples, and FN represents the number of false negative missed positive samples.

In evaluating apple counting, RMSE (Root Mean Square Error) [40] and MAE (Mean Absolute Error) [40] are utilized to measure the effectiveness of counting. $K$ is the number of images, pi is the true number of apple labels, and qi is the number of detected apples, calculated as:

$$
\begin{align*}
\text { RMSE } & =\sqrt{\frac{1}{\mathrm{~K}} \sum_{\mathrm{i}=1}^{\mathrm{K}}\left(\mathrm{p}_{\mathrm{i}}-\mathrm{q}_{\mathrm{i}}\right)^{2}}  \tag{7}\\
\text { MAE } & =\frac{1}{\mathrm{~K}} \sum_{\mathrm{i}=1}^{\mathrm{K}}\left|\mathrm{p}_{\mathrm{i}}-\mathrm{q}_{\mathrm{i}}\right| \tag{8}
\end{align*}
$$

## 3. Results

### 3.1. Training Process

In this study, the same initial training parameters are set for each group of experiments. We input an image size of $416 \times 416$, an epoch value of 300 , a learning rate of 0.01 , a momentum of 0.937 , and a weight_decay of 0.0005 , and the optimizer chosen is Adam, as shown in Table 3. The data is recorded using Tensorboard during the training process, and the training set loss is written for each iteration; the validation set loss is written for each training round, and the model weights are saved.

Table 3. All hyperparameters and values.

| Parameter | Value |
| :---: | :---: |
| Input size pixels | $416 \times 416$ |
| Training epochs | 300 |
| Learning rate | 0.01 |
| Momentum | 0.937 |
| Weight decay | 0.0005 |
| Optimizer | Adam |

As shown in Figure 7, the model's detection accuracy values and training loss values vary with the number of iterations during the training process. Gradually converging from 50 rounds onwards, the detection accuracy gradually increases, and the loss of the model gradually decreases, and finally, the 250 rounds level off, and the accuracy and loss values no longer change. It can be seen that the YOLOv7-tiny-Apple model does not suffer from over- and under-fitting and gradient disappearance [41] and can be applied to the detection and counting of small target fruits.


Figure 7. Loss and mAP with iteration. (a) mAP curve chart; (b) Loss Value curve chart.

### 3.2. Ablation Experiments

In this experiment, ablation experiments verify each improvement point's effectiveness. We propose a total of three innovation points, and the results of the ablation experiment are shown in Table 4.

After improving the first skip connection $j$, it is clear that the network adding the skip connection improves mAP by $3.6 \%$, mF1, Precision, and Recall by $3.1 \%, 2.6 \%$, and $3.5 \%$, respectively, on the original base network, and the number of parameters of the model increases by 0.16 M . The second improvement point, P2BiFPN, improves mAP by $3.8 \%$, mF 1 , Precision, and Recall by $3.5 \%, 1.8 \%$, and $4.8 \%$, respectively, compared with the base network, and the amount of parameters of the model is reduced by 1.11 MB , which greatly reduces the complexity of the model. The third improvement point is that the ULSAM attention mechanism increases the detection accuracy while the number of parameters
of the model does not change, satisfying the detection model of the lightweight network. Compared with the base network, mAP improved by $2.9 \%$, mF1, Precision, and Recall improved by $2.3 \%, 1.4 \%$, and $3.3 \%$, respectively; the number of parameters of the model did not change, while FPS was reduced but could meet the fast detection of the model.

Table 4. Comparison between the improvement points of the ablation experiment.

| $\mathbf{j}$ | ULSAM | P2BiFPN | F1 Score/\% | Precision/\% | Recall/\% | mAP0.5/\% | Params/MB | FPS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 72.3 | 77.2 | 68.1 | 74.9 | 6.01 | 158.73 |
| $\sqrt{ }$ |  |  | 75.4 | 79.8 | 71.6 | 78.5 | 6.17 | 156.25 |
|  |  |  | 74.6 | 78.6 | 71.4 | 77.8 | 6.01 | 133.33 |
|  |  | $\sqrt{ }$ | 75.8 | 79.0 | 72.9 | 78.7 | 4.90 | 123.45 |
| $\sqrt{ }$ | $\sqrt{ }$ |  | 76.0 | 82.7 | 70.5 | 79.1 | 6.17 | 125 |
|  |  | $\sqrt{ }$ | 76.6 | 79.5 | 74.0 | 79.8 | 4.90 | 104.16 |
| $\sqrt{ }$ |  | $\sqrt{ }$ | 75.8 | 81.2 | 71.4 | 79.7 | 5.06 | 111.11 |
| $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | 76.8 | 80.1 | 74.1 | 80.4 | 5.06 | 101.01 |

All three improvement points significantly enhanced the accuracy of the base model in this experiment. We systematically combined them in pairs, as shown in Figure 8, demonstrating the feasibility of the model's detection accuracy after each combination. Finally, by integrating all three improvements, we achieved an mAP (mean Average Precision) value of $80.4 \%$, Precision, Recall, and mF1 values of $80.1 \%, 74.1 \%$, and $76.8 \%$, respectively. Moreover, the resulting model has a compact size of 5.06 MB . This shows that the improvement of this experiment is more effective in feature extraction in the complex background of the natural environment, largely discarding the redundant interference and having superior detection performance.


Figure 8. mAP line graph of ablation experiment.
For counting, this study uses the images in the test set for testing, and the counting results are shown in Table 5. From the results, it can be seen that for the first innovation point j skip connection, RMSE is reduced by 0.281 , and MAE is slightly higher by 0.006 ; for the second innovation point, P2BiFPN, RMSE is reduced by 0.285 , and MAE is slightly higher by 0.091 ; for the third innovation point, the ULSAM attention mechanism, RMSE is reduced by 0.32 , and MAE is reduced by 0.043 . The counting metrics of this experiment, RMSE reduced by 0.416 and MAE reduced by 0.165 , are also effective in terms of counting and have performance improvement.

Table 5. Count results of ablation experiments.

| Model | MAE | RMSE |
| :---: | :---: | :---: |
| YOLOv7-tiny | 2.902 | 4.636 |
| YOLOv7-tiny-j | 2.908 | 4.355 |
| YOLOv7-tiny-ULSAM | 2.859 | 4.316 |
| YOLOv7-tiny-j-ULSAM | 2.902 | 4.534 |
| YOLOv7-tiny-P2BiFPN | 2.993 | 4.351 |
| YOLOv7-tiny-j-ULSAM- P2BiFPN | 2.737 | 4.220 |
| YOLOv7-tiny-ULSAM-P2BiFPN | 2.889 | 4.312 |
| YOLOv7-tiny-j-P2BiFPN | 2.902 | 4.507 |

### 3.3. Comparison Experiments

The more classical and popular Faster Renn-VGG, SSD-MobileNetV2, CenterNetResNet50, the newer and prominent lightweight networks YOLOv5s [42], YOLOx-tiny [43], YOLOv6t [44], and YOLOv7 were selected for comparison with the seven models of YOLOv7-tiny-Apple in this study, and the detection results are shown in Table 6.

Table 6. Accuracy comparison between different models.

| Model | F1 Score/\% | Precision/\% | Recall/\% | mAP0.5/\% | Params/MB | FPS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| YOLOv7-tiny | 72.3 | 77.2 | 68.1 | 74.9 | 6.01 | 126.56 |
| Faster Rcnn-VGG | 50.33 | 41.16 | 66.51 | 55.95 | 547.0 | 24.90 |
| SSD-MobileNetV2 | 47.3 | 95.07 | 31.93 | 64.16 | 16.6 | 81.98 |
| CenterNet-ResNet50 | 48.3 | 95.48 | 40.56 | 71.22 | 131.0 | 69.74 |
| YOLOv7 | 74.2 | 80.5 | 69.0 | 77.8 | 36.49 | 55.55 |
| YOLOv5s | 75.42 | 81.3 | 70.5 | 78.4 | 7.02 | 178.57 |
| YOLOx-tiny | 70.6 | 77.2 | 65.2 | 72.14 | 5.06 | 84.83 |
| YOLOv6t | 75.1 | 79.7 | 71.0 | 76.4 | 9.67 | 105.15 |
| YOLOv7-tiny-Apple | 76.8 | 80.1 | 74.1 | 80.4 | 5.06 | 101.01 |

By comparing the experimental tests, it was found that the mAP of YOLOv7-tinyApple was the highest among the models, reaching $80.4 \%$, which was $2 \%$ higher than that of YOLOv5, the best-performing model, ensuring the detection accuracy, while the number of parameters was also the smallest. Compared with Recall, the model sensitivity of YOLOv7-tiny-Apple is $6 \%, 5.1 \%, 3.6 \%, 8.9 \%$, and $3.1 \%$ higher than the other models, respectively. When comparing Precision, SSD-MobileNetV2, and CenterNet-ResNet50 stand out more but have no advantage in the remaining areas. The value of mF 1 was compared with several models and found that the value of this model was the highest and had better detection accuracy for detecting different classes of fruits. Relative to the FPS, the FPS of YOLOv7-tiny-Apple was 101.01 Hz , which was higher than Faster Rcnn-VGG, SSD-MobileNetV2, CenterNet-ResNet50, YOLOv7, and YOLOx-tiny and lower than the other three models, but it is sufficient for fast detection of fruits. This shows the superiority of the present model compared to other models, and compared with other current YOLO small model series, we can see that the present model has higher detection accuracy while the model is also the smallest, which is sufficient to achieve lightweight, small target detection in the complex background of a natural environment, illustrating the superiority of the present experimental model.

The test set photos were also used to detect the counting images from the comparison trials. To examine the efficacy of this experimental approach, Figure 9 displays the MAE and RMSE counting impacts of the evaluation model. It is evident that the YOLOv7-tinyApple model's MAE and RMSE, which are 2.737 and 4.220, respectively, better than the counting effects of other models and are the best counting effects. As shown in Table 7.


Figure 9. Histogram of counting effect between different models.

Table 7. Comparison of experimental count results.

| Model | MAE | RMSE |
| :---: | :---: | :---: |
| YOLOv7-tiny | 2.902 | 4.636 |
| Faster Rcnn-VGG | 6.681 | 11.10 |
| SSD-MobileNetV2 | 4.750 | 8.394 |
| CenterNet-ResNet50 | 3.212 | 4.945 |
| YOLOv7 | 2.859 | 4.281 |
| YOLOv5s | 2.798 | 4.662 |
| YOLOx-tiny | 2.902 | 4.696 |
| YOLOv6t | 4.833 | 6.411 |
| YOLOv7-tiny-Apple | 2.737 | 4.220 |

## 4. Discussion

Based on the aforementioned discussion, it is evident that the detection model employed in this experiment exhibits high accuracy. To assess the model's robustness in detecting apples within complex environments, we conducted a comparative visual analysis. The analysis distinguished between correctly detected boxes and missed detection cases, represented by oval white boxes. Common challenges observed in both cases include heavy leaf shading and loss of fruit outline. By examining these factors, we were able to evaluate the effectiveness of fruit detection in three distinct scenarios.

### 4.1. Fruits in Dim or Backlit Conditions

As shown in Figure 10, the comparison of fruit detection results in dim or backlight conditions shows that YOLOv7-tiny-Apple can meet the extremely difficult detection of small fruits and fruit overlap in dim conditions. For the four fruits in the lower right corner in the extreme dimness, their fruits were missed by (h) Faster Rcnn-VGG, (i) SSD-MobileNetV2 and two fruits were missed by (b) YOLOv7-tiny (c), YOLOv7 (d), YOLOv5s, (g) CenterNetResNet50, and one fruit was missed by (e) YOLOv6t, (f) YOLOx-tiny. There are two overlapping heavily occluded fruits in the upper left corner, (b) YOLOv7-tiny, (c) YOLOv7, (g) CenterNet-ResNet50, (h) Faster Rcnn-VGG did not detect them, (d) YOLOv5s, (e) YOLOv6t, (f) YOLOx-tiny, and (i) SSD-MobileNetV2 detected one fruit and the other heavily occluded fruit was not detected. At the top, there are two dim fruits, and (h) Faster Renn-VGG misses them all, while (b) YOLOv7-tiny, (c) YOLOv7, and (g) CenterNet-ResNet50 all omit one. This model, (a) YOLOv7-tiny-Apple, can detect all fruits, which has strong feature extraction and high localization accuracy.


Figure 10. Detection effect of different models in dim or backlit scenes. (a) YOLOv7-tiny-Apple; (b) YOLOv7-tiny; (c) YOLOv7; (d) YOLOv5s; (e)YOLOv6t; (f) YOLOx-tiny; (g) CenterNet-ResNet50; (h) Faster Rcnn-VGG; (i) SSD-MobileNetV2.

### 4.2. Fruits under Low Light and Blurred Outline of Small Fruits in the Distance

As shown in Figure 11, YOLOv7-tiny-Apple targets fruits that are more difficult to capture with low natural light and insufficient brightness for detection. It is found that the blurring of the distant small fruit outline deepens the detection difficulty even more in the case of weak light. One to two fruit misses occur at the top of the picture, as shown in (b) YOLOv7-tiny, (c) YOLOv7, (d) YOLOv5s, (e) YOLOv6t, (f) YOLOx-tiny, (g) CenterNetResNet50, (h) Faster Rcnn-VGG, and (i) SSD-MobileNetV2. The loss and low resolution of the rightmost fruit outline were not detected by any of the other models, except for (a) YOLOv7-tiny-Apple, which detected it accurately. In particular, (h) Faster Rcnn-VGG, (i) SSD-MobileNetV2 miss significantly. It is clear that YOLOv7-tiny-Apple possesses higher detection performance and significantly overcomes the issue of inaccurate detection of far-off small fruits.


Figure 11. Detection effects of different models under low natural light and low brightness. (a) YOLOv7-tiny-Apple; (b) YOLOv7-tiny; (c) YOLOv7; (d) YOLOv5s; (e) YOLOv6t; (f) YOLOx-tiny; (g) CenterNet-ResNet50; (h) Faster Rcnn-VGG; (i) SSD-MobileNetV2.

### 4.3. Fruits in the Case of Bright or Overlapping Shadows and High Background Similarity

As shown in Figure 12, under the bright and overlapping shadows, there is an extreme similarity between GreenApple and the background. The fruit in the lower left corner is shaded with higher similarity to the leaves as shown in Figure (b) YOLOv7-tiny,
(e) YOLOv6t, (f) YOLOx-tiny, (g) CenterNet-ResNet50, and (h) Faster Renn-VGG is difficult to detect. At the same time, the contours are missing more severely, and the whole leaf covering the fruit is difficult to be detected accurately. As shown in the upper right corner of (b) YOLOv7-tiny, (c) YOLOv7, (d) YOLOv5s, (e) YOLOv6t, (f) YOLOx-tiny, (h) Faster Rcnn-VGG, (i) SSD-MobileNetV2 can be seen; all missed this fruit. For the rightmost fruit, there is also its omission. However, (a) YOLOv7-tiny-Apple can accurately detect and locate it and better extract the features of the green fruit, which greatly solves the background similarity. The problem of background similarity is considered solved, which reflects the superiority of this model.


Figure 12. Detection effects of different models in bright and shadow overlapping scenes with extreme similarity to the background. (a) YOLOv7-tiny-Apple; (b) YOLOv7-tiny; (c) YOLOv7; (d) YOLOv5s; (e) YOLOv6t; (f) YOLOx-tiny; (g) CenterNet-ResNet50; (h) Faster Rcnn-VGG; (i) SSD-MobileNetV2.

### 4.4. Extreme Detection in Variable Weather

It can be seen from the above that the experiment possesses good accuracy and adaptability for the detection of apples in complex environments. To further verify YOLOv7-tiny-Apple's robustness to complex weather, we selected representative distant green fruits in rainy and foggy weather scenarios for testing. The small green apples in the distance are more difficult to detect in complex weather due to the large background similarity, high degree of leaf occlusion, and low pixels, so we verify this. As can be seen from Figure 13, YOLOv7-tiny-Apple can effectively detect most of the distant small green apples on rainy and foggy days, and only some small green apples and the part of the target feature that is not oriented are not detected. In summary, under the interference of complex weather, our detection model is still effective, with strong positioning accuracy and superior robustness.


Figure 13. YOLOv7-tiny-Apple detection for rain and fog scenarios. (a) Foggy weather; (b) rainy weather.

## 5. Conclusions

A lightweight small-target apple detection and counting model YOLOv7-tiny-Apple, is proposed based on YOLOv7-tiny, which provides theoretical support for designing apple detection and counting models. This model can cope with the detection of small target apples under the complex weather of the natural environment, further promoting the picking and estimation of production in automated orchards, and can also provide some technical support in the deployment of equipment. Excellent potential for real-time application in orchard management. This study has a certain encouraging influence on increasing labor cost effectiveness, increasing production quality, and enhancing agricultural production efficiency. It aids in real-time apple identification and more effective orchard management by automatically identifying and counting apples. Additionally, by efficiently decreasing the use of computational resources and time and increasing the efficiency of practical application, this work plays a constructive role in promoting and using object detection technology, which has some practical implications.
(1) This model uses a skip connection integrated into the backbone network of YOLOv7tiny to fuse the shallow features, strengthen the small target features, solve the problem of missing part of small target features, and greatly preserve the apple features;
(2) Due to the complex environment, the distant small fruit contours in the image are seriously missing, which affects the detection results. For this reason, we propose P2BiFPN added to the neck, which carries out multi-scale fusion and feature reuse, which not only improves the accuracy but also reduces the volume of the model to a certain extent;
(3) To further optimize the model, we add the ULSAM completely lightweight attention mechanism, which resolves the issue of identifying extreme similarity between the target and the background while ensuring the accuracy of the model;
(4) The majority of current research relies on the identification of complex background fruits in normal weather, which is inflexible to the effects of changing weather. In this experiment, the used dataset was processed using image enhancement techniques, and the rain and fog scenarios were simulated to verify the detection ability of the model in different weather with good detection performance.

Compared with other models, the improved model has better generalization and robustness and can be adapted to the task of small target apple detection in natural environments with complex backgrounds of variable weather. Possible techniques for using the model could also include aspects such as efficient inference techniques and algorithm optimization, which are used to improve the detection accuracy and efficiency of the model for different applications. Future work will concentrate on lightweight optimization, higher detection accuracy, and mobile device deployment to further enhance technical monitoring and control of smart orchards.
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