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Abstract: Nonheading Chinese cabbage is an important leafy vegetable, and quantitative identifica-
tion and automated analysis of nonheading Chinese cabbage leaves are crucial for cultivating new
varieties with higher quality, yield, and resistance. Traditional leaf phenotypic analysis relies mainly
on phenotypic observation and the practical experience of breeders, leading to issues such as time
consumption, labor intensity, and low precision, which result in low breeding efficiency. Considering
these issues, a method for the extraction and analysis of phenotypes of nonheading Chinese cabbage
leaves is proposed, targeting four qualitative traits and ten quantitative traits from 1500 samples,
by integrating deep learning and OpenCV image processing technology. First, a leaf classification
model is trained using YOLOv8 to infer the qualitative traits of the leaves, followed by the extraction
and calculation of the quantitative traits of the leaves using OpenCV image processing technology.
The results indicate that the model achieved an average accuracy of 95.25%, an average precision of
96.09%, an average recall rate of 96.31%, and an average F1 score of 0.9620 for the four qualitative
traits. From the ten quantitative traits, the OpenCV-calculated values for the whole leaf length,
leaf width, and total leaf area were compared with manually measured values, showing RMSEs of
0.19 cm, 0.1762 cm, and 0.2161 cm2, respectively. Bland–Altman analysis indicated that the error
values were all within the 95% confidence intervals, and the average detection time per image was
269 ms. This method achieved good results in the extraction of phenotypic traits from nonheading
Chinese cabbage leaves, significantly reducing the personpower and time costs associated with
genetic resource analysis. This approach provides a new technique for the analysis of nonheading
Chinese cabbage genetic resources that is high-throughput, precise, and automated.

Keywords: leaf phenotype; deep learning; OpenCV; nonheading Chinese cabbage

1. Introduction

Nonheading Chinese cabbage (Brassica campestris L.), also known as bok choy, pakchoi,
and coleseed, is one of the most important vegetable crops in the Brassicaceae family, origi-
nating from the middle and lower reaches of the Yangtze River in China. It ischaracterized
by a short growth cycle, high cropping index, rapid renewal of good varieties, and rich
germplasm resources [1–3]. widely cultivated in East Asian countries such as China, Korea,
and Japan, and in recent years, it has been extensively introduced to countries in Europe
and America, gradually becoming an important vegetable worldwide. With the continuous
development of the nonheading Chinese cabbage industry, there is a need to breed new va-
rieties that are of high quality, high yield, and resistant to multiple stresses [4]. The precise,
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intelligent, and high-throughput identification of germplasm resource phenotypes is the
foundation for smooth progress in genetic breeding. Moreover, phenotypic identification
of a large number of population materials during the breeding process is one of the most
important steps [5]. The morphological characteristics of leaves, structures directly affected
by the physiological and genetic traits of nonheading Chinese cabbage, including shape
and size, are key indicators for assessing their adaptability to the environment. A detailed
study of the phenotypes of nonheading Chinese cabbage leaves not only provides crucial
information for a deep understanding of genetic diversity and evolution but also aids in
revealing the mechanisms of response to specific environmental stresses, such as drought,
disease resistance, and cold adaptability, which is critical for selecting varieties with better
adaptability in breeding [6]. Additionally, variations in the phenotype of nonheading leaves
are important indicators of plant health status and pest and disease detection. Therefore,
the quantitative identification and automated analysis of nonheading Chinese cabbage leaf
phenotypes not only play an important role in improving crop quality and increasing yield
but are also key to advancing genetic improvement and breeding efforts.

Traditional phenotyping identification techniques for nonheading Chinese cabbage
are relatively outdated, with trait data collection primarily conducted manually. Not only is
the collection process time-consuming and costly in terms of human resources [7], manual
judgments are subject to subjective factors, leading to variability in assessments by the
same individual at different times due to factors such as fatigue, and traditional methods
such as the grid system suffer from a lack of precision, all of which contribute to the low
accuracy of the results obtained. With the continuous development of phenomics technol-
ogy, the level of germplasm resource identification and evaluation has further improved.
High-throughput sequencing and genomics technologies have led to revolutionary break-
throughs in gene discovery and application, leading to a new phase of molecular crop
breeding. However, compared to the rapid development of genomics technologies, the
development of crop phenotypic high-throughput detection technology and the integrated
analysis technology of multiomics big data are still lagging significantly. Phenotypic de-
tection technology has become an obstacle to the rapid development of modern breeding
technologies [8]. In recent years, numerous scholars have conducted extensive research on
plant phenotypes. Wei et al. [9] studied plant diseases using the lab color space model for
leaf segmentation and feature extraction and finally used a kernel function-based support
vector machine multiclassification method to detect four types of diseases, with the highest
recognition accuracy reaching 89.50%. Deng et al. [10] proposed a method for writing a
detection and identification program for large-leaf privet leaves based on OpenCV. The
results confirmed that the feature object detection method based on OpenCV is feasible and
relatively simple for detecting large-leaf privet leaves in complex-background video images.
Gong et al. [11] developed a winter wheat leaf morphology measurement algorithm based
on machine vision and designed software on the basis of the image processing libraries of
VB.net and OpenCV on the NT platform. The software can perform distortion calibration of
digital images and simultaneously measure the length, width, and area of multiple leaves.
Xu et al. [12] proposed a nondestructive measurement method for cucumber seedling
phenotypes using an RGB-D camera. The test results show that the system has good quan-
tity and accuracy and can effectively replace manual measurement methods. JAISAKTHI
et al. [13] used the global thresholding method to extract diseased parts of grape leaves and
then classified grape leaf images using a support vector machine, achieving an accuracy of
93.04% on test images.

Deep learning technology can automatically learn the intrinsic connections and pat-
terns among data using labeled datasets. A well-trained deep learning model can ex-
tract deep features from images and use these features to classify images or identify
targets within them, boasting high accuracy and fast recognition capabilities [14]. In recent
years, deep learning has gradually become an important research tool for crop pheno-
typic analysis that is capable of improving the management efficiency of crop production.
Yang et al. [15] proposed a method for detecting corn leaf phenotypes based on computer
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vision technology and deep learning methods, establishing a corn leaf phenotype regression
detection model. Yang et al. [16]. conducted a case study on the classification of lemon
leaf images using deep learning-based computer vision technology. The results indicate
that mobile networks have more promising prospects in practice, and computer vision
shows potential application prospects in precision agriculture. Chang et al. [17] applied the
YOLOv5 network model based on the PyTorch framework to train a leaf dataset and tested
leaf images with the trained model, achieving an average precision of 93% in leaf recog-
nition, with good results in terms of both recognition speed and accuracy. Liu et al. [18]
used the DCNSE-YOLOv7 algorithm to detect pests and diseases on cucumber leaves. The
experimental results showed that the accuracy of the improved model was 96.02%, with a
detection speed of 52.04/s and an average precision of 94.25%. Miao et al. [19] proposed an
improved method for detecting the ripeness of cherry tomatoes using a lightweight YOLO
v7 model. This study indicated that the improved YOLO v7 model can provide technical
support for the automated harvesting of cherry tomato fruits. Wang et al. [20], based on a
fully convolutional neural network, optimized the model architecture and key functions to
achieve high-throughput segmentation of plant leaf images. The morphological parameters
extracted from the segmentation results can be used in studies related to crop growth
monitoring and other research areas.

Previous studies have shown clear limitations in the acquisition of phenotypic data,
mostly detecting single traits, being unable to simultaneously obtain multiple pheno-
typic traits, or relying on a single processing method, in turn leading to large calcu-
lation errors and not meeting the actual production needs. This study integrates the
YOLOv8 classification model and OpenCV image processing technology as part of a com-
prehensive algorithm. This method can obtain four qualitative traits and ten quantitative
traits from a single image of nonheading Chinese cabbage leaves, providing a new high-
throughput, precise, automated technology for the analysis of nonheading Chinese cabbage
genetic resources.

2. Materials and Methods
2.1. Construction of Test Materials and Datasets

The sample plants for this study were sourced from the green leafy vegetable base
of the New Variety Display and Evaluation Base (Langqi) of the Fujian Provincial Seed
Industry Innovation Center. A total of 150 varieties were selected, with 10 plants ran-
domly selected for each variety, resulting in 1500 samples in total. For each sample, 3 to
4 mature leaves were randomly collected, resulting in 5500 leaf images with an original
resolution of 3604 × 4986 pixels. The collected leaves were placed against a uniform-color
background and photographed using an HT-GE1000C-T-CL industrial camera (HuaTeng
Vision, Shenzhen, China). During photography, two variables were strictly controlled: the
camera level was maintained at the level of the leaves to avoid angle errors that could
increase calculation errors, and the shooting distance was controlled to ensure that all the
leaves were of similar size to minimize the impact of size on classification.

Considering that an insufficient training sample size during model training could
lead to overfitting, a series of data augmentation measures were implemented to expand
the sample size and enhance the model’s generalizability and robustness [21–23]. This
study utilized random combinations of data augmentation techniques such as mirroring,
brightness adjustment, Gaussian blur, contrast adjustment, and perspective transforma-
tion [24,25], with some of the data-augmented samples shown in Figure 1. The dataset
size was effectively expanded, ultimately resulting in a total of 26,450 images that had
been enhanced.

To maximize the model’s learning efficiency and prediction accuracy, the enhanced
images were allocated and divided into training and test sets at a ratio of 8:2. The training
set was used for the model’s initial learning and parameter adjustment; the test set was
used to evaluate the model’s performance on new data.
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2.2. Phenotypic Traits of Nonheading Chinese Cabbage Leaves

Based on the Chinese agricultural industry standard NY/T 2223-2012 “Guidelines for the
Testing of Distinctness, Uniformity, and Stability in New Plant Varieties of Nonheading Chinese
Cabbage” [26], this study extracted 14 traits from the sample leaves, including 4 qualitative traits
and 10 quantitative traits. The 4 qualitative traits were divided into 18 categories, including
leaf shape (lanceolate, ovate, narrow elliptic, elliptic, broad elliptic, suborbicular), tip shape
(acute, obtuse, round, broadly round), degree of leaf surface blistering (none, weak, medium,
strong), and degree of leaf margin waviness (none, weak, medium, strong) (Figure 2). The
10 quantitative traits included whole leaf length, whole leaf width, leaf length, leaf width,
petiole length, petiole width, whole leaf area, leaf blade area, petiole area, and leaf area ratio
(Figure 3).
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2.3. Extraction Algorithm for Leaf Phenotypic Traits

This study proposes a comprehensive algorithm that integrates deep learning and
OpenCV image processing techniques to simultaneously quantify the quality and quan-
tity traits of nonheading Chinese cabbage leaves. As shown in Figure 4, upon inputting
nonheading Chinese cabbage image data, the model trained with deep learning first infers
the quality traits of the leaves, yielding four quality trait indicators; subsequently, OpenCV
image processing technology is utilized to perform color channel conversion, threshold
masking, grayscale conversion, filtering noise reduction, binarization, contour detection,
and pixel calculation on the images of nonheading Chinese cabbage leaves, resulting in
ten quantitative trait indicators. This algorithm can overcome the need for separate, repeti-
tive, and cumbersome processes for different traits, enabling the one-time acquisition of
14 phenotypic trait indicators for nonheading Chinese cabbage leaves.
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2.3.1. Selection of the Deep Learning Model

To select a suitable deep learning model for this study, in the initial phase, 50 images
were extracted from each trait and trained using five models: EfficientNet, ResNet, SWIN
Transformer, YOLOv8, and Vision Transformer. A comprehensive comparison was made
based on the performances of three key metrics—accuracy, detection speed, and model
size—to evaluate their performance on the experimental dataset used in this study. As
shown in Table 1, EfficientNet had the highest accuracy at 94.2%, while ResNet had the
lowest at 83.4%. In terms of detection speed, YOLOv8 was the fastest at 12.9 ms, with
ResNet being the slowest at 162.6 ms. Regarding model size, YOLOv8 was the most
compact at 2.7 M, while Vision Transformer was the largest at 91.3 M.

Table 1. Performance of different models.

Accuracy/% Detection Speed/ms Model Size/M

EfficientNet 94.2 56.1 21.4
ResNet 83.4 162.6 46.3

SWIN Transformer 92.1 124.6 87.6
YOLOv8 90.7 12.9 2.7

Vision Transformer 92.3 73.6 91.3

Considering the above metrics, YOLOv8, while maintaining a high accuracy (90.7%),
outperformed the other methods in terms of detection speed and model size, facilitating
high-throughput, rapid acquisition of nonheading Chinese cabbage leaf phenotypes. There-
fore, YOLOv8 was chosen as the model for this study to achieve classification detection of
four types of quality traits in nonheading Chinese cabbage leaves.
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2.3.2. OpenCV Image Processing Technology

After assessing leaf quality traits through deep learning, a series of postprocessing
steps were applied to nonheading Chinese cabbage leaf images using OpenCV image
processing technology. These steps included color transformation, image segmentation,
and edge detection to accurately calculate ten quantitative traits, such as leaf length, width,
and area. The specific algorithmic steps are as follows:

(1) The image is converted from the RGB channel to the HSV channel, simplifying color
identification through hue, saturation, and brightness components. This aids in
selecting specific color ranges during subsequent background replacement, with the
specific formula as follows:

H =



0◦, if max = min
60◦ × g−b

max−min + 0◦, if max = r and g ≥ b
60◦ × g−b

max−min + 360◦, if max = r and g < b
60◦ × b−r

max−min + 120◦, if max = g
60◦ × r−g

max−min + 240◦, if max = b

(1)

S =

{
0, if max = 0

max−min
max = 1 − min

max , otherwise
(2)

V = max (3)

In the formula, (r, g, b) represent the red, green, and blue coordinates of a color,
respectively, with their values being real numbers between 0 and 1. Max is the greatest of r,
g, and b, while min is the least.

(2) Analyzing the pixel value characteristics of the leaf overall and the background in the
image, it was found that there was a significant difference in the hue component be-
tween the leaf overall and the background, while the differences in the saturation and
brightness components were smaller. Therefore, by setting maximum and minimum
values for the three channels, an ROI mask is created, and the background is entirely
blackened to eliminate its impact on leaf edge detection. After threshold adjustment

tests, the entire leaf can be extracted at a mask threshold of
{

Min(0, 0, 46)
Max(180, 255, 255)

, leaf

parts can be segmented at
{

Min(36, 43, 46)
Max(110, 255, 255)

, and petiole parts can be segmented

at
{

Min(0, 30, 100)
Max(110, 255, 255)

. Three masking thresholds were applied to process the HSV

channel images, resulting in images that preserve the whole leaf, the leaf blade, and
the petiole while darkening the background, as shown in Figure 5.

(3) The images with darkened backgrounds of three different parts are then converted
into the lab color space to enhance the image, providing better brightness and color
invariance for subsequent processing.

(4) Median filtering is used to remove salt-and-pepper noise from the three images.

g(x, y) = med
{∫

(x − i, y − i)
}

, (i, j) ∈ S (4)

Here, g(x,y) and f(x,y) represent pixel grayscale values, and S denotes the template window.

(5) The three images are converted into a binary image. The image is thresholded, setting
pixel values below the threshold to 0 (black) and those above the threshold to 255
(white). After repeated testing, a threshold of 10 is selected, resulting in an image
with a black background and a white subject.

(6) Edge detection algorithms are used to extract the coordinates of the edge contour
pixels of the subject, leaves, and petioles from the three images of different parts, and
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save them as arrays. By using the array, the coordinates of the top left and bottom
right corners of the contour are obtained, the length, width, and height of each part
are calculated, and the area information of each part is obtained based on the number
of pixels within the contour.
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3. Experiments and Result Analysis

The training and testing of this research model were performed on a computer
equipped with an Intel Core i7-9700KF CPU, running at a frequency of 3.6 GHz, with
64 GB of RAM and a Windows 10 (64-bit) operating system, and accelerated with a GeForce
RTX 2060 Super GPU with 6 GB of VRAM. The programming language used was Python3.8,
the deep learning framework was PyTorch 1.2.0, and the OpenCV version was 4.8.

3.1. Classification Model Training
3.1.1. Parameter Setting

To optimize the performance of leaf detection and classification, the training param-
eters were adjusted. The initial learning rate was set to 0.001 to balance the convergence
speed and learning efficiency of the model, avoiding instability caused by excessively rapid
convergence. Additionally, a momentum decay strategy was employed, with its value
set to 0.937, to accelerate the learning process and avoid becoming stuck in local minima.
Finally, to enhance the model’s generalization ability, a weight decay of 0.0005 was set,
which helped reduce the risk of overfitting.

3.1.2. Evaluation Indicators

This study uses the accuracy, precision, recall, and F1 score as the model evaluation
metrics. The accuracy of the model is the ratio of all correctly predicted samples to the
total number of samples; the precision is the proportion of correct predictions among all
predictions made by the model; and the recall is the proportion of correct predictions
among all positive samples. The F1 score is the harmonic mean of precision and recall,
which measures the model’s balance between positive and negative samples [27]. The
specific formulas are as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
× 100% (5)

Precision =
TP

TP + FP
× 100% (6)

Recall =
TP

TP + FN
× 100% (7)



Agronomy 2024, 14, 699 8 of 13

F1 =
2 × Precision × Recall
(Precision + Recall)

(8)

TP (true positives) represents the number of actual positive samples predicted as positive;
FP (false positives) represents the number of actual negative samples predicted as positive;
and FN (false negatives) represents the number of actual positive samples predicted as
negative. TN (true negatives) represents the number of actual negative samples predicted
as negative.

3.1.3. Model Training

Training parameters are set in the model configuration file, with an initial training
iteration cycle of 50. The results of the training are analyzed, and the performance of the
model on the validation set is observed. The number of iterations is increased by 50 each
time for repeated training to ensure sufficient learning of data features without causing
overfitting. Figure 6 is a graph showing the changes in metrics during the training process
of the four quality trait classification models when the number of iterations increased to 400.
As the number of iterations increased, the accuracy continued to improve, and the accuracy
curves of the leaf shape model, tip shape model, leaf margin waviness model, and leaf
surface blistering model tended to stabilize at 225, 280, 280, and 300 iterations, respectively.
Meanwhile, the loss curves for the training and validation sets changed consistently, with
the validation set loss always greater than that of the training set.
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After training and validation, the classification models for the four quality traits
showed good performance. The model with the best performance is the leaf margin
waviness model, with an accuracy, precision, recall rate, and F1 value of 96.88%, 98.81%,
98.75%, and 0.9878, respectively. The tip shape model has lower performance due to
smaller differences in shapes, with 92.5%, 92.56%, 92.5%, and 0.9253, respectively (Table 2).
Although there are some differences in the evaluation metrics of the four models, all metrics
are above 92%, meeting the requirements for practical application. A comprehensive
evaluation of four models was conducted, with an average accuracy of 95.25%, average
precision of 96.09%, average recall of 96.31%, and average F1 score of 0.9620. The high
accuracy and precision indicate that the models trained in this study can effectively identify
the leaf quality traits of nonheading Chinese cabbage, while the high recall rate also
indicates that the models have maintained the misclassification rate at a very low level.
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Table 2. Evaluation metrics for four quality trait models.

Accuracy/% Precision/% Recall/% F1 Score

Leaf shape model 95.56 96.20 96.18 0.9619
Tip shape model 92.50 92.56 92.50 0.9253

Leaf margin waviness
model 96.88 98.81 98.75 0.9878

Leaf surface blistering
model 96.05 96.78 97.82 0.9730

Average 95.25 96.09 96.31 0.9620

3.2. Quantitative Traits

In this study, to ensure the accuracy and reliability of the leaf parameters of non-
heading Chinese cabbage obtained through OpenCV calculations, three quantitative trait
parameters—leaf length, leaf width, and total leaf area—were selected as validation indica-
tors for rigorous verification and error analysis. A random sample of 466 leaf specimens
was taken, and precise manual measurements of leaf length, leaf width, and total leaf area
were conducted, where length and width were measured with a Vernier caliper, and area
was measured using the traditional grid method. The manual measurement results were
used as the gold standard and compared with the results calculated by OpenCV.

The magnitude of the error between the two measurement methods was quantified by
calculating the mean absolute error (MAE) and the root mean square error (RMSE) [28].
As shown in Table 3, the MAE for both leaf length and leaf width is 0.1 cm, with RMSEs
of 0.19 cm and 0.1762 cm, respectively; for area, the MAE is 0.02 cm2, with an RMSE of
0.2161 cm2. These error metrics reflect a high degree of consistency between the automatic
measurement results and the manual measurement results in this study.

Table 3. Accuracy evaluation of OpenCV calculation results.

Manual
Measurement
Average Value

OpenCV
Calculation

Average Value
MAE RMSE

Leaf length 11.03 11.07 0.01 0.19
Leaf width 5.65 5.64 0.01 0.1762

Area 35.13 35.11 0.02 0.2161

Furthermore, this study also conducted a Bland–Altman analysis comparing manual
measurement results with OpenCV calculation results. As shown in Figure 7, for leaf length,
leaf width, and total leaf area, the average error within the 95% confidence interval was
−0.03 cm, with a range from −0.4 cm to 0.34 cm. Moreover, the error values for all three
indicators were distributed within the 95% confidence intervals, further confirming that the
method used in this study exhibited minimal error in the calculation of quantitative traits,
indicating a high level of reliability and accuracy in the study’s computational approach.
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3.3. Leaf Phenotype Extraction Analysis Based on Deep Learning and OpenCV Fusion

By integrating the classification model with OpenCV, the new algorithm framework
proposed in this study was developed, achieving batch and automated calculations for
nonheading Chinese cabbage leaf images. Using the algorithm proposed in this study,
not only were the quality traits of the leaves accurately identified and classified, but the
quantitative traits were also measured with high accuracy, and a high-speed detection
process was achieved, with an average detection speed of 269 ms per image. The calculation
results clearly displayed the classification results of the leaf quality traits, the specific
parameters of the quantitative traits, and the detection time used (Figure 8).
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4. Discussion

In the field of germplasm improvement and new variety development for nonheading
Chinese cabbage, leaf phenotypic characteristics such as leaf length, leaf width, and leaf
area ratio are considered key traits. These traits are of decisive importance for the evaluation
of germplasm resources and selection processes in breeding because they directly affect the
appearance quality of the final product. However, traditional phenotypic trait assessment
relies on manual measurements by practitioners, which is time-consuming and labor-
intensive [29,30], thus creating a significant workload for breeders. Thus, there is an urgent
need to develop accurate, fast, and intelligent phenotypic trait collection technologies. In
light of this, this study combines the YOLOv8 classification model and OpenCV image
processing technology to propose a comprehensive algorithm based on their integration,
innovatively analyzing four quality traits and ten quantitative traits of nonheading Chinese
cabbage leaves. While ensuring rapid detection, the accurate judgment of the quality traits
and precise calculation of the quantitative traits of nonheading Chinese cabbage leaves
were also ensured. The development of this technology can not only effectively reduce the
workload of breeders and improve the efficiency of the breeding process but also enhance
the accuracy and reliability of phenotypic trait analysis.

The phenotypic characterization of nonheading Chinese cabbage leaves has always
relied on manual observation and measurement. Traditional methods such as grid and
scale are only suitable for leaves with simple shapes, and their accuracy decreases as the
complexity of the leaves increases. The application of machine vision in plant phenotyping,
however, can identify and calculate more precise and reproducible data. The comprehen-
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sive algorithm proposed in this study demonstrates that deep learning not only achieves
significant results in the classification of quality traits of nonheading Chinese cabbage
leaves but also reveals the great potential of deep learning in accurately identifying and
classifying plant phenotypic characteristics, highlighting its potential applications in fields
that require fast and precise analysis of large volumes of image data. Moreover, the precise
quantification of leaf size and morphology through OpenCV image processing technology
provides an objective and repeatable method for understanding intraspecific morphological
diversity, genetic variation, and environmental adaptability. It has significant scientific
value and application prospects for accelerating the process of variety improvement and
enhancing the precision and efficiency of variety improvements. Furthermore, this inno-
vative phenotyping collection technique is not only suitable for the precise measurement
of nonheading Chinese cabbage leaves but can also be widely applied to the breeding
selection of other crops through the adjustment and improvement of algorithms, such as
the identification and measurement of tomato fruit shapes, providing strong technical sup-
port for the variety improvement of diversified crops. In addition to assisting in breeding
improvements, this technology can also be used in agricultural robots for crop detection
and quality sorting after crop harvesting.

However, despite significant progress in the analysis of the phenotypic characteristics
of nonheading Chinese cabbage leaves, this study also has several limitations. First, our
method largely depends on image quality and the conditions under which the leaves
are produced. Second, although the YOLOv8 model has shown efficient recognition
capabilities, it still struggles to identify leaves in extreme cases, such as those with extremely
similar or unique shapes. This may require the use of multiple deep learning networks for
comparison of recognition performance. Furthermore, this study primarily focused on the
morphological characteristics of nonheading Chinese cabbage leaves, which may not fully
capture all key aspects of plant phenotypes, such as physiological or biochemical properties.
Finally, our research was conducted under specific environmental conditions and may
require further validation and adjustment in different growth environments or with other
plant varieties. Considering the achievements and limitations of this study in the analysis
of phenotypic characteristics of nonheading Chinese cabbage leaves, future research will
employ more neural network models or modify current deep learning networks to address
the existing limitations of the algorithms.

5. Conclusions

Traditional manual measurements of nonheading Chinese cabbage leaf phenotypic
traits face issues such as high workload, time consumption, and low accuracy, while current
object detection network models are large, slow in terms of detection speed, and have low
accuracy in extracting and analyzing phenotypic traits of nonheading Chinese cabbage
leaves in various complex scenarios. This study introduces a detection method combining
the YOLOv8 model and OpenCV image processing techniques, achieving an average
analysis time of 269 ms for 14 phenotypic traits of nonheading Chinese cabbage leaves,
with an average precision and accuracy of 96.09% and 95.25%, respectively, fully meeting
practical application requirements. This approach significantly reduces the labor and time
costs associated with genetic resource analysis. It provides a high-throughput, precise,
and automated new technology for the analysis of nonheading Chinese cabbage genetic
resources, not only demonstrating the immense potential of combining deep learning with
traditional image processing technology theoretically but also providing an efficient and
reliable leaf phenotypic data analysis tool for the agricultural science field in practice.
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