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Abstract: Deep learning models can enhance the detection efficiency and accuracy of rapid on-site
screening for imported grains at customs, satisfying the need for high-throughput, efficient, and
intelligent operations. However, the construction of datasets, which is crucial for deep learning
models, often involves significant labor and time costs. Addressing the challenges associated with
establishing high-resolution instance segmentation datasets for small objects, we integrate two zero-
shot models, Grounding DINO and Segment Anything model, into a dataset annotation pipeline.
Furthermore, we encapsulate this pipeline into a software tool for manual calibration of mislabeled,
missing, and duplicated annotations made by the models. Additionally, we propose preprocessing
and postprocessing methods to improve the detection accuracy of the model and reduce the cost of
subsequent manual correction. This solution is not only applicable to rapid screening for quaran-
tine weeds, seeds, and insects at customs but can also be extended to other fields where instance
segmentation is required.

Keywords: deep learning; instance segment; segment anything; annotation pipeline

1. Introduction
1.1. Background and Motivation

The global food crisis is a long-standing issue of food supply and demand in impov-
erished countries, which is triggered by international circumstances [1,2]. Global trade
in food commodities is active, and the import and export of grains can easily lead to
the introduction of foreign organisms, resulting in biological invasions [3,4]. To address
the risks of biological invasions associated with import and export trade, countries have
implemented their own customs policies. Taking China as an example, during the importa-
tion process, food grains undergo on-site inspections to ensure compliance with relevant
Chinese standards and regulations [5]. If any non-compliance is found, the food grains will
be refused entry into the country.

On-site testing of grains is an important step in ensuring food safety and biosecurity.
However, the testing process is time-consuming and requires skilled professionals for
identification. With the continuous development of global trade, the demand for imported
grains is increasing, and the requirements for grain testing are becoming more stringent.
Currently, customs quarantine work remains labor-intensive. Regarding pest quarantine
work, the entire process, from sampling and photography to laboratory testing, is manually
operated, resulting in not only time and labor inefficiency but also a need for improvement
in detection rates.
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This situation fails to meet the demands of high-throughput, efficiency, and intelli-
gence. Therefore, there is a need for more intelligent and efficient detection methods. Such
methods can not only improve the accuracy and reliability of testing but also reduce labor
costs, expedite customs clearance, and ensure food safety.

One proposed solution for implementing rapid on-site screening of imported grains
using artificial intelligence technology is as follows [6]: The selected samples are spread
out and laid flat, and their images are captured using a camera. An object detection model
is then utilized to locate and classify the samples in the images. To ensure quick screening,
the camera’s field of view should not be too small. On the other hand, to ensure that
the model can identify the object categories, the pixel resolution of individual objects
should not be too low [7]. Crop particles, weed seeds, and insect samples are all small
in size, thus requiring a high pixel resolution for the entire image. In essence, the key
characteristic of achieving rapid on-site customs inspection is the identification of small
objects in ultra-high-resolution images.

However, training instance segmentation models requires the establishment of pixel-
level ground truth annotations, which can be labor-intensive and time-consuming. There-
fore, it is necessary to develop methods for constructing low-cost and efficient annotation
datasets. Currently, both visual and language models have made rapid advancements,
and large-scale zero-shot models can be used to assist in fast annotation, thereby reducing
manual annotation costs. We propose a method for quickly constructing pixel-level mask
annotation datasets by leveraging multiple visual models. This allows annotators to rapidly
annotate object positions and masks in images using text-based annotations. Furthermore,
we integrated this annotation pipeline into a visualization software tool to facilitate manual
correction of the model’s annotations by annotators.

In summary, we have developed a pipeline suitable for low-cost and efficient anno-
tation of small object detection and segmentation in ultra-high-resolution images, with a
focus on rapid screening of customs quarantine weed seeds and insects. This solution is
also applicable to similar scenarios such as pedestrian detection in high-resolution images.
Our contributions are as follows:

• We have proposed simple and effective preprocessing and postprocessing algorithms
to enhance the accuracy of small object detection in ultra-high-resolution images.

• We have built a pipeline for fast ground truth annotation, which improves the efficiency
of dataset construction and reduces the associated costs.

• We have packaged the annotation pipeline into software, making it convenient for the
manual correction of model annotations.

1.2. Related Work
1.2.1. Weed Seed Datasets and Detection Models

Deep learning models have demonstrated significant research potential in assisting
weed seed detection, with their advantage lying in the ability to automatically extract
complex features from images and effectively address seed recognition issues under differ-
ent environmental conditions. However, the performance of these models heavily relies
on the quality and diversity of the training dataset. Currently, there have been efforts to
construct relevant datasets, such as the DeepWeeds dataset [8], which covers eight weed
categories and includes 17,590 labeled images, providing abundant resources for model
training. However, this dataset primarily focuses on outdoor weed images, with a limited
coverage of seed images, which, to some extent, restricts the application of models in seed
detection tasks. Luo et al. [6] designed data collection hardware and successfully collected
data for 140 weed seed species, including 33,600 instances of training data and 14,096 of
testing data. Although these data offer new possibilities for weed seed detection, they have
not made this dataset publicly available, limiting its application in broader research.

In addition to dataset construction, some studies also focus on model selection and
optimization [9–12]. For example, Luo et al. [6] compared six popular CNN models in their
research and found that AlexNet performed well in terms of classification accuracy and
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efficiency, while GoogLeNet achieved optimal accuracy. These studies not only provide
a rich selection of models for weed seed detection but also offer valuable references for
future research.

1.2.2. Ultra-High-Resolution Small Object Detection

In the screening of weed seeds in the customs importation of grain, a wide field of
view is required for rapid screening, while high resolution is necessary to ensure object
recognition accuracy. Therefore, the detection of small objects in ultra-high-resolution
images is particularly crucial for the rapid screening of grain. In addition to grain rapid
screening, similar challenges are also present in scenarios such as remote sensing image
monitoring and pedestrian detection.

Ultra-high-resolution small object detection tasks currently face two major challenges.
Firstly, they require significant computational resources. Secondly, as the network depth
increases, the feature information of small objects may gradually dilute or get lost during
the propagation process. Existing research has proposed two main approaches. The first
approach is region-based processing. Specific methods include dividing the high-resolution
image into multiple smaller blocks and treating it as a problem of object detection on these
smaller block images. Alternatively, an enlargement strategy can be employed, where
potential object regions are detected first, followed by an enlargement process applied to
these regions. Some models focus on processing only the regions that may contain objects
while ignoring other regions to reduce the computational burden [13].

The second approach is the fusion of low-resolution and high-resolution features.
For example, high-resolution images can be inputted into shallow networks to capture
positional information, while low-resolution images can be inputted into deep networks to
extract rich semantic information [14]. Another fusion strategy involves initially predicting
the coarse position of small objects based on low-resolution features and then refining the
detection results with the guidance of high-resolution features [15,16].

1.2.3. Applications of Grounding DINO and SAM Models

Grounding DINO and SAM, both renowned for their zero-shot capabilities, exhibit
remarkable performance across various domains through prompt-based controls. This flex-
ibility has led to their widespread utilization in specialized tasks such as lung segmentation
in chest radiographs [17], in 3D with nerfs [18], semantic segmentation of artworks [19],
and agriculture [20]. Recent efforts have explored the synergistic potential of combining
these models. For instance, Ren et al. [21] experimented with integrating Grounding DINO
and SAM to achieve text-guided image segmentation, further enhancing this framework
by incorporating stable-diffusion for text-controlled image editing or OSX for promptable
human motion analysis. Additionally, Jiao et al. [22] leveraged the CLIP model to categorize
the segmentation outputs of SAM. Beyond direct application, these models have also been
utilized as data sources [23].

However, simply concatenating these models for general tasks is insufficient for our
targeted high-resolution small object detection. Direct application in this scenario would
likely lead to failed predictions. Therefore, it is imperative to devise a scheme that modifies
the model inputs, ensuring they align with the data distribution effectively processed by
the models. This approach promises to enhance the accuracy and reliability of small object
detection in high-resolution imagery.

2. Materials and Methods

We employed a combination of multiple zero-shot large models to establish a rapid
annotation pipeline, as shown in Figure 1. We packaged the pipeline into software for
convenient manual correction of annotation errors. Furthermore, we propose a preprocess-
ing method to improve the zero-shot accuracy of models and reduce the time required for
manual correction. To test the effectiveness of the proposed pipeline, we captured images
of wheat, weeds, and insects, using a 6.5 million pixel camera as experimental subjects.
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Figure 1. A pipeline for annotating ultra-high-resolution object detection datasets based on the
Grounding DINO and SAM models. First, the images are divided into overlapping patches, and then,
the Grounding DINO model is used to obtain bounding boxes. The bounding box results are then
fed as prompts into the SAM model to generate masks. Finally, a merging algorithm is employed to
integrate the annotation structures of the patches.

2.1. Capturing Images for Testing

To enhance the visibility of the foreground objects, such as grains, weed seeds, and in-
sects, we utilized a blue background. The camera was positioned directly above the blue
belt, with a field of view measuring 20 cm × 30 cm. The shooting distance was set at 20 cm.
With a camera pixel count of 65 million, an object with an original size of approximately
1 mm would be represented by around 100 pixels in the captured image. The hardware
equipment used for taking the photographs is illustrated in Figure 2.

Figure 2. Hardware diagram for capturing images used in experimental testing.

2.2. Annotation Pipeline

High-throughput detection of weed seeds and insects requires both high-resolution
imagery and efficient algorithms. While the use of industrial cameras for capturing high-
resolution images is now a mature technology, high-resolution inputs pose a significant
challenge for models. Typically, the input image size range for models is from 224 × 224 to
1024 × 1024 pixels. The pre-trained zero-shot model is unable to detect objects in a large
image consisting of 65 million pixels. The input image is resized to a fixed size when sent
into a model. Despite the fact that both Grounding DINO and SAM are pre-trained large
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models exhibiting zero-shot capabilities, simply downsampling high-resolution images
and feeding them into the model can still result in prediction failures. This underscores
the necessity for zero-shot abilities to adhere to specific dataset distribution requirements.
Evidently, retraining the model to broaden its supported input distribution range would be
prohibitively expensive. Instead, preprocessing techniques can be employed to modify the
characteristics of high-resolution images, enabling them to align with the distribution of
pre-trained models. This approach is analogous to the principle underlying the “prompt”
technique, facilitating the adaptability of models to diverse data inputs.

To overcome this issue, we have developed a preprocessing algorithm that slices the
images into patches. Each patch is then individually fed into the model for object detection.
Subsequently, we have designed a postprocessing algorithm to integrate the predictions
from multiple patches and generate a comprehensive detection output.

2.2.1. Preprocessing

The original size of the image is W×H. We divide the image into a grid of overlapping
patches with dimensions m× n. The overlap rate, denoted as θ, represents the proportion
of overlapping pixels between adjacent patches in relation to the total number of pixels in
the original image.

As depicted in Figure 3, not all four sides of a patch have overlapping areas. Specifi-
cally, the left and upper sides of each patch contain the overlapping area, while the patches
on the leftmost and topmost sides do not have any overlapping area. The shape of the
patch located at position [0, 0] is W

m ×
H
n . The shape of the patch located at position [i, j] is

W(θ + 1
m )× H(θ + 1

n ).

Figure 3. Image preprocessing method: splitting a high-resolution image into overlapping small
patches. The yellow boxes in the image indicate the locations of the patches. The two shades of
yellow are solely for ease of visualization and carry no semantic distinction.

2.2.2. Postprocessing

The split patches are inputted into the zero-shot models to generate predicted results.
To prevent repeated detection of objects that appear in adjacent patches simultaneously, we
propose a method for merging, as shown in Figure 4. The pseudocode is as in Algorithm 1.

Based on the relationship between the detected object’s bounding box coordinates
and the coordinates of the overlapping areas, we can categorize the detected objects into
four types:

• Incomplete objects falling on the edges of patches;
• Objects completely falling within non-overlapping regions;
• Objects partially falling within overlapping regions;
• Objects completely falling within non-overlapping regions.
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We retain objects that are completely or partially within non-overlapping regions and
discard the remaining objects. This ensures that we obtain a comprehensive list of objects
without any omissions or duplicates. The detailed process is shown in Figure 4.

Algorithm 1 The corresponding postprocessing method for the overlapping preprocess-
ing method.

1: OverlapALL← 1 // Completely in the overlap area
2: OverlapHALF ← 2 // Half in the overlap area
3: OverlapNO← 0 // Not in the overlap area
4: OverlapCUT ← −1 // Cut in half by the picture, discard
5: Threshold← 0.003
6: function TAGOBJECTS(objPos, overlapPos)
7: x1, x2, y1, y2← objPos // Determine whether it is at the edge
8: if x1 < Threshold||x2 > (1− Threshold) then
9: return OverlapCUT

10: end if
11: if y1 < Threshold||y2 > (1− Threshold) then
12: return OverlapCUT
13: end if// Determine whether it is in the overlap area
14: h, w← overlapPos
15: tag← OverlapNO // Determine whether it is on the left side
16: if x1 < w then
17: if x2 < w then
18: return OverlapALL
19: else
20: tag← OverlapHALF
21: end if
22: end if// Determine whether it is on the upper side
23: if y1 < h then
24: if y2 < h then
25: return OverlapALL
26: else
27: return OverlapHALF
28: end if
29: end if
30: return tag
31: end function

2.2.3. Detection

The Grounding DINO model can receive a text prompt and output the bounding
box of the detected object. The SAM model accepts prompts of the types “points” and
“bounding boxes”. The inputs and outputs of these two models can be concatenated to
form a pipeline.

• Grounding DINO: Grounding DINO is a multimodal model that combines visual and
linguistic features. By providing the object category as a text prompt, the model can
output the corresponding bounding box for the object of interest. The model utilizes
both the text prompt and visual features to generate the bounding box predictions.
It’s important to note that modifying the input text prompt can impact the model’s
visual feature extraction and subsequent prediction results.

• Segment Anything: Segment Anything is another multimodal model that incorporates
both visual and linguistic information. This model accepts two types of prompts:
points and boxes. If no specific prompt is provided, the model uses pre-defined grid
points as prompts to detect all objects within the entire image.

The annotation pipeline follows the following steps:
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1. The annotator designs the text prompt, specifying the desired object category or
categories to be detected.

2. The text prompt and corresponding images are inputted into the Grounding DINO
model, which generates bounding box coordinates for the objects based on the
given prompt.

3. The original images and the obtained bounding box coordinates are then fed into the
Segment Anything model. This model produces segmentation results.

Figure 4. Merging algorithm for overlapping patches. Blue and green represent different patches.
Based on the coordinates of the object’s bounding boxes and the overlapping regions, objects that
are incomplete and located at the edges of the image (object D in patch1 and object B in patch2) are
identified. Additionally, objects that are entirely within the overlapping region in patch2 (object C)
and objects that are partially within the overlapping region (object D) are also determined. Operation1

marks the incomplete object (object D) in patch1 as “DELETE” while other objects (object A, B, and C)
are marked as “RETAIN”. Operation2 labels objects in patch2 that are incomplete (object B), fully
(object C), or partially (object E) within the overlapping region as “DELETE”, while the remaining
objects are marked as “RETAIN”.

2.3. Manual Correction

Manual correction is crucial to achieve higher-quality annotations. The primary reason
for this is the inherent inaccuracy of the Grounding DINO model. Being a multimodal
model with complex feature fusion, altering the input text prompt can impact the model’s
extraction of image features. When detecting multiple object categories simultaneously, it
is necessary to separate the objects using ‘.’ in the text prompt, as per the model’s settings.
However, in practice, prompts containing multiple object categories often yield much worse
results compared to prompts containing only one object category (as shown in Figure 5).
Therefore, manual correction of the model’s annotated results becomes necessary.

To enhance the efficiency of manually correcting annotation results, we have encapsu-
lated the annotation pipeline into visual and interactive software. The annotation interface
of the software is shown in Figure 6. This software needs to achieve the following functions:

• Modifying incorrect object category labels;
• Correcting inaccurate mask annotations;
• Adding mask labels for missed objects;
• Deploying the Grounding DINO model and SAM model within the software to enable

users to easily achieve pixel-level annotations using text or bounding boxes.

The project and code of the software is available at https://github.com/gaoCleo/quick-label,
accessed on 30 March 2024 [24].

https://github.com/gaoCleo/quick-label
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Figure 5. (a) Using ”wheat” as the prompt. (b) Using ”wheat . weed” as the prompt. When the
number of detection categories in the prompt is increased, the accuracy of the Grounding DINO
model decreases (misdetections and missed detections), resulting in a reduction in the accuracy of
pipeline annotations.

Figure 6. The annotation interface of the software.

3. Results

To demonstrate the effectiveness of our dataset construction pipeline in enhancing
model annotation accuracy and reducing annotation time costs, we conducted an experi-
ment. Specifically, we generated an ultra-high-resolution dataset comprising impurities
such as wheat, diverse weed seeds, and wheat straw. Each image in the dataset had di-
mensions of 9000 × 7000 pixels. The primary labeling task involved identifying wheat and
weed seeds, while disregarding impurities like wheat stalks. The experimental findings
substantiate the superiority of our proposed pipeline in enhancing labeling accuracy and
reducing time costs.

We performed two ablation experiments to validate the effectiveness of the dataset
preprocessing method and the composition of the labeling pipeline, respectively. All the
personnel involved in the annotation testing were skilled annotators, ensuring that the
proficiency of the annotators did not impact the experimental results. Each experiment
involved labeling fifty images, and we repeated each experiment five times. The data
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presented in the table represent the average results across the five experiments. This
experimental design enabled us to assess the impact of different factors on annotation
accuracy and time costs.

We used mask AP (mask average precision) to evaluate the accuracy of various
annotation methods. Since creating the dataset required highly accurate annotations, we set
the mask IoU (Intersection over Union) threshold to a very high value (0.98). We considered
the manually annotated ground truth, which was created using overlapped segmentation
preprocessing, as the reference with an accuracy of 1.00.

3.1. Data Preprocessing and Postprocessing

To assess the effectiveness of our proposed pre-treatment and post-treatment methods,
we conducted an ablation experiment in which we compared three options:

• Baseline: This option involves directly subsampling the original image and inputting
it into the Grounding DINO model. The output of the Grounding DINO model is then
fed into the SAM model.

• Non-overlapping clipping method: In this approach, the image is divided into M× N
patches, ensuring that there is no overlap between these patches. Each patch is
individually processed by the model to obtain the positioned and segmented structure.
As shown in Figure 7, objects located on the dividing line between adjacent patches
are merged into the same object using a synthesis algorithm.

• Overlapping clipping method: This is the method we propose. The image is seg-
mented into overlapping patches, and a postprocessing algorithm is used to filter out
redundantly labeled objects (Figure 4).

By comparing and analyzing the results of these three options, we can evaluate the
effectiveness of our preprocessing and postprocessing methods in improving annotation
accuracy and reducing time costs. According to the results in Table 1, the approach of
directly downsampling the images without cropping and feeding them into the model
resulted in a prediction accuracy of 0. In other words, the calibration process of this
approach is equivalent to manually annotating the images again. We speculate that the
reason for this is that aggressively downsampling the ultra-high-resolution images leads
to significant loss of image information and even alters the image features, resulting in
erroneous predictions by the model. Additionally, due to the large size of the images,
they needed to be resized for annotation, leading to lower accuracy in mouse positioning.
Therefore, even after calibration, the accuracy remains low.

Figure 7. Merging algorithm for non-overlapping patches. Blue and green represent different patches.
Operation1 matches the two objects at the edges based on their coordinates. Operation2 employs a
closing operation to remove any gaps. However, if an object has only a minimal portion falling within
patch2, it is likely to be missed in patch2, resulting in an incomplete mask in the final output.
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Table 1. Results of ablation study on different preprocessing methods. Manual correction time refers
to the total time taken to annotate 50 images.

Method Model-Only
Accuracy

Accuracy after
Manual Calibration

Manual Correction
Cost

Baseline 0.00 0.95 6 h 33 min
Non-overlapping 0.93 0.97 37 min

Overlapping 0.89 0.99 54 min

3.2. The Composition of the Pipeline

To enhance the prediction accuracy of zero-shot models and reduce the manual anno-
tation time by adjusting the input distribution, we tested various pipeline combinations:

• Baseline: pure manual annotation.
• SAM-only: directly inputting the images into the SAM model.
• Manual bounding box + SAM: annotators draw bounding boxes on the images,

and then the SAM model is used to predict masks.
• Grounding DINO + SAM: the images are first inputted into the Grounding DINO

model and then into the SAM model.

The results, as shown in Table 2, indicate that the approach using Grounding DINO
+ SAM achieves the highest model prediction accuracy and requires the shortest manual
calibration time.

Table 2. Results of the ablation study on pipelines with different configurations. Manual correction
time refers to the total time taken to annotate 50 images.

Method Model-Only
Accuracy

Accuracy after
Manual Calibration

Manual Correction
Cost

Baseline / 1.00 30 h 32 min
SAM-only 0.74 0.99 11 h 23 min

Manual box+SAM 0.99 0.99 2 h 28 min
Grounding

DINO+SAM 0.89 0.99 54 min

4. Discussion
4.1. Data Preprocessing and Postprocessing

From Table 1, we can observe that the overlapping cropping strategy achieves the
highest model accuracy, while the non-overlapping cropping strategy has the shortest
manual calibration time. When synthesizing the results obtained from the non-overlapping
cropping method, accurate annotation of objects that are split in half at the edges is required
during the annotation process; otherwise, it may lead to missed detections or partial
annotations instead of complete annotations. On the other hand, the overlapping cropping
method avoids such issues. Hence, the accuracy of the overlapping cropping method is
higher. The non-overlapping cropping produces sub-images that are consistent in size and
smaller than those obtained from overlapping cropping. Consequently, the predictions
from the non-overlapping cropping are more accurate, requiring fewer calibrations and
less annotation time. However, the non-overlapping cropping method may have missed
detections at the edges, and even after manual calibration, some omissions may still exist.
This leads to incomplete or missed annotations of objects at the cropping boundaries (as
shown in Figure 7), resulting in less accurate annotations with this approach.

4.2. The Composition of the Pipeline

The main issue with using SAM alone without Grounding DINO is that the SAM
model’s predictions contain a significant amount of over-annotation and duplicate annota-
tions (as shown in Figure 8), and the model fails to segment objects located at the edges
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of the images. Consequently, calibrating these annotations requires more time. On the
other hand, Grounding DINO utilizes non-maximum suppression algorithms to suppress
multiple bounding box detections on the same object, thereby mitigating the issue of over-
segmentation in SAM. Correcting these errors may even take more time than manually
annotating bounding boxes and then using SAM to predict masks. This further emphasizes
the importance of appropriate prompts for SAM. Both the object detection and segment
model components of the pipeline are interchangeable plugins. In future work, we can
further compare various state-of-the-art grain instance segmentation methods [25–27] and
replace the detection component of the pipeline.

Figure 8. (a) The mask result predicted by our pipeline. (b) The direct prediction outcome from
SAM. Direct usage of SAM often leads to issues such as redundant segmentation (where an object
is segmented multiple times) and over-segmentation (where a single wheat stalk is divided into
multiple parts).

5. Conclusions

We propose a solution for rapidly constructing high-resolution small object detec-
tion datasets by combining visual and language models, enabling fast pixel-level mask
annotation. Our approach involves overlapping cropping preprocessing and merging
postprocessing methods, which adapt ultra-high-resolution images to the input distribu-
tion of the models, thereby improving prediction accuracy. Using our proposed pipeline
to annotate the dataset can save approximately 74.53% of the time and achieve nearly
similar annotation results. Our proposed method and developed software not only provide
technical support for the efficient construction of datasets for customs quarantine weeds
and insect screening, but also have broad application prospects in dataset construction for
tasks with similar requirements, such as pedestrian detection in high-resolution images
and unmanned driving.
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