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Abstract: Pest target identification in agricultural production environments is challenging due to the
dense distribution, small size, and high density of pests. Additionally, changeable environmental
lighting and complex backgrounds further complicate the detection process. This study focuses
on enhancing the recognition performance of tea pests by introducing a lightweight pest image
recognition model based on the improved YOLOv8 architecture. First, slicing-aided fine-tuning and
slicing-aided hyper inference (SAHI) are proposed to partition input images for enhanced model
performance on low-resolution images and small-target detection. Then, based on an ELAN, a
generalized efficient layer aggregation network (GELAN) is designed to replace the C2f module
in the backbone network, enhance its feature extraction ability, and construct a lightweight model.
Additionally, the MS structure is integrated into the neck network of YOLOv8 for feature fusion,
enhancing the extraction of fine-grained and coarse-grained semantic information. Furthermore, the
BiFormer attention mechanism, based on the Transformer architecture, is introduced to amplify target
characteristics of tea pests. Finally, the inner-MPDIoU, based on auxiliary borders, is utilized as a
replacement for the original loss function to enhance its learning capacity for complex pest samples.
Our experimental results demonstrate that the enhanced YOLOv8 model achieves a precision of
96.32% and a recall of 97.95%, surpassing those of the original YOLOv8 model. Moreover, it attains
an mAP@50 score of 98.17%. Compared to Faster R-CNN, SSD, YOLOv5, YOLOv7, and YOLOv8,
its average accuracy is 17.04, 11.23, 5.78, 3.75, and 2.71 percentage points higher, respectively. The
overall performance of YOLOv8 outperforms that of current mainstream detection models, with a
detection speed of 95 FPS. This model effectively balances lightweight design with high accuracy
and speed in detecting small targets such as tea pests. It can serve as a valuable reference for the
identification and classification of various insect pests in tea gardens within complex production
environments, effectively addressing practical application needs and offering guidance for the future
monitoring and scientific control of tea insect pests.

Keywords: small object detection; BiFormer; YOLOv8; SAHI; GELAN; tea pest damage

1. Introduction

Tea, as a significant economic crop in China, has a rich cultivation history intertwined
with cultural significance [1]. However, the expansion of tea planting areas has led to a
notable increase in tea insect pests, resulting in detrimental effects on both tea yield and
quality, ultimately impacting the profits of tea farmers. Currently, farmers heavily rely on
insect taxonomists for pest identification and diagnosis, a manual approach that presents
numerous challenges including time-consuming processes, labor-intensive methods, and
the potential for misjudgments. These difficulties may result in incorrect prevention and
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control measures, ultimately harming tea production [2]. As a solution, the development of
an efficient and swift pest detection and identification method is crucial for the tea industry.
Such an advancement could enhance tea yield and quality, while simultaneously reducing
economic losses [3].

Deep learning, an emerging field within machine learning, utilizes neural networks to
mimic the learning and analysis capabilities of the human brain. By harnessing big data
and powerful computing resources, deep learning enables computers to learn from data
and make decisions through pattern recognition [4]. One of the key advantages of deep
learning over traditional machine learning is its ability to automatically extract features,
provided there are sufficient training data available [5]. In recent years, deep learning
has found widespread applications across various sectors, particularly in agriculture [6–8].
Target detection using deep learning has gained prominence in computer vision research
and is extensively employed in crop harvesting [9,10], pest and disease detection [11–13],
yield prediction [14–16], unmanned farm monitoring [17,18], and other areas. Through
the development of intricate parallel models, deep learning technology has effectively
addressed challenges such as limited data resources, information integration difficulties,
and the low efficiency of knowledge utilization in agricultural settings.

In recent years, with the rapid development of deep learning and computer vision
technology, China’s agriculture has ushered in a new era of wisdom. Deep learning meth-
ods are increasingly prevalent in crop disease identification research. Currently, two-stage
target detection methods like Faster-RCNN [19,20] and one-stage target detection methods
like SSD [21] and the YOLO series [22–25] are commonly utilized for crop pests and related
issues. Researchers are actively enhancing these algorithm models and striving to imple-
ment them in the classification, detection, and identification of crop diseases. Li et al. [26,27]
proposed a new Yolov7-TSA lightweight network architecture, which replaced the loss
function and integrated the coordinate attention mechanism, achieving good results in
the detection and classification of tea diseases. Fuentes et al. [28] designed a detection
network for complex plant environments, demonstrating success in tomato pest and disease
detection. Dai et al. [29] introduced SWin Transformer and Transformer mechanisms in pest
detection, enhancing network robustness and effectiveness. Soeb et al. [30] developed a tea
pest and disease dataset, highlighting YOLOv7 as the top performer in target detection and
recognition. Deng et al. [31] enhanced YOLOv5 and YOLOv7-tiny for mobile terminal use,
enabling the fast and efficient on-site diagnosis of six common pests and diseases.

Current research on small-target object detection primarily focuses on enhancing
mainstream target detection network models through methods such as multi-scale feature
fusion [31], super resolution [32], context information learning [33], and attention mecha-
nisms [34]. Some studies have introduced new model structures or optimization methods,
like the SSAM attention module and MPFPN structure [35], as well as the DW-YOLO
model [36], to enhance the accuracy of detecting small target objects. However, existing
target detection algorithms still exhibit limitations when it comes to small-target pests in
tea. During the training process, deepening network layers can result in the loss of edge
information and other features of small detection targets. Moreover, the occlusion caused
by vegetation and leaves hinders the visibility of pest targets, impacting the feature extrac-
tion capabilities of computer vision models. This occlusion not only complicates insect
disease detection but also diminishes model accuracy. Despite significant progress in target
detection algorithms, the research on small-target detection faces numerous challenges at
its current stage. These challenges mainly include the following:

1. The visual features of small targets may be unclear due to less important feature
information and low image resolution;

2. In object detection tasks, extracting effective features is crucial. The quality of feature
extraction directly affects the accuracy of detection results. Compared with large-scale
targets, the features of small targets are more difficult to extract, which brings certain
difficulties to the detection task. In the detection model, after the pooling operation, some
important features of small targets may be lost, thus increasing the challenge of detection;
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3. In complex environments, small-target detection is hindered by factors like illumi-
nation, occlusion, and aggregation, which make it challenging to differentiate the
target from the background or similar targets. Consequently, addressing complex
background interference is a crucial challenge in small-target detection.

In order to improve the small-target detection performance of a network for tea insect
infestations, we introduced an improved YOLOv8 lightweight insect infestation image recog-
nition model that incorporates slice-assisted fine-tuning and reasoning (SAHI) techniques for
image slicing. Additionally, a generalized high-efficiency layer aggregation network (GELAN)
is designed to replace the C2f module in the backbone network, thereby enhancing feature
extraction capabilities and constructing a lightweight model. Furthermore, the neck network
of YOLOv8 utilizes an MS structure for feature fusion to improve the extraction of fine-grained
and coarse-grained semantic information. The integration of a BiFormer attention mechanism
based on the Transformer architecture strengthens target features related to tea insect pests.
Finally, an inner-MPDIoU based on the auxiliary frame is employed as a replacement for the
original loss function, aiming to enhance its learning ability for complex pest samples and
ultimately improve its detection accuracy for small pest targets.

2. Materials and Methods
2.1. Introduction to YOLOv8

YOLOv8 is the current newer YOLO model, which is divided into different versions
according to the different depths and widths of the network, including YOLOv8n, YOLOv8s,
YOLOv8m, YOLOv8, and YOLO8x. The network structure of these versions is basically
the same; the only difference is the depth and width [37]. The YOLOv8 model mainly
includes three key network layers: the backbone, neck, and head. The model initially
preprocesses the input image via the input layer, followed by feature extraction through
the backbone layer. Subsequently, the extracted features are fed into the neck layer, which
merges features of varying scales to create a feature pyramid for enhanced information.
Ultimately, the prediction results are produced by the head layer. The network architecture
of YOLOv8 is illustrated in Figure 1.
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2.2. Improving YOLOv8 Network Structure

The utilization of deep learning networks has practical significance in detection tasks
within various complex practical scenarios [38]. This article presents enhancements based
on YOLOv8 to efficiently detect small targets of tea pests in complex environments. The
enhanced structure of SAHI-YOLOv8 is illustrated in Figure 2. Its main improvements are
as follows.

1. In order to solve the problem of detecting small targets in high-resolution images
while maintaining a high level of memory utilization, slicing-aided fine-tuning and
slicing-aided hyper inference (SAHI) are introduced to slice the input network image,
resulting in larger pixel regions for small-target objects, improving the effectiveness of
network inference and fine-tuning, and providing more detailed features for subse-
quent models;

2. A new lightweight network architecture based on gradient path planning, Generalized
Efficient Layer Aggregation Network (GELAN), has been designed to replace the C2f
module in the backbone network, simplify the backbone network structure, enhance
its feature extraction capabilities, and achieve model lightweighting;

3. Secondly, in the neck network of YOLOv8, the MS structure is used for feature fusion.
In the first stage of the encoder, the smallest kernel convolution is used, while the
largest kernel convolution is used in the final stage, which is consistent with the
increment of feature resolution. This improves the extraction of fine-grained and
coarse-grained semantic information, enhances the multi-scale feature representa-
tion ability of the encoder, and further improves the performance of the model in
identifying different scales, complex backgrounds, and small targets;

4. On the basis of these improvements, an inner-MPDIoU is used as the loss function
for the model bounding box regression to further enhance its learning ability for
small-target samples.
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2.3. Slicing-Aided Module

In order to enhance the detection accuracy of the improved YOLOv8 algorithm for
small pest targets, we introduce slicing-aided hyper inference and fine-tuning for a small
object detection (SAHI) network. This approach involves two key steps: slicing-aided
fine-tuning and slicing-aided hyper inference. These steps create a larger pixel area for
small target objects in images, preserving the unique features of small targets and pre-
venting feature loss. Additionally, the method maintains its level of detection accuracy
for large targets, ultimately leading to an improved overall detection performance. The
innovative SAHI network effectively reduces missed detections and accurately captures
the characteristics of small pest targets.

In the field of target detection, one of the most effective ways to improve model
detection performance is through data augmentation. Data augmentation not only increases
the number of images, but also alters the complexity of labeling and predicting targets.
However, when dealing with small-scale targets that have small sizes and low resolutions,
there is a risk of blurred edge details, which may not meet the requirements. Additionally,
image compression and noise can further complicate small-target detection. To address this
issue, this study introduces a slicing strategy that involves using a fixed-size sliding window
to segment the original image, conducting target detection on each segmented small picture,
and finally overlaying the detection boxes on the original image and using NMS for filtering.
This approach proves to be effective in enhancing its detection performance for small targets.
The specific structure is illustrated in Figure 3.
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2.3.1. Slicing-Aided Fine-Tuning

Usually, small-scale targets have a small proportion of regions in the image, and due
to the low resolution and poor expression ability of edge detail feature information after
model input compression, subsequent model training cannot produce good feedback on
the prediction results of small targets. Based on the above issues, SA uses slicing-aided
fine-tuning to enhance the data of the original dataset, in order to enhance the relative
proportion of small-target samples in the dataset. By slicing, the proportion of small targets
in the original image is increased, thereby improving the detection model’s ability to detect
small targets.

Fine-tuning is the process of initializing a network by adjusting the parameters of
the first few layers of the output layer using known network structures and training
parameters. This method fully utilizes the generalization ability of deep neural networks,
while avoiding complex model design and long-term training. Therefore, fine-tuning is
currently a relatively suitable choice [39]. The process of slicing-assisted fine-tuning is
shown in Figure 4.
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As shown in Figure 4, firstly, the SF process extracts some overlapping patch blocks
PF

1 , PF
2 , . . . , PF

l from the image IF
1 , IF

2 , . . . , IF
l in the dataset using slice boxes and assists in

fine-tuning the network initialization parameters by zooming in on small targets. The
specific principle is to separate the input image into overlapping patches: (the superscript
F indicates fine-tuning). Select M and N as hyperparameters within the pre-defined
range of [Mmin, Mmax] and [Nmin, Nmax]. By adjusting the patch size while maintaining the
aspect ratio, the image width is maintained at [800, 1333] pixels during the fine-tuning
process, resulting in an enhanced image I′1, I′2, . . . , I′k that is larger than the sun scale in the
original image. By partially scaling up the dataset images, more small target images were
added, thus solving the problem of having insufficient edge detail feature information
for small targets. This method significantly improves the robustness of the model in
small-scale detection.

2.3.2. Slicing-Aided Hyper Inference

Unlike the SF method of focusing on small targets with different relative scales in
the original image, SAHI enhances the feature detection ability of small targets in local
areas by enabling the detection network to scan image features more finely. SAHI uses
image segmentation to segment high-resolution images into resolutions suitable for model
detection, starting from the resolution of the image itself. This processing can be seen in
Figure 5. SAHI adopts a detection strategy similar to sliding windows, dividing the original
input image I into I overlapping slices PI

1, PI
2, · · · , PI

I of size p × q (superscript I represents
the inference process). Each overlapping slice will separately apply forward-propagation
object detection to infer small targets, while utilizing full inference (FI) of the entire image
to detect large targets. Finally, SAHI will summarize the results of both full inference
and local inference, perform post-processing of detection boxes through NMS to match
prediction boxes that meet the IoU set threshold, and remove boxes with low IoU. Through
this approach, SAHI effectively solves the problem of small-target detail blur that may
occur when processing high-resolution images in object detection models. At the same
time, it improves detection performance through auxiliary reasoning and achieves this goal
without adding additional parameters.
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2.4. Generalized ELAN

In deep neural networks, the issue of information bottleneck [40] is a common chal-
lenge in which input data may lose information during the feedforward process. To address
this, current methods include using a reversible architecture [41] to repeatedly input data
and explicitly maintain input data information, utilizing reconstruction loss to maximize
feature extraction through implicit methods and preserve input information, and intro-
ducing deep supervision [42] to establish mapping from features to targets using shallow
features to ensure important information can be transferred to deeper levels. However, all
of these methods have certain limitations during both training and inference stages. For
example, reversible architectures often require additional convolutional layers to process
input data, leading to increased inference costs. This limitation hinders the effective model-
ing of high-order semantic information during training. The deep supervision mechanism
can result in error accumulation, while shallow supervision may cause information loss,
preventing subsequent layers from accessing necessary information. These challenges
are particularly pronounced in complex tasks and small-target models. To address these
issues, researchers have introduced a new concept called programmable gradient informa-
tion, which builds upon ELAN [43] to create GELAN. This design considers parameters,
computational complexity, accuracy, and inference speed. Following the information bottle-
neck principle, there may be information loss when converting image X, as indicated in
Equation (1):

I(X, X) ≥ I(X, fθ(X)) ≥ I
(
X, gϕ( fθ(X))

)
(1)

Among these, I represents mutual information, f and g are conversion functions, and
θ and ϕ are the parameters of f and g, respectively.

As the number of network layers increases, the likelihood of losing original data
also increases, leading to incomplete information, unreliable gradients, and suboptimal
convergence during network training. To address these issues, we introduce programmable
gradient information (PGI) method, consisting of three components: the main branch,
auxiliary reversible branch, and multi-level auxiliary information. As can be seen from
Figure 6D, in the inference process of PGI, only the main branch is utilized, eliminating the
need for additional inference costs. The auxiliary reversible branch is specifically designed
to tackle challenges arising from the increased depth of neural networks, which can create
information bottlenecks and hinder the generation of reliable gradients. Additionally,
the multi-level auxiliary information component aims to mitigate the problem of error
accumulation resulting from deep supervision.
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Subsequently, in order to achieve object detection, different feature pyramids can
be used to perform different tasks. Two neural network architectures for gradient path
planning, CSPNet and ELAN, are combined to establish an efficient layer aggregation
network (GELAN). GELAN is a balance between being lightweight and having a good
inference speed and accuracy. Its overall architecture is shown in Figure 7.
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2.5. Transformer

In recent years, Transformer [44] has shown significant advancements in both natural
language processing and computer vision. In computer vision, models like ViT [45] and
DETR [46], based on Transformer, have been highly successful. However, small-target
detection tasks present challenges due to limited context information in traditional CNN
models when dealing with long-distance small targets. On the other hand, Transformer’s
self-attention mechanism excels in aggregating global information in small-target detection
tasks, capturing long-range dependencies between objects, and effectively modeling the
relationship between location information and objects. The Transformer model leverages
the self-attention mechanism to process input data with weighted interactions, enabling the
capture of long-range dependencies. However, this approach involves complex calculations
for each input element and all others, leading to significant computational and memory
requirements. To preserve contextual feature information effectively, our research proposes
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incorporating long-range dependency modeling to mitigate the impact of noise interference
in real-world settings. BiFormer, a variant of the Transformer model, introduces a bi-level
routing attention mechanism to allocate computing resources and perceptual features
more flexibly. The BRA attention mechanism has shown to be highly effective in detecting
small targets due to its dynamic sparse attention mechanism. This mechanism establishes
correlation and information interaction between tasks by incorporating two levels of
attention mechanisms. Initially, the mechanism filters out irrelevant information at a coarse
area level, retaining only a small portion of the routing area. This helps reduce interference
from invalid tasks and enhances interaction between relevant information. Subsequently,
fine-grained token-to-token attention is applied in these routing areas, allowing for deep
interactions between related tasks and obtaining more effective feature information. In
comparison to traditional attention mechanisms, BiFormer can adjust the distribution of
attention more flexibly and dynamically, adapting to different scales and complexities
of input image content. This enables us to capture the characteristics of small targets
more accurately.

As shown in Figure 8, the intra task attention is first calculated to weight the features
within the task. Assist the model in selecting the most important features in each task. The
specific implementation process is as follows:
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For a given 2D feature map X ∈ RH×W×C, divide it into S× S non-overlapping regions,

such that each region contains a feature vector HW
S2 . Determine Q, K, V ∈ RS2× HW

S2 ×C, and
the corresponding linear prediction is as follows:

Q = XrWq, K = XrWk, V = XrWν (2)

Among these, Wq, Wk, Wν ∈ RC×C represents the projection weights of Q, K, V.
Then, by constructing a directed graph, the participation relationship between regions

is determined. Firstly, by taking the average of Q and deriving K, Qr, Kr ∈ RS2×C, the
adjacency matrix Ar is obtained using the following formula:

Ar = Qr(Kr)T (3)
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Among these, represents the degree of correlation between input information and
content areas. Next, the correlation graph is modified by retaining high correlation for each
area using the following index matrix:

Ir = topkIndex(Ar) (4)

Among these, the i-th row of Ir contains the K feature map regions most relevant to
the i-th region. This process achieves information exchange between different target tasks,
successfully filtering out information that is highly correlated with the detection target and
making this information dominant in the model learning process, while other irrelevant
information is suppressed, effectively allocating attention.

After obtaining the correlation matrix Ir within the task, attention calculation between
tasks can be performed as follows:

Kg = gather(K, Ir), Vg = gather(V, Ir) (5)

Among these, Kg, Vg ∈ RS2× kHW
S2 ×C, and the collected information is as follows:

O = Attention(Q, Kg, Vg) (6)

Through the BiFormer routing attention dual-layer routing mechanism, the model
can learn the correlation and dependency relationships between different tasks and adap-
tively allocate attention weights, thereby improving the effectiveness and generalization
ability of multi-task learning. It helps the model focus on task-specific important features,
promotes information exchange between tasks, reduces overfitting, and improves overall
learning performance.

The BiFormer block structure constructed by combining the dual-layer routing atten-
tion mechanism is shown in Figure 9. At the beginning, the relative position information
of the input is implicitly encoded using depthwise separable convolution (DWConv), and
then the dual-layer routing attention mechanism and multi-layer perceptron (MLP) mod-
ule are sequentially used to model the cross-positional relationship and embed the input
information position by position.
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2.6. Neck Improvement

Structural design is a key aspect in YOLO model development, significantly impacting
model performance. YOLOv4 [47] utilizes cross-stage partial connection (CSPNet) [48]
to enhance DarkNet for improved performance. YOLOv6 [49] and PPYOLOE [50] ex-
plore reparameterization technology to boost model accuracy without increasing inference
costs. YOLOv7 [51] introduces a novel network structure called Extended Efficient Layer
Aggregation Network (E-ELAN) to enhance learning efficiency and convergence speed
by managing gradient path length. RTMDet [52] incorporates large kernel convolution
(5 × 5) to enhance feature extraction in basic blocks, enabling better context modeling and
significantly improving model accuracy.

CSP Block is a network based on stage-level gradient paths that balances gradient
combination and computational costs. By dividing channel dimensions to segment gradient
flows, gradient flows are propagated through different network paths to enhance gradient
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performance. The information flow of gradients is integrated into feature maps from
beginning to end, reducing the amount of multiplication and addition operations while
ensuring accuracy. Channel rearrangement is aimed at solving the problem of network
performance degradation caused by stacking multiple depthwise separable convolutions. In
the ELAN block structure, the Concat operation is used to parallelize the results of different
CBS convolution treatments, achieving a significant increase in the number of channels,
thereby enhancing the expression ability of the image’s own features without increasing the
information content of each feature. Figure 10 shows the structure of the original CSP block
and ELAN block, located in the upper two rows of Figure 10, respectively. Among them,
dashed boxes represent deep convolution; N represents the number of convolutional layers;
K represents the size of the convolution kernel; and C represents the number of channels.
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The original YOLOv8 model has three detection heads with corresponding neck layer
feature map sizes of 80 × 80, 40 × 40, and 20 × 20, each responsible for detecting small-,
medium-, and large-scale targets. However, YOLOv8’s detection head has limitations
in detecting small targets. Adding more feature maps would increase the number of
network layers in the neck layer, resulting in more network parameters and calculations.
This article focuses on enhancing expressiveness through the use of multi-scale feature
representation to improve real-time object detection. The introduction of MS block, depicted
in Figure 10, aims to reduce model complexity and the number of calculations while
maintaining accuracy.

Based on previous research, we propose a new block with a hierarchical feature
fusion strategy [53], called MS block (multi-scale building block), to enhance the ability of
real-time object detectors to extract multi-scale features while maintaining fast reasoning
speed. Assume X ∈ RH×W×C is the input feature. After undergoing 1 × 1 convolutional
transformation, the channel dimension of X increases to n × C. Then, X is divided into n
different channels, represented as {Xi}, where i ∈ 1, 2, 3, . . . , n. To reduce computational
costs, the number of convolutional layers n is set to 3. Among them, except for X1, all
other channels pass through a reverse bottleneck layer, represented by IBk×k(·), where
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K represents the kernel size. The mathematical representation of Yi can be described
as follows:

Yi =

{
Xi, i = 1
IBk×k(Yi−1 + Xi). i > 1

(7)

According to the formula, we do not connect the reverse bottleneck layer to X1, allow-
ing it to act as a cross-stage connection and retain information from previous layers. Finally,
we connect all the segments together and apply 1 × 1 convolution to enable interactions
between them, with each segment encoding features of different scales. When the network
deepens, this 1 × 1 convolution is also used to adjust the number of channels.

2.7. Inner-MPDIOU

Object detection networks typically comprise two main components: bounding box re-
gression and category discrimination. Bounding box regression is responsible for predicting
the location and size of the target using a regression network. The accuracy of bounding box
regression directly impacts the quality of detection results. However, in single-stage object
detection models based on deep learning, existing bounding box regression losses may not
adequately capture changes in bounding box positional relationships. Therefore, a carefully
crafted loss function is essential for accurately regressing bounding boxes, particularly in
the context of single-stage object detection models based on deep learning.

Early target detection primarily relied on L1 loss, specifically the mean absolute
error (MAE), for predicting the bounding box coordinates. In recent years, researchers
have introduced a range of loss functions based on Intersection over Union (IoU) metrics.
These include IoU loss [54], Generalized Intersection over Union (GIoU) loss [38], Distance
Intersection over Union (DIoU) loss [39], Complete Intersection over Union (CIoU) loss, and
Alpha-Complete Intersection over Union (Alpha-CIoU) loss [55], among others. Aside from
Alpha-CIoU loss, other loss functions take into account the three elements of bounding box
regression (overlap, center point distance, and aspect ratio) by incorporating corresponding
penalty terms. However, various loss functions based on IoU still exhibit certain limitations:
GIoU aims to minimize the disjoint area through regression but may revert to IoU loss
when two boxes are included; the center point distance penalty in DIoU loss may not
effectively address the overlap between bounding boxes; and the aspect ratio penalty in
CIoU loss could impact the stability of bounding box regression. IoU (Intersection over
Union) remains the predominant standard for evaluating prediction frame loss in the
detection field, with its formula depicted in Equation (8):

IoU =

∣∣∣Bpred ∩ Bgt
∣∣∣∣∣Bpred ∪ Bgt
∣∣ (8)

In the formula, B and Bgt represent the prediction box and GT box, respectively. After
defining IoU, their corresponding losses can be defined as follows:

LIoU = 1 − IoU (9)

The bounding box regression loss function based on IoU continues to iterate and
develop, such as GIoU, DIoU, CIoU, EIoU, SIoU, etc. YOLOv8 uses CIoU, and its calculation
formula is shown in Equation (2):

CIoU = IoU −

ρ2
(

Bpred, Bgt
)

c2 + αv

 (10)
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In this formula, v = 4
π

(
arctan wgt

hgt − arctan Wpred

hpred

)
is used to measure the aspect ratio,

α = v
(1−IoU)+v , α represents the balance parameter, and ρ2

(
Bpred, Bgt

)
represents the

Euclidean distance between the predicted box and the center point of the true box.
This study proposes using the MPDIoU loss function as a more suitable alternative

for pest small-target detection, considering limitations of the CIoU loss function. The
MPDIoU loss function aims to improve the alignment between predicted and real frames,
which is particularly beneficial when center points do not overlap. Moreover, when center
points align but length and width values differ, MPDIoU effectively penalizes discrepancies
without degradation seen in IoU loss. By utilizing MPDIoU, not only is the calculation
process simplified, but model convergence is stabilized and its detection accuracy for small
pest targets is enhanced.

These improved loss functions still accelerate convergence by adding new loss terms,
without realizing the limitations of IoU itself. Inner IoU [56] uses auxiliary bounding boxes
to calculate IoU and improve its generalization ability. The specific calculation process is
shown in Equations (11)–(14), in which the scale factor ratio is used to control the size of
the auxiliary bounding boxes.

bl = xc −
w ∗ Ratio

2
(11)

br = xc +
w ∗ Ratio

2
(12)

bt = yc −
h ∗ Ratio

2
(13)

bb = yc +
h ∗ Ratio

2
(14)

Equations (15)–(17) can perform a transformation on the center point of the detection
box to obtain the corner vertices of the auxiliary detection box and perform corresponding
transformations on both the predicted box and the real box output by the model. bgt and
bpred represent the calculation results of the real box and the predicted box, respectively.

inter =
(

min
(

bgt
r , br

)
− max

(
bgt

l , bl

))
∗
(

min
(

bgt
b , bb

))
− max

(
bgt

t , bt

))
(15)

union =
(
wgt ∗ hgt) ∗ (Ratio)2 + (w ∗ h) ∗ (Ratio)2 − inter (16)

IoUinner =
inter
union

(17)

So, inner IoU actually calculates the IoU between auxiliary borders. When Ratio is
[0.5, 1.5] and <1, the auxiliary bounding box is smaller than the actual bounding box, and
the effective range of regression is smaller than the IoU loss. However, the absolute value
of the gradient is larger than the gradient obtained by the IoU loss, which can accelerate
the convergence of high-IoU samples. When Ratio > 1, the auxiliary bounding box is
larger than the actual box, expanding the effective range of regression and benefiting
low-IoU regression.

MPDIoU [57] is an improved algorithm that directly minimizes the distance between
the predicted box and the true box corresponding to the upper-left and lower-right cor-
ner points. It can handle both overlapping and non-overlapping bounding boxes well,
improving convergence speed, as shown in Figure 11.

MPDIoU = IoU −
ρ2
(

Ppred
1 , Pgt

1

)
w2 + h2 −

ρ2
(

Ppred
2 , Pgt

2

)
w2 + h2 (18)
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In the formula, Ppred
1 , Ppred

2 , Pgt
1 , and Pgt

2 refer to the points in the upper-left and

lower-right corners of the predicted box and the true box, respectively. ρ2
(

Ppred
1 , Pgt

1

)
is

used to calculate the distance between the corresponding points. Using the idea of inner
IoU to transform MPDIoU and replacing the IoU calculation part can greatly improve
detection performance.
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ρ2
(

Ppred
1 , Pgt

1
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p2
(

Ppred
2 , Pgt

2
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3. Results and Discussion
3.1. Dataset and Experimental Environment

In order to improve the reliability of the model, abundant pest datasets were collected
in this study, including those from the Houshan Tea Garden Base of Yunnan Agricultural
University, the Hekai Base of Xishuangbanna Prefecture, Yunnan Province, and the ancient
tree Tea Base of Lincang City. The LabelImg software was utilized to label a total of
2864 images depicting tea pests under microscopic conditions. During the construction
of the dataset, the images were divided into a training set and a test set in an 8:2 ratio
to assess the model’s generalization capability. Various characteristics of the tea leaves,
such as their appearance, texture, color, and potential influencing factors, were observed
and recorded. Subsequently, the data were preprocessed, annotated, and compiled into a
comprehensive dataset suitable for training and testing purposes. The construction process
of this dataset was meticulously documented and is reproducible. The pest images in the
dataset encompass a range of scenarios, including (A) single targets, (B) multiple targets in
the same category, (C) multiple targets in different classes, and various backgrounds, like
(D) an insect plate, (E) a blade plate, and (F) blurred backgrounds, to evaluate the detection
performance of the enhanced algorithm across different complexities, scales, and target
sizes. The tea insect pest dataset is illustrated in Figure 12.

We cropped the images to contain the smallest rectangle around the disease to simplify
the backgrounds. We saved the comments in XML format after editing the images. Figure 13
displays a visual analysis of the tea pest annotation file. It is evident from the figure that the
target frame size ratio falls mainly between 0.08 and 0.1. These targets are relatively small
compared to the overall image, indicating that this dataset typically contains small-target
data. The labels are densely distributed and overlapping, with many small targets and
significant scale variations.
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For model training, this article is based on the PyTorch 1.13.1 deep learning framework
and YOLOv8 framework, with the following hardware specifications: NVIDIAGeForce
RTX3060 12 GB, Intel (R) CORE (TM) i7-11700, and 32 GB of memory. To ensure fairness in
the experiment, no pre-training weights were set. The input image size is 640 × 640, the
epoch is 1000, the momentum parameter is set to 0.937, the initial learning rate is 0.01, and
the batch size is set to 16.

3.2. Evaluation Indicators

When analyzing the experimental results, this article utilizes precision, recall, F1
score, AP, and mAP as evaluation metrics for model performance. The threshold for the
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intersection over union ratio is set at 0.5. Prediction boxes falling below this threshold are
considered incorrect predictions, as illustrated in Equations (20)–(24), respectively.

Precision =
TP

TP + FP
(20)

Recall =
TP

TP + FN
(21)

F1 = 2 × Precision × Recall
Precision + Recall

(22)

AP =
∫ 1

0
Precision(Recall)dRecall (23)

mAP =
∑C

i=1 AP(i)
C

(24)

In the formula, TP represents the number of samples correctly identified as belonging to
the insect pest image category, FP represents the number of samples incorrectly identified as
belonging to other categories in the insect pest image category, FN represents the number of
samples in the current category of tea insect pest images incorrectly identified by the model
as belonging to other categories, and C represents the number of insect pest categories.

As shown in Figure 14, the improved YOLOv8 network has accuracy, recall, and
balance scores of 96.32%, 97.95%, and 97.13%, respectively, which are 2.49%, 2.73%, and
2.61% higher than those of the original YOLOv8 network. The results show that the
improved YOLOv8 network has made significant improvements in terms of accuracy,
recall, and balance score, with the most significant improvement in recall.
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3.3. Performance Analysis of Tea Pest Detection Model Based on Improved YOLOv8

To verify the performance improvement of YOLOv8 for the dataset we built, we
compared it to the original YOLOv8 model, and the training evaluation index values and
loss value change curve shown in Figure 15 were obtained. From the analysis of the changes
in loss values, it can be seen that the detection accuracy of each category in the improved
YOLOv8 architecture has significantly improved. Overall, the improved YOLOv8 network
has a better detection performance compared to that of YOLOv8.
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In improving upon YOLOv8, the gradient descent rate of the loss function is very fast
in the initial stage of model training. However, when the training reaches the 100th round,
the rate of decline in the loss function significantly slows down, and the oscillation of the
curve becomes more pronounced, which is 100 rounds earlier than in the original YOLOv8
network. As the training progressed, after 300 rounds, the curve gradually stabilized,
400 rounds earlier than in the original YOLOv8 network. The loss function began to
converge, and the bounding box loss, classification loss, and feature point loss stabilized
below 2%, 1.5%, and 1%, respectively. By comparing the loss function change curves of
the original YOLOv8 and the improved YOLOv8 networks, it can be clearly seen that the
improved YOLOv8 network in this study has a significant decrease in bounding box loss,
classification loss, and feature point loss, and the feature point loss decreased the most
significantly, with a decrease of over 40% for both the training and testing sets.

Figure 16 shows a comparison chart of the tests at different scales, with (A), (B), (C),
and (D) showing the original pest map, YOLOv8 heat map, improved YOLOv8 heat map,
and actual detection results. The experimental results show that the proposed model has
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significant advantages in the detection of small single-pest targets and multiple-pest targets
as well as in conditions of low light intensity. The specific model detection results are
shown in Table 1.

Agronomy 2024, 14, x FOR PEER REVIEW 20 of 26 
 

 

 

 
Figure 16. Cont.



Agronomy 2024, 14, 1034 19 of 24
Agronomy 2024, 14, x FOR PEER REVIEW 21 of 26 
 

 

 

 
Figure 16. Comparison of the detection effects of four different tea pest datasets. 

Table 1. Comparison of model effect before and after improving the dataset. 

Model P/% R/% F1/% AP1 AP2 AP3 AP4 mAP@0.5/% 
YOLOv8 93.83 95.22 94.52 95.73 94.66 96.35 95.14 95.46 

Improved YOLOv8 96.32 97.95 97.13 98.54 97.18 98.71 98.25 98.17 
Note: AP1: AP (Xyleborus fornicatus Eichhoffr); AP2: AP (Empoasca pirisuga Matumura); AP3: AP (Ar-
boridia apicalis); AP4: AP (Toxoptera awranrii). 

Figure 16. Comparison of the detection effects of four different tea pest datasets.

Table 1. Comparison of model effect before and after improving the dataset.

Model P/% R/% F1/% AP1 AP2 AP3 AP4 mAP@0.5/%

YOLOv8 93.83 95.22 94.52 95.73 94.66 96.35 95.14 95.46
Improved YOLOv8 96.32 97.95 97.13 98.54 97.18 98.71 98.25 98.17

Note: AP1: AP (Xyleborus fornicatus Eichhoffr); AP2: AP (Empoasca pirisuga Matumura); AP3: AP (Arboridia apicalis);
AP4: AP (Toxoptera awranrii).
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3.4. Comparative Experiments on Detection of Different Models

To verify the superiority of the algorithm in small-object detection, the same dataset
and experimental conditions were used to test and compare the improved YOLOv8 network
with current mainstream object detection algorithms, including Faster R-CNN [58], SSD [59],
and YOLO series models, such as YOLOv5 [60], YOLOv7 [61], and YOLOv8 [62,63].

From the results in Table 2, it can be seen that for the scenario of the small-target
detection of tea pests, Faster R-CNN and SSD have poor detection performances, barely
reaching about 80%. In terms of indicators, the improved YOLOv8 network has an mAP@50
score of 98.17%, with an average accuracy that is 17.04, 11.23, 5.78, 3.75, and 2.71 percent-
age points higher than those of Faster R-CNN, SSD, YOLOv5, YOLOv7, and YOLOv8,
respectively. Its performance is better than the other object detection models. All of the
data in the table are the average values. In terms of accuracy and recall, the improved
YOLOv8 model can achieve scores of 96.32% and 97.95%, which are higher than those of
the original YOLOv8 model. Additionally, the FPS of the improved algorithm in this paper
is 95. Taking into account various indicators, the improved model in this paper is more
suitable for small-object detection.

Table 2. Comparison of detection performance of different models.

Model P/% R/% F1/% mAP@0.5/% FPS/s

Faster R-CNN 79.11 76.14 77.60 81.13 39
SSD 81.08 84.64 82.82 86.94 58

YOLOv5 86.32 86.99 86.65 92.39 67
YOLOv7 87.91 87.60 87.75 94.42 74
YOLOv8 93.83 95.22 94.52 95.46 76

Improved YOLOv8 96.32 97.95 97.13 98.17 95

3.5. Ablation Experiment

To verify the impact of the improved method on the YOLOv8 model, ablation experi-
ments were conducted on the pest dataset using the aforementioned improved modules of
GELAN, MS block, BRA, and inner IOU to demonstrate the effectiveness and necessity of
using the improved method. “

√
” indicates the module was added to the model, and “-”

indicates it was not added.
When each module was applied to the YOLOv8 model separately, ablation experiments

were conducted to determine its detection accuracy and detection speed, as shown in Table 3.
The results showed that each improvement improved its detection performance to a certain
extent. When using the YOLOv8 model, its mAP@0.5 score is 95.46 and FPS scores is 76.
After adding the GELAN design, the detection accuracy is not significantly affected, but
the detection frame rate per second is improved. Combining the GELAN design with MS
block can still retain its advantage of accelerating the detection speed. After adding the
bi-level routing attention mechanism, more flexible computation allocation and feature
perception were achieved, resulting in a slight improvement in its detection accuracy by
1.12 percentage points. After adding the MS block, BRA, and inner IOU loss functions,
compared to that of the original YOLOv8 model, the accuracy increased by 1.96 percentage
points, the recall increased by 1.46 percentage points, and the average accuracy increased
by 2.47 percentage points. When adding the four modules simultaneously, its mAP@0.5
score is 98.17%, FPS score is 95, and detection speed is relatively improved by 25%, which
is more in line with the hardware requirements for detection and leads to a better real-time
performance. Ultimately, its mAP@0.5 score improved by 2.71%, and its overall detection
indicators were effectively improved. Overall, these four improvements are useful in
balancing the detection speed and accuracy, meeting the requirements of being lightweight
and having a high level of precision.
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Table 3. Experimental results of different improvement methods.

Model GELAN MS BRA Inner IOU P/% R/% mAP@0.5/% FPS/s

YOLOv8 - - - - 93.83 95.22 95.46 76
+G

√
- - - 91.51 91.47 95.97 85

+M -
√

- - 93.81 90.61 96.25 72
+B - -

√
- 92.26 93.08 96.58 95

+G +M
√ √

- - 93.70 96.52 97.75 99
+G +B

√
-

√
- 95.12 94.61 97.24 82

+M +B -
√ √

- 95.69 95.92 97.78 74
+M +B +I -

√ √ √
95.79 96.68 97.93 97

+G +M +B +I
√ √ √ √

96.32 97.95 98.17 95

Note:
√

: uses the algorithm; -: does not use the algorithm.

4. Conclusions

This paper presents an enhanced small-target detection algorithm for YOLOv8, fo-
cusing on detecting small tea pest targets at a micro level. The algorithm aims to address
issues such as a high density of small targets, significant positioning errors, false detections,
and missed detections. The proposed algorithm shows promising advancements in the
field of target detection.

1. In response to the problem of a large proportion of background information in images,
the SAHI-assisted inference algorithm is applied to the detection network, which
increases the detection effect of small targets in local areas through slicing. This
provides a novel method for small-target image analysis and meets the demand for
high-resolution images under normal shooting.

2. The methods for improving the model’s small-object detection capability include de-
signing GELAN and MS as well as introducing a bi-level routing attention mechanism
and loss function. GELAN is designed as the backbone network, utilizing PGI to
solve information bottleneck problems, ensuring that the feedforward level of the
main branch preserves important features while keeping the model lightweight. The
neck layer introduces a multi-scale building block to enhance the real-time object
detector’s ability to extract multi-scale features and improve the inference speed. The
BiFormer dual-layer routing attention mechanism and C2f module can guide the
network to focus on receptive field information at different scales and for different key
pest characteristics. At the same time, adopting inner-MPDIoU instead of the CIOU
calculation method accelerates the boundary box regression process and promotes an
improvement of the model’s generalization ability.

3. We constructed a dedicated tea pest dataset and conducted practical tests on our
model and other mainstream models for four scenarios: a single target under normal
lighting, multiple targets under normal lighting, a single target under low lighting,
and multiple targets under low lighting. The experimental results show that the
detection performance of our model is good in these four scenarios, with an mAP@0.5
score that reaches 98.17%, which is 17.04%, 11.23%, 5.78%, 3.75%, and 2.71% higher
than those of Faster R-CNN, SSD, YOLOv5, YOLOv7, and YOLOv8, respectively.

The improved version based on the YOLOv8 model performs well in handling pest
detection tasks for densely distributed natural scenes with a complex scale, accurately
and efficiently extracting and applying pest image features. Therefore, in the field of pest
detection, the YOLOv8 model based on Transformer has enormous research potential and
important significance.

The primary focus of our future work is to implement the enhanced YOLOv8 algorithm
on embedded devices. This will optimize the application of object detection algorithms in
pest detection projects within smart agriculture, enhancing accuracy and efficiency in more
intricate scenarios, and thereby providing robust support for the sustainable development
of the agricultural industry.
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