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Abstract: The Klausmeier–Gray–Scott model of vegetation dynamics consists of a system of two
partial differential equations relating plant growth and soil water. It is capable of reproducing
the characteristic spatial patterns of vegetation found in plant ecosystems under water limitations.
Recently, a discrete delay was incorporated into this model to account for the lag between water
infiltration into the soil and the following water uptake by plants. In this work, we consider a more
ecologically realistic distributed delay to relate plant growth and soil water availability and analyse
the effects of different delay types on the dynamics of both mean-field and spatial Klausmeier–Gray–
Scott models. We consider distributed delays based on Gamma kernels and use the so-called linear
chain trick to analyse the stability of the uniformly vegetated equilibrium. It is shown that the
presence of delays can lead to the loss of stability in the constant equilibrium and to a reduction of the
parameter region where steady-state vegetation patterns can arise through symmetry-breaking by
diffusion-driven instability. However, these effects depend on the type of delay, and they are absent
for distributed delays with weak kernels when vegetation mortality is low.

Keywords: vegetation pattern; stability and bifurcations; Gamma-distributed delay; Turing space

1. Introduction

Vegetation in dryland ecosystems may exhibit complex dynamics, with alternative
stable states prone to critical transitions between them and spatial discontinuities, resulting
in different types of characteristic vegetation patterns [1–5]. Abrupt transitions, the so-
called catastrophic shifts, from stable vegetated states to alternative bare soil or desert states,
may occur when a parameter in the system crosses a tipping point due to the presence of a
positive amplifying feedback [1,6].

Different properties of vegetation patterns and spatial metrics have been suggested as
indicators of approaching tipping points [6–11]. It has also been discussed how self-
organising vegetation patterns might help evade tipping points and system collapse,
thereby maintaining ecosystem functioning and enhancing drylands’ resilience to worsen-
ing environmental conditions [12,13].

Many diverse mathematical models have been proposed to simulate and help analyse
pattern formation and vegetation dynamics in drylands, including discrete-space cellular
automata models (e.g., [14–16]) and, most often, continuous-space models based on systems
of reaction-diffusion partial differential equations (e.g., [3,17–21]). In these models, patterns
may arise through symmetry-breaking by Turing instability, i.e, the amplification in time
of small perturbations from the homogeneous vegetated stable state by diffusion-driven
instability [22–27], leading to the emergence of non-homogeneous steady-state vegetation
distributions that may exhibit different types of spatial symmetry.

The Klausmeier model [3] is a classical reference in dryland vegetation modelling. It
can reproduce spatial patterns similar to those found in different semiarid ecosystems using
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a relatively simple system of two partial differential equations that relate plant biomass
(N) and soil water (W) on a bidimensional slope. Water is added uniformly at a rate A
and is lost due to evaporation at a rate LW. Plants take up water at a rate RG(W)F(N)N,
where G(W) and F(N) correspond, respectively, to the functional response of plants to
water and how the presence of vegetation increments water infiltration. Linear functions
are assumed in the model for simplicity: F(N) = N and G(W) = W. Water flows downhill
in the X-direction at a speed V, and plant spreading is represented by a diffusion term with
a diffusion coefficient D,

∂W
∂T

= A − LW − RWN2 + V
∂W
∂X

,

∂N
∂T

= JRWN2 − MN + D
(

∂2

∂X2 +
∂2

∂Y2

)
N,

(1)

where M represents density-independent mortality and J is the yield of plant biomass from
uptaken water.

This classical model was later analysed, modified, and extended in different aspects
(e.g., [28–37]). In the case of flat terrains, the gradient term in (1) can be replaced with a
second diffusion term with a different diffusion constant. The resulting model is known
as the Klausmeier–Gray–Scott model since it is equivalent to a chemical reaction model
previously proposed by Gray and Scott [38–40].

In nondimensionalized form, the model can be written in terms of only four parame-
ters: a and m, representing water input and plant mortality, and two diffusion coefficients,
d1 and d2, for water and plants. With new variables w and n, and transformed spatial and
temporal variables, it reads{

wt = a − w − wn2 + d1∆(w),
nt = wn2 − mn + d2∆(n),

(2)

with adequate initial and boundary conditions on a given bounded region.
In a recent work [41], a discrete delay was introduced into this model to represent a

lag in water infiltration,{
wt = a − w − wn2 + d1∆(w),
nt = w(x, t − τ)n(x, t − τ)n − mn + d2∆(n),

(3)

which can be interpreted as plant growth being dependent on the water taken up by the
plant at a fixed previous τ-lagged time. However, from a functional perspective, it seems
more realistic to consider that plant growth would not be exclusively determined by water
infiltrating instantly, either at the moment or in a certain previous time, but rather by
water availability during a certain period. This could be represented by a weight function
indicating how the importance for plant growth of previous water uptake changes with
time, vanishing in the long term. Hence, in this paper, we consider a Klausmeier–Gray–Scott
model with a distributed delay for soil water availability.

In the next section, we present the different models under study and analyse the
stability of the vegetated equilibrium in both the full spatial models and the corresponding
mean-field, non-spatial systems of ordinary differential equations. By considering dis-
tributed delays based on Gamma kernels and using the so-called linear chain trick [42,43],
we will focus on the effects of the different delay types on the Turing space, i.e., the region
of parameters where the onset of non-uniform steady-state patterned solutions is possible,
with a more detailed analysis of the possibly more realistic case of a weak kernel of expo-
nentially decaying lagging effects. The main conclusions are summarised and discussed in
the last section.

We would like to emphasise the main contributions of this work: the introduction of a
distributed delay in the dependence of plant growth on water uptake, which represents
a more realistic situation than either instantaneous responses or fixed lag effects, and the
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results obtained in the next section showing how the type of delay may affect the stability
of the homogeneous vegetated equilibrium in different ways. Specifically, there are no
effects for an exponentially distributed delay at low mortality values, and the only effect
on the onset of Turing instability is the shrinking of the Turing space.

2. Models and Results
2.1. Models without Delay

We first consider the stability properties of the original models without delay. While
most results have already been discussed in the literature, we mainly summarise them
without derivation. However, in different works, the analysis has usually been limited
to certain ranges of the mortality parameter m or with slightly different nondimension-
alized forms of the original model. For the sake of readability, we present the results for
general values of mortality, along with schematic proofs to fix notations and to introduce
expressions that are referred to below when analysing the models with delay.

2.1.1. Non-Spatial Model

The mean-field, non-spatial model corresponding to system (2) is given by the ordinary
differential equation system {

wt = a − w − wn2,
nt = wn2 − mn.

(4)

This system has one, two, or three equilibria, depending on whether a < 2m, a = 2m,
or a > 2m, which are also the spatially uniform equilibria of (2). When a < 2m, the only
equilibrium is P0 = (a, 0), the desert state, which is always stable. When a > 2m, there are
two more equilibria,

P1 =

(
a +

√
a2 − 4m2

2
,

a −
√

a2 − 4m2

2m

)

and

P2 =

(
a −

√
a2 − 4m2

2
,

a +
√

a2 − 4m2

2m

)
,

where P1 is always unstable. These two vegetated equilibria coincide when a = 2m
at the point P12 = (m, 1), which is unstable and where the system undergoes a fold
bifurcation. Detailed stability analyses of these equilibria can be found in previous works
(e.g., [36,37,41]).

We focus on the conditions for stability of P2, the uniformly vegetated state, sum-
marised in the next lemma.

Lemma 1. Consider system (4) with a > 2m. The vegetated equilibrium P2 is stable if m ≤ 2 or if
m > 2 and a > ac, where

ac =
m2

√
m − 1

, (5)

and it is unstable otherwise.

Proof. The linearised system at the equilibrium (w∗, n∗) is given by

wt = −
(

1 + n2
∗

)
w(t)− 2w∗n∗n(t),

nt = n2
∗w(t) + (2n∗w∗ − m)n(t).
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At the equilibrium P2, one has

n∗ =
a +

√
a2 − 4m2

2m
(6)

and w∗n∗ = m. Thus, the characteristic equation is

p(λ) = λ2 +
(

1 + n2
∗ − m

)
λ + m

(
n2
∗ − 1

)
= 0. (7)

Since n∗ > 1, the only condition for all roots of (7) to have negative real parts is

1 + n2
∗ − m > 0, (8)

which is immediately satisfied when m ≤ 2, whereas for m > 2, from (6), it is equivalent to
a > ac, as given in (5).

The results of Lemma 1 are presented in Figure 1, showing the regions of stability and
instability of P2 in the (m, a)-parameter space.

Figure 1. Regions of stability (S) and instability (U) for the vegetated equilibrium P2 in the non-spatial
model (4).

As recalled in the next lemma, there is a Hopf bifurcation at the critical value ac (see
(Theorem 2.1 in [37])).

Lemma 2. Consider system (4) with a > 2m. For m > 2, the system undergoes a Hopf bifurcation
at a = ac.

Figure 2 shows a phase portrait and a bifurcation diagram illustrating the results in
Lemmas 1 and 2. For m > 2, local perturbations of P2 lead the system to either P2 or to
the desert state P0, depending on whether a is greater or lower than the critical value ac,
respectively.

2.1.2. Spatial Model

To analyse the spatial model (2), the problem has to be defined in a given domain with
appropriate boundary conditions. For simplicity, we consider the one-dimensional case,
with the domain being the interval [0, π] and Neumann no-flux boundary conditions,

wx(0, t) = nx(0, t) = wx(π, t) = nx(π, t) = 0, t ≥ 0. (9)

However, the problem in a general domain Ω, usually in R or R2, can be dealt with
similarly by considering the corresponding spatial eigenvalue problem [25]. A stability
analysis of (2) in a general domain for m < 2 was presented in [36]. In a general interval
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[0, lπ] for m > 2, with a slightly different nondimensionalized form of (1), a stability
analysis was presented in [37].

(a) (b)

Figure 2. Phase portrait (a, left) and bifurcation diagram (b, right) of system (3) with m = 4, where
ac ≈ 9.24. (a) Evolution of the system from w(0) = 3.5 and n(0) = 1.2 with a = 9.3 (blue) and a = 9.1
(red). (b) Stable (blue) and unstable (grey) positive vegetation equilibria and bifurcation points (H:
Hopf bifurcation at a = ac; F: Fold bifurcation at a = 2m).

Linearising system (2) at the equilibrium (w∗, n∗) and considering perturbations of
the form eλt cos(kπ), according to the Neumann boundary conditions, where k is the
wavenumber, and writing µk = k2 one obtains the set of characteristics equations

pk(λ) = λ2 + S1
kλ + S2

k = 0, (10)

with S1
k = (d1 + d2)µk + 1 + n2

∗ − m, and

S2
k = d1d2µ2

k +
(

d2

(
1 + n2

∗

)
− d1m

)
µk + m

(
n2
∗ − 1

)
. (11)

We focus on the conditions for Turing instability to occur, that is, the conditions for
the uniformly vegetated equilibrium P2 to be stable in the non-spatial model and unstable
in the spatial one [25]. These conditions are given in the next lemma.

Lemma 3. Consider system (2) with a > 2m, and assume that the equilibrium P2 is stable in the
non-spatial system (4). Then, writing r = d1/d2, the spatially uniform equilibrium P2 is unstable
if and only if

r > rc =
3n2

∗ − 1 + 2n∗
√

2(n2∗ − 1)
m

(12)

and there exists k ≥ 1 such that
l− ≤ k2 ≤ l+, (13)

where

l∓ =
(rm − 1 − n2

∗)∓
√
(rm − 1 − n2∗)2 − 4rm(n2∗ − 1)

2d1
. (14)

Proof. For k = 0, the characteristic Equation (10) reduces to that of the non-spatial prob-
lem (7). Thus, since we are assuming that P2 is stable in (4), one has that S1

0 and S2
0 are both
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positive. Since S1
0 > 0 implies that S1

k > 0 for all k, the system is unstable at P2 if and only if
S2

k is negative, and for this to happen, one must have

d2

(
1 + n2

∗

)
− d1m < 0,

that is,

r =
d1

d2
>

1 + n2
∗

m
, (15)

and (
d2

(
1 + n2

∗

)
− d1m

)2
− 4d1d2m

(
n2
∗ − 1

)
> 0,

or, equivalently,
m2r − 2m(3n2

∗ − 1)r − (1 + n2
∗)

2 > 0, (16)

which holds when r satisfies (12) or when

0 ≤ r <
3n2

∗ − 1 − 2n∗
√

2(n2∗ − 1)
m

,

but in the latter case, condition (15) is not satisfied. Since n∗ > 1 for P2, one has

3n2
∗ − 1 − 2n∗

√
2(n2∗ − 1)

m
<

1 + n2
∗

m
<

3n2
∗ − 1 + 2n∗

√
2(n2∗ − 1)

m
,

and therefore both (15) and (16) are fulfilled if and only if condition (12) holds.
Besides condition (12), to ensure that S2

k is negative, since {µk} = {k2} is a discrete
sequence, it must also hold that some µk lies between the two positive roots of the second-
order equation

d1d2µ2 +
(

d2

(
1 + n2

∗

)
− d1m

)
µ + m

(
n2
∗ − 1

)
= 0,

which are given by l∓ in (14).

Remark 1. If rm − 1 − n2
∗ is sufficiently small, there is no wavenumber satisfying (13), and

the spatially homogeneous equilibrium is stable. Thus, as is well known [25], pattern formation
by diffusion-driven instability requires the ratio r of diffusion coefficients to be sufficiently high.
This is to be expected in real situations since water diffusion, with coefficient d1, is expected to
be higher than the spread of plants represented by their diffusion term, with coefficient d2. When
Turing instability occurs, the eigenfunctions corresponding to the set of wavenumbers satisfying
(13) determine the spatially heterogeneous, patterned, steady-state solution.

2.2. Models with Distributed Delay

Now, in (2), we introduce a distributed delay in the product wn, corresponding to
water uptake by unit plant biomass, to account for the dependence of plant growth on
previously available water,{

wt = a − w(x, t)− w(x, t)n(x, t)2 + d1∆(w),
nt = n(x, t)

∫ t
−∞ gp

α(t − s)w(x, s)n(x, s)ds − mn(x, t) + d2∆(n),
(17)

where gp
α is a Gamma-distributed kernel,

gp
α(t) =

α

Γ(p)
(αt)p−1e−αt.

This kernel depends on two parameters, p ∈ Z+ and α > 0, where the average delay
is p/α with variance p/α2. Thus, to represent a mean delay τ, we can take α = p/τ,
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with variance τ/p. In this way, increasing p concentrates the distribution more around τ,
approaching the model with discrete delay (3) as p tends to infinity (Figure 3).

(a) (b)

Figure 3. Gamma kernels with different parameter values. (a) Weak (p = 1) and strong (p = 2)
kernels with different variances p/α2. (b) Gamma kernels with equal means and decreasing variances
for increasing p values.

We analyse in more detail the case of a weak kernel, p = 1, where the effect on plant
growth of previous water uptake decays exponentially, as it is likely the most realistic case.
However, we also discuss the differences with more concentrated weight distributions,
strong kernels with p > 1, with a specific analysis of the case p = 2.

2.2.1. Non-Spatial Model with a Weak Kernel

It is clear that (17) and (2) have the same constant equilibria, as well as (4) and the
non-spatial model corresponding to (17),{

wt = a − w(t)− w(t)n(t)2,
nt = n(t)

∫ t
−∞ gp

α(t − s)w(s)n(s)ds − mn(t).
(18)

To analyse the stability of P2, we use the so-called linear chain trick [42,43]. For p = 1,
we introduce one new variable,

z(t) =
∫ t

−∞
g1

α(t − s)w(s)n(s)ds,

and consider the extended system
wt = a − w(t)− w(t)n(t)2,
nt = n(t)z(t)− mn(t),
zt = α(w(t)n(t)− z(t)).

(19)

If P = (w∗, n∗) is an equilibrium of (18), then P = (w∗, n∗, w∗n∗) is the corresponding
equilibrium in (19), and we drop the third component in what follows. The next theorem
states the conditions for the uniform equilibrium P2 to be stable in (19).

Theorem 1. Consider system (19) with a > 2m. The vegetated equilibrium P2 is stable indepen-
dently of α if m ≤ 2 or if m > 2 and a > aα

c = m
√

2m, and it is unstable if m > 2 and a < ac, as
defined in (5).
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When m > 2 and ac < a < aα
c , the stability depends on the value of α, being stable for α > αc

and unstable for α < αc, where

αc =
2mn2

∗ −
(
n2
∗ + 1

)2

1 + n2∗ − m
. (20)

Proof. The linearised system of (19) at the equilibrium P = (w∗, n∗, w∗n∗) is given by
wt = −(1 + n2

∗)w(t)− 2w∗n∗n(t),
nt = (w∗n∗ − m)n(t) + n∗z(t),
zt = αn∗w(t) + αw∗n(t)− αz(t).

(21)

Thus, at P2, where w∗n∗ = m, one obtains the characteristic equation

pα(λ) = λ3 +
(

1 + n2
∗ + α

)
λ2 + α

(
1 + n2

∗ − m
)

λ + αm
(

n2
∗ − 1

)
= 0. (22)

Note that writing qα(λ) = 1
α pα(λ), one has limα→+∞ qα(λ) = p(λ), as given in (7) for

the non-spatial model without delay.
Since n∗ > 1 at P2, the conditions for all the roots of (22) to have negative real parts are

1 + n2
∗ − m > 0, i.e., condition (8), which holds when m ≤ 2 or when m > 2 and a > ac, and(

1 + n2
∗ + α

)
α
(

1 + n2
∗ − m

)
− αm

(
n2
∗ − 1

)
> 0. (23)

When m ≤ 2, condition (23) is satisfied independently of α since(
1 + n2

∗ + α
)(

1 + n2
∗ − m

)
− m

(
n2
∗ − 1

)
≥
(

1 + n2
∗ + α − m

)(
n2
∗ − 1

)
> 0.

For m > 2, condition (23) might be dependent on α. Since α > 0, it is equivalent to

α >
m
(
n2
∗ − 1

)
1 + n2∗ − m

−
(

1 + n2
∗

)
=

2mn2
∗ −

(
1 + n2

∗
)2

1 + n2∗ − m
, (24)

that is, α > αc, as defined in (20), which holds for any value of α if αc ≤ 0.
Taking into account the expression of n∗ in terms of a and m in P2, (6), with some

algebraic manipulation, it can be checked that αc > 0 ⇐⇒ a < aα
c = m

√
2m.

Figure 4 shows the region in the (m, a)-parameter space where the stability of P2
depends on the value of α, C(α) = {(m, a)|m > 2, ac < a < aα

c }, as given in Theorem 1.

Figure 4. Regions of stability (S) and instability (U) for the vegetated equilibrium P2 in the non-spatial
model with distributed delay (18), with p = 1. In the region C(α), the stability is conditional on the
value of α, as given in Theorem 1.



Symmetry 2024, 16, 609 9 of 22

As shown in the next theorem, when the stability of P2 depends on α, there is a Hopf
bifurcation at α = αc.

Theorem 2. Consider system (19) with m > 2 and ac < a < aα
c . The system undergoes a Hopf

bifurcation at α = αc.

Proof. When α = αc the characteristic Equation (22) has one pair of conjugate pure imag-
inary roots, λ1,2 = ±i

√
αc(1 + n2∗ − m), and one real negative root, λ3 = −

(
1 + n2

∗ + αc
)
.

To check the transversality condition for a Hopf bifurcation to exist, write (22) in the form

λ3 +
(

1 + n2
∗

)
λ2 + αq(λ) = 0, (25)

where

q(λ) = λ2 +
(

n2
∗ − m + 1

)
λ + m

(
n2
∗ − 1

)
.

Differentiating with respect to α in (25), one has(
3λ2 +

(
1 + n2

∗

)
2λ + αq′(λ)

)dλ

dα
= −q(λ),

so (
dλ

dα

)−1
= −

3λ2 +
(
1 + α + n2

∗
)
2λ + α

(
n2
∗ − m + 1

)
q(λ)

. (26)

For λ = λ1 = i
√

αc(n2∗ − m + 1), one has

q(λ1) =
(

n2
∗ − m + 1

)(
n2 + 1 + i

√
2mn2∗ − (n2∗ + 1)2

)
,

and

q(λ1)

(
n2 + 1 − i

√
2mn2∗ − (n2∗ + 1)2

)
=
(

n2
∗ − m + 1

)
2mn2

∗. (27)

Writing s(λ) for the numerator of (26), for α = αc, one has

s(λ1) = 2
((

n2
∗ + 1

)2
− 2mn2

∗

)
+ i

2m
(
n2
∗ − 1

)
n2∗ − m + 1

√
2mn2∗ − (n2∗ + 1)2,

so

ℜ
(

s(λ1)

(
n2 + 1 − i

√
2mn2∗ − (n2∗ + 1)2

))
=

2
((

n2
∗ + 1

)2 − 2mn2
∗

)2

n2∗ − m + 1
. (28)

Hence, from (26)–(28), one obtains

ℜ
(

dλ

dα

∣∣∣∣
α=αc

)−1

= −

((
n2
∗ + 1

)2 − 2mn2
∗

)2

mn2∗(n2∗ − m + 1)2 < 0.

Figure 5 illustrates the results of Theorems 1 and 2. For the example in this figure,
with m = 6, one has ac ≈ 16.10 and aα

c ≈ 20.78. Thus, ac < a = 18 < aα
c , and the stability

of P2 depends on α being greater or lower than the critical value defined in Theorem 1,
αc ≈ 11.09. The equilibrium values at P2 are n∗ ≈ 2.62 and w∗ ≈ 2.29, with the system
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converging to the equilibrium under small perturbations when α > αc (Figure 5a). For
α < αc, the equilibrium P2 is unstable, and the system oscillates with increasing amplitudes
for decreasing α values (Figure 5b,c), converging to the desert state P0 for lower α values
(Figure 5d), corresponding to larger mean delays.

(a) (b)

(c) (d)

Figure 5. Evolution of the system with distributed delay (18) with p = 1, from initial values close
to the vegetated equilibrium P2, with parameters m = 6 and a = 18, for decreasing values of α.
(a) α = 1.1αc. (b) α = 0.9αc. (c) α = 0.6αc. (d) α = 0.4αc.

Remark 2. Considering the linearised system (21) at the corresponding equilibria, it is not difficult
to see that P0 is always stable and P1 is always unstable, with no effect of the distributed delay on
their stability.

2.2.2. Spatial Model with a Weak Kernel

Now, we introduce into (2) the new variable

z(x, t) =
∫ t

−∞
g1

α(t − s)w(x, s)n(x, s)ds,

and the linearised extended system at the equilibrium P = (w∗, n∗, w∗n∗) is given by
wt = −(1 + n2

∗)w(x, t)− 2w∗n∗n(x, t) + d1∆(w),
nt = (w∗n∗ − m)n(x, t) + n∗z(x, t) + d2∆(n),
zt = αn∗w(x, t) + αw∗n(x, t)− αz(x, t).

(29)
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Considering perturbations as in the spatial model without delay, and with µk = k2,
one obtains the set of characteristics equations

pα
k (λ) = λ3 + l1

k λ2 + l2
k λ + l3

k , (30)

with
l1
k = (d1 + d2)µk + 1 + n2

∗ + α, (31)

l2
k = d1d2µ2

k + d2

(
1 + n2

∗

)
µk + αS1

k , (32)

and l3
k = αS2

k , where S1
k and S2

k are the coefficients of the spatial model without delay (18).
We note that by letting qα

k (λ) =
1
α pα

k (λ), one has limα→+∞ qα
k (λ) = pk(λ), and the charac-

teristic equation of the spatial model without delay is recovered.
As shown in the next theorem, when the non-spatial model with delay is stable, the

conditions for Turing instability to occur are the same as in the spatial model without delay.

Theorem 3. Consider system (17) with a > 2m, and assume that the equilibrium P2 is stable in
the non-spatial system (18). Under these conditions, P2 is unstable if and only if it is unstable in the
spatial model without delay (2).

Proof. First, we show that if P2 is unstable in the model without delay (2), it is also unstable
in (17). Since we are assuming that it is stable in the non-spatial model with delay (18), it
holds that S1

0 > 0. Hence, since S1
k is increasing with k, it also holds that S1

k > 0 for all k.
Thus, for P2 to be unstable in (2), S2

k has to be negative, which implies that l3
k = αS2

k is also
negative. Therefore, P2 is unstable in (17).

Assume now that P2 is stable in both (18) and (2). Then, S1
k and S2

k are both positive,
so all the coefficients in (30) are also positive. The only condition for stability that has to be
checked is the positivity of l1

k l2
k − l3

k , which can be written in the form

b0(µk)α
2 + b1(µk)α + b2(µk), (33)

where b0(µk) = S1
k ,

b1(µk) =
(
(d1 + d2)µk + n2

∗ + 1
)

S1
k + d1d2µ2

k + d2µk

(
n2
∗ + 1

)
− S2

k

= (d1 + d2)
2µ2

k +
(

d1m + (2 + 2n2
∗ − m)(d1 + d2)

)
µk + n4

∗ + 2(1 − m)n2
∗ + 1, (34)

and
b2(µk) = d2µk

(
(d1 + d2)µk + n2

∗ + 1
)(

d1µk + n2
∗ + 1

)
.

Thus, b0(µk) and b2(µk) are always positive, and b1(µk) is increasing with k, so it will
be positive for any k if

b1(0) = n4
∗ + 2(1 − m)n2

∗ + 1 > 0. (35)

It is easy to see that (35) is positive when m ≤ 2, and it can be shown, with some
algebraic manipulation, that it is also positive when m > 2 and a > aα

c as defined in
Theorem 1. Hence, since we are assuming that P2 is stable in (18), the only remaining case
where the positivity of (33) has to be checked is when ac < a < aα

c and α > αc, as given in
Theorem 1.

If a < aα
c , then b1(µk) < 0, and (33) can only be negative if

b1(µk)
2 − 4b0(µk)b2(µk) > 0,

so there are two real roots, α1 < α2 and α1 < α < α2. However,

α2 =
−b1(µk) +

√
b1(µk)

2 − 4b0(µk)b2(µk)

2b0(µk)
,
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and √
b1(µk)

2 − 4b0(µk)b2(µk) < |b1(µk)| = −b1(µk),

so since 0 < −b1(µk) < −b1(0) and 0 < b0(0) < b0(µk),

α2 <
−b1(µk)− b1(µk)

2b0(µk)
= − b1(µk)

b0(µk)
< − b1(0)

b0(0)
= αc.

Hence, when α > αc, (33) is also positive. Therefore, P2 is stable in (17) if it is stable in
(18) and (2).

Remark 3. Similarly to Theorem 2 for the non-spatial model with delay (18), it can be shown that
for m > 2 and ac < a < aα

c , there is a Hopf bifurcation at α = αc in the spatial system (17), with
oscillatory unstable and stable solutions for α < αc and α > αc, respectively.

Figure 6 shows an example where the spatially homogeneous solution is stable in
the model without delay since r = d1/d2 = 1 < rc ≈ 3.95, so the instability condition (12)
in Lemma 3 is not satisfied. For m = 2.95, one obtains ac ≈ 6.23 and aα

c ≈ 7.16, so
ac < a = 6.5 < aα

c , and αc ≈ 5.15. The equilibrium P2 is unstable for α < αc (Figure 6a)
with mean delay 1/α = 0.4 and stable for α > αc (Figure 6b) with mean delay 1/α = 0.125.

(a) (b)

Figure 6. Evolution of the system with distributed delay (17) with p = 1, from initial values close to
the vegetated equilibrium P2, with parameters m = 2.95, a = 6.5, and d1 = d2 = 0.1 for two values of
α. (a) α = 2.5. (b) α = 8.

Remark 4. As shown in Theorem 3, when the homogeneous vegetated equilibrium is stable in the
non-spatial system (18), spatially non-homogeneous steady-state solutions may arise from Turing
bifurcations under the same conditions as in the system without delay. The presence of a delay does
not affect these steady-state solutions, in the same way that the presence of a delay does not affect the
homogeneous equilibria.

Figure 7 shows two examples of non-homogeneous solutions for m ≤ 2 (left panels),
where the onset of Turing instability is not affected by the delay in system (17), and for
m > 2 and ac < a < aα

c , where the Turing space is restricted by the condition α > αc. In
the first example, with m = 1, a = 2.2, d1 = 50, and d2 = 0.1, the limits given in (14) are
l− ≈ 0.03 and l+ ≈ 9.90, so the wavenumbers with positive eigenvalues are µk = k2 for
k = 1 . . . 3. In the second example, with m = 2.5, a = 5.25, d1 = 50, and d2 = 0.1, the limits
are l− ≈ 0.02 and l+ ≈ 24.92, so the wavenumbers with unstable modes are µk = k2 for
k = 1 . . . 4.
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(a) (b)

Figure 7. Spatially non-homogeneous steady-state solutions resulting from Turing bifurcations.
(a, left panels) m = 1, a = 2.2, d1 = 50, d2 = 0.1. (b, right panels) m = 2.5, a = 5.25, d1 = 50, d2 = 0.1.

2.2.3. Models with Strong Kernels

Next, we discuss how the type of delay may differentially affect the stability of P2.
We provide a detailed analysis only for the model with p = 2 since models with strong
kernels are likely to be less realistic than an exponentially decaying kernel for modelling the
dependence of plant growth on previous water uptake. Notwithstanding, a Gamma kernel
with p = 2 and a small mean delay might also represent a plausible modelling option,
combining an essentially exponential-like decay with avoiding completely instantaneous
responses (compare, for instance, the strong kernel with p = 2 and α = 2 with the weak
kernel with p = 1 and α = 1 in Figure 3a).

Now, consider model (18) with p = 2. Introducing the two new variables

zi(t) =
∫ t

−∞
gi

α(t − s)w(s)n(s)ds, i = 1, 2, (36)

we can write the extended system

dw(t)
dt

= a − w(t)− w(t)n(t)2,

dn(t)
dt

= n(t)z2(t)− mn(t),

dz1(t)
dt

= α(w(t)n(t)− z1(t)),

dz2(t)
dt

= α(z1(t)− z2(t)).

(37)

In this model, z2 represents the effect of previous water uptake on plant growth, similar
to z in model (29), but with a different weighted function, g2

α instead of g1
α. Meanwhile, z1

is an auxiliary variable.
The next theorem states the conditions for the uniform equilibrium P2 to be stable

in (37).
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Theorem 4. Consider system (37) with a > 2m. The vegetated equilibrium P2 is unstable if m > 2
and a < ac, as defined in (5). When m ≤ 2 or m > 2 and a > ac, the stability depends on the value
of α, being stable for α > αc,2 and unstable for α < αc,2, where αc,2 is the only positive root of

α(1 + n2
∗ − m)

(
2(1 + n2

∗ + α)2 + αm
)
− m(n2

∗ − 1)(1 + n2
∗ + 2α)2 = 0. (38)

Proof. From the linearised system at P2, one obtains the characteristic equation pα,2 = 0,
where

pα,2(λ) = (λ + α)2λ
(

λ + 1 + n2
∗

)
− α2m

(
λ + 1 − n2

∗

)
, (39)

that is,

pα,2(λ) = λ4 + (1+ n2
∗ + 2α)λ3 +

(
2α(1 + n2

∗) + α2
)

λ2 + α2
(

1 + n2
∗ − m

)
λ + mα2(n2

∗ − 1). (40)

Since n2
∗ > 1 at P2, all coefficients of pα,2 are positive if 1 + n2

∗ − m > 0. This condition,
as given in (8), determines the stability of P2 in the corresponding model without delay.
This condition fails, and the system is unstable for m > 2 and a < ac.

There is one more condition for all the roots of (39) to have negative real parts, which
can be obtained using the Hurwitz criterion, Q(α) > 0, where

Q(α) = α(1 + n2
∗ − m)

(
2(1 + n2

∗ + α)2 + αm
)
− m(n2

∗ − 1)(1 + n2
∗ + 2α)2, (41)

or, equivalently,
Q(α) = A0α3 + A1α2 + A2α + A3,

where A0 = 1 + n2
∗ − m, A1 = (1 + n2

∗ − m)
(
m + 4(1 + n2

∗)
)
− 4m(n2

∗ − 1),

A2 = (1 + n2
∗)
(

2(1 + n2
∗ − m)(1 + n2

∗)− 4m(n2
∗ − 1)

)
,

and A3 = −m(1 + n2
∗)

2(n2
∗ − 1).

When m ≤ 2 or m > 2 and a > ac, condition (8) holds. Since n∗ > 1 at P2, one has
A0 > 0 and A3 < 0, which implies that Q(α) has at least one positive root. If A2 < 0, there
is only one sign change in the coefficients of Q(α), and, according to Descartes’ rule of
signs, there is only one positive root. If A2 > 0, then 4m(n2

∗ − 1) < 2(1 + n2
∗ − m)(1 + n2

∗),
which implies

A1 > (1 + n2
∗ − m)

(
m + 4(1 + n2

∗)− 2(1 + n2
∗)
)
> 0.

Thus, in this case, there is also only one sign change, and therefore Q(α) has only one
positive root, which defines the critical value αc,2.

We note that since α is a factor in the first term of (41) and the second term is negative,
condition Q(α) > 0 may fail for any values of m and a when α is sufficiently small. Thus,
unlike in the model with a weak kernel, the delay can make the vegetated equilibrium P2
unstable in the whole range of the (m, a)-parameter space and, in particular, when m ≤ 2.

The next theorem shows the result corresponding to Theorem 2 for system (37).

Theorem 5. Consider system (37) with m ≤ 2 or m > 2 and a > ac. The system undergoes a
Hopf bifurcation at α = αc,2.

Proof. Let λ = iw, w > 0, be a pure imaginary root of pα,2. Then, separating the real and
imaginary parts, one obtains

w4 − α
(

2n2
∗ + 2 + α

)
w2 + α2m

(
n2
∗ − 1

)
= 0 (42)
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and
w
(
−
(

2α + 1 + n2
∗

)
w2 + α2

(
1 + n2

∗ − m
))

= 0. (43)

From (43), one has

w2 =
α2(1 + n2

∗ − m
)

2α + 1 + n2∗
(44)

and substituting this expression into (42) and simplifying, one obtains

2
(

1 + n2
∗ − m

)
α3 +

(
4n4

∗ + (8 − 7m)n2
∗ − m(m − 1) + 4

)
α2

+ 2
(

n2
∗ + 1

)(
n4
∗ + (2 − 3m)n2

∗ + m + 1
)

α − m
(

n2
∗ − 1

)(
n2
∗ + 1

)2
= 0, (45)

which can be shown to be equivalent to Q(α) = 0, that is, α = αc,2.
The transversality condition for a Hopf bifurcation to exist at α = αc,2 can be checked

similarly to the case p = 1, although it involves more cumbersome computations.
Writing pα,2(λ) in the form

pα,2(λ) = λ4 +
(

1 + n2
∗ + 2α

)
λ3 + 2α

(
1 + n2

∗

)
λ2 + α2q(λ),

with

q(λ) = λ2 +
(

1 + n2
∗ − m

)
λ + m

(
n2
∗ − 1

)
,

one obtains(
∂λ

∂α

)−1
= −

4λ3 + 3
(
1 + n2

∗ + 2α
)
λ2 + 4α

(
1 + n2

∗
)
λ + α2q′(λ)

2λ3 + 2(1 + n2∗)λ2 + 2αq(λ)
.

Substituting q′(λ) = 2λ +
(
1 + n2

∗ − m
)

into this expression, and setting λ = iw while
evaluating at α = αc,2, one obtains, after some rearrangements and simplifications and
using (43) and the expression defining αc,2, that is, Q(αc,2) = 0, the following:(

∂λ

∂α

∣∣∣∣
α=αc,2

)−1

= −1
2

R1 + iI1

R2 + iI2
= −1

2
R1R2 + I1 I2 + i(I1R2 − R1 I2)

R2
2 + I2

2
,

where

R1 = −3
(

1 + n2
∗ + 2αc,2

)
w2 + α2

c,2

(
1 + n2

∗ − m
)
= −2α2

c,2

(
1 + n2

∗ − m
)

,

I1 =
(

2αc,2

(
2
(

1 + n2
∗

)
+ αc,2

)
− 4w2

)
w

= 2αc,2

(
2n4

∗ + (4 + 3αc,2)n2
∗ + 2α2

c,2 + (3 + 2m)αc,2 + 2
2αc,2 + 1 + n2∗

)
w,

R2 = αc,2m
(

n2
∗ − 1

)
−
(

1 + n2
∗ + α

)
w2

= α2
c,2

(
1 + n2

∗ − m
)(2

(
1 + n2

∗ + αc,2
)2

+ αc,2m −
(
1 + n2

∗ + 2αc,2
)(

1 + n2
∗ + α

)
(2αc,2 + 1 + n2∗)

2

)

=
α2

c,2
(
1 + n2

∗ − m
)((

1 + n2
∗ + m

)
αc,2 +

(
n2
∗ + 1

)2
)

(2αc,2 + 1 + n2∗)
2 ,

I2 =
(

αc,2

(
1 + n2

∗ − m
)
− w2

)
w =

αc,2
(
1 + n2

∗ − m
)(

αc,2 + 1 + n2
∗
)

2αc,2 + 1 + n2∗
w.
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Since

R1R2 + I1 I2 = −2
α4

c,2
(
1 + n2

∗ − m
)2
((

1 + n2
∗ + m

)
αc,2 +

(
n2
∗ + 1

)2
)

(2αc,2 + 1 + n2∗)
2

+2α4
c,2

(
2n4

∗ + (4 + 3αc,2)n2
∗ + 2α2

c,2 + (3 + 2m)αc,2 + 2
)(

1 + n2
∗ − m

)2(
αc,2 + 1 + n2

∗
)

(2αc,2 + 1 + n2∗)
3

=
2α4

c,2
(
1 + n2

∗ − m
)2

(2αc,2 + 1 + n2∗)
3

((
2n4

∗ + (4 + 3αc,2)n2
∗ + 2α2

c,2 + (3 + 2m)αc,2 + 2
)(

αc,2 + 1 + n2
∗

)
−
(

2αc,2 + 1 + n2
∗

)((
1 + n2

∗ + m
)

αc,2 +
(

n2
∗ + 1

)2
))

=
2α4

c,2
(
1 + n2

∗ − m
)2

(2αc,2 + 1 + n2∗)
3

(
n6
∗ + (3 + 2αc,2)n4

∗ +
(

3α2
c,2 + (4 + m)αc,2 + 3

)
n2
∗

+2α3
c,2 + 3α2

c,2 + (2 + m)αc,2 + 1
)
> 0,

it holds that

ℜ
(

∂λ

∂α

∣∣∣∣
α=αc,2

)−1

< 0.

Figure 8 illustrates the results of Theorems 4 and 5, showing changes in the stability
of P2 through Hopf bifurcations at α = αc,2, in parameter regions where P2 is stable
independently of α, in the corresponding model with p = 1. The top panels correspond
to the region m ≤ 2 (m = 1.5, a = 4), with αc,2 ≈ 0.83. The lower panels correspond to
the region m > 2 and a > aα

c ≈ 7.35 (m = 3, a = 8), with αc,2 ≈ 3.62. In both cases, the
left panels correspond to α = 1.1αc,2, with the system converging to P2 equilibrium values,
while the right panels correspond to α = 0.9αc,2, with the system converging to periodic
solutions. Lower α values, that is, larger mean delays, would drive the system to the desert
state P0, similar to the behaviour shown in Figure 5.

The next theorem is analogous to Theorem 3 for the strong kernel case with p = 2.

Theorem 6. For p = 2, consider system (17) with a > 2m, and assume that the equilibrium P2 is
stable in the corresponding non-spatial system (18). Under these conditions, P2 is unstable if and
only if it is unstable in the spatial model without delay (2).

Proof. Similar to the non-spatial case, introducing the new variables

zi(x, t) =
∫ t

−∞
gi

α(t − s)w(x, s)n(x, s)ds, i = 1, 2, (46)

we transform (17) into the extended system

dw(t)
dt

= a − w(x, t)− w(x, t)n(x, t)2 + d1∆(w),

dn(t)
dt

= n(x, t)z2(x, t)− mn(x, t) + d2∆(n),

dz1(t)
dt

= α(w(x, t)n(x, t)− z1(x, t)),

dz2(t)
dt

= α(z1(x, t)− z2(x, t)).

(47)
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(a) (b)

(c) (d)

Figure 8. Evolution of the system with distributed delay (18) with p = 2, from initial values close
to the vegetated equilibrium P2, with parameters in the region m < 2 (top) and m > 2 (bottom), for
values of α greater (left) and lower (right) that the critical value αc,2. (a) m = 1.5, a = 4, α = 1.1αc,2.
(b) m = 1.5, a = 4, α = 0.9αc,2. (c) m = 3, a = 8, α = 1.1αc,2. (d) m = 3, a = 8, α = 0.9αc,2.

From the linearised system at equilibrium, and considering perturbations as in the
spatial models without delay and with distributed delay with a weak kernel, writing
µk = k2, one obtains the set of characteristics equations

pα,2
k (λ) = λ4 + Φ1

kλ3 + Φ2
kλ2 + Φ3

kλ + Φ4
k , (48)

where

Φ1
k = (d1 + d2)µk + 1 + n2

∗ + 2α,

Φ2
k = d1d2µ2

k + d2

(
n2
∗ + 1

)
µk + 2αS1

k + α(2m + α),

Φ3
k = 2αd2µk

(
n2
∗ + d1µk + 1

)
+ α2S1

k ,

and Φ4
k = α2S2

k , with S1
k and S2

k being the coefficients of the characteristic equation for the
spatial model without delay (10).
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The arguments are now similar to those used in the proof of Theorem 3. If P2 is stable
in the non-spatial system (18) and unstable in the spatial model without delay (2), it must
hold that S2

k is negative and, consequently, Φ4
k < 0, so P2 is also unstable in (47).

Assume now that P2 is stable in both (18) and (2). Then, S1
k and S2

k are both positive,
so all the coefficients in (48) are also positive. The only condition for stability that has to be
checked is the positivity of Φ1

kΦ2
kΦ3

k −
(
Φ3

k
)2 −

(
Φ1

k
)2Φ4

k , which can be written in the form

Φ1
kΦ2

kΦ3
k −

(
Φ3

k

)2
−
(

Φ1
k

)2
Φ4

k = αQ(α) + C0α4 + C1α3 + C2α2 + C3α + C4, (49)

with Q(α) given in (41), and where C0 = 2(d1 + d2)µk,

C1 = µk

(
4(d1 + d2)

2µk + d1

(
8n2

∗ + 8 + m
)
+ d2

(
8 + 8n2

∗ − 3m
))

= µk

(
4(d1 + d2)

2µk + d1

(
8
(

n2
∗ + 1

)
+ m

)
+ d2

(
5
(

1 + n2
∗

)
+ 3
(

1 + n2
∗ − m

)))
,

C2 = µk

(
2(d1 + d2)

(
d2

1 + 4d1d1 + d2
2

)
µ2

k

+
(

2d2
1

(
3
(

1 + n2
∗

)
+ m

)
+ 2d1d2

(
10
(

1 + n2
∗

)
+ m

)
+ 8d2

2

(
1 + n2

∗

)
+2d2

2

(
1 + n2

∗ − m
))

µk + 2d1

(
3 + 4n2

∗ + n4
∗ + 2m

)
+ 2d2

(
5 + 7n2

∗ + 2n4
∗ + m

)
+2n2

∗(3d2 + 2d1)
(

1 + n2
∗ − m

))
,

C3 = µk

(
4d1d2(d1 + d2)

2µ3
k + (d1 + d2)

(
d2

1m + 4d2(3d1 + d2)
(

1 + n2
∗

))
µ2

k

+
(

2d2
2

(
4 + 7n2

∗ + 3n4
∗

)
+ 2d1d2

(
6 + m + 5n4

∗ + 11n2
∗

)
+ d2

1m
(

n2
∗ + 3

)
+2d2n2

∗(d2 + d1)
(

1 + n2
∗ − m

))
µk

+
(

n2
∗ + 1

)(
d2

(
n4
∗ + 5n2

∗ + 4 + m
)
+ d1

(
3 − n2

∗

)
m + 3n2

∗d2

(
1 + n2

∗ − m
)))

,

and C4 = 2µ2
kd2
(
(d1 + d2)µk + 1 + n2

∗
)(

d1µk + n2
∗ + 1

)2.
Since P2 is stable in the non-spatial model, it holds that Q(α) and (1 + n2

∗ − m) are
both positive, so all the terms on the right-hand side of (49), except perhaps C3, are clearly
positive. But for C3, the only possibly non-positive terms is

d2

(
n4
∗ + 5n2

∗ + 4 + m
)
+ d1

(
3 − n2

∗

)
m + 3n2

∗d2

(
1 + n2

∗ − m
)

,

which is greater than
n2
∗d2

(
1 + n2

∗

)
+ d1m

(
3 − n2

∗

)
.

Since we are assuming that P2 is stable in the spatial system without delay, from (15),
it must hold that d2(1 + n2

∗) ≥ d1m, so

n2
∗d2

(
1 + n2

∗

)
+ d1m

(
3 − n2

∗

)
≥ d1m

(
n2
∗ + 3 − n2

∗

)
> 0.

Remark 5. We do not pursue the analysis here, but it can be shown that for any p ∈ Z+, model (18)
can be transformed into an extended model with p + 2 equations by introducing p new variables,
similar to what was done in (36) for p = 2. Then, by linearising the extended model at P2, we can
obtain the characteristic equation pα,p(λ) = 0, where

pα,p(λ) = (λ + α)pλ
(

λ + 1 + n2
∗

)
− αpm

(
λ + 1 − n2

∗

)
, (50)
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which coincides with pα(λ) in (22) for p = 1, and with pα,2 in (39) for p = 2. Also, by letting

qα,p(λ) =
1

αp pα(λ)

one has limα→+∞ qα,p(λ) = p(λ), and the characteristic equation (7) for the non-spatial model
without delay is recovered.

For increasing p, there are new extra conditions for P2 to be stable. Thus, by keeping the mean
delay τ = p/α and increasing p, the effect of the delay in plant growth becomes more concentrated
around the mean delay, and the stability of P2 may only be compromised. Under these conditions,
since α is not a root of (50), pα,p(λ) = 0 is equivalent to

λ
(

λ + 1 + n2
∗

)
− m

(
λ + 1 − n2

∗

)(
1 +

λτ

p

)−p
= 0, (51)

and in the limit, as p tends to infinity, one obtains the characteristic equation of the model with
discrete delay (3) [41],

λ
(

λ + 1 + n2
∗

)
− m

(
λ + 1 − n2

∗

)
e−λτ = 0. (52)

3. Conclusions and Discussion

In this work, we have analysed the stability of the spatially uniform vegetated state in
a Klausmeier–Gray–Scott model of dryland vegetation with a distributed delay in the effect
of water availability on plant growth. Our focus was on the conditions for the onset of
Turing instability, comparing them with the corresponding original model without delay.

For the models without delay, we have given clear conditions for symmetry-breaking
pattern formation by diffusion-driven instability to occur (Lemma 3) for the whole range of
model parameters. In previous works, where other aspects of the models were the focus
of the analysis, similar conditions were not as clearly defined and were usually restricted
to a certain range of the mortality parameter (e.g., Theorem 2.5 in [36] for m < 2, and
Theorem 2.2 in [37] for m > 2).

Most previous works on Klausmeier-type models restricted the analysis to the case
m < 2, assumed to represent normal values for undisturbed natural conditions, but higher
mortality values could be feasible and expected under harsh environmental conditions.
Even under the assumed normal conditions, the upper limit seems to be somewhat arbitrary.
For instance, the data presented in [19], referred to in [32] for the range [0.05, 2.0] for m
assumed there, would give an upper limit of 2.5 for that parameter, with values of m greater
than 2 considered extreme but not unrealistic. Although m is usually referred to as mortality,
it represents general biomass loss, which could also be the result of external disturbances,
such as grazing. Grazing can significantly increase biomass loss (see, e.g., [44,45]) and, in
general models where grazing is not specifically modelled, the effect of non-specific or
local grazing is an increase in the biomass loss or mortality parameter [46]. General plant
biomass loss is also directly related to respiration, and it is explicitly included as such in
some vegetation models [47]. Plant respiration increases, through a power relation, with
increasing temperature, and hence biomass loss due to respiration is expected to be much
higher under future climate change scenarios than historically assumed [48,49].

We have introduced in this work a distributed delay in the product wn, which, in the
original formulation of the Klausmeier model, corresponds to the product of the functional
response of plants to water, G(W), and the increase in infiltration due to the plants, F(N).
For simplicity, linear responses are usually assumed: G(W) = W and F(N) = N. Thus, the
product wn in the scaled model represents water uptake by unit biomass, and the presence
of a delay in this product is the consequence of the non-instantaneous effect of water uptake
on plant growth. A Klausmeier–Gray–Scott model with a discrete delay in the same product
wn was considered in [41], based on the necessary lag for precipitation to infiltrate into
the soil and be available as soil water for plant growth. There are more complex dryland
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vegetation models where surface and soil water are differentiated (e.g., [19,20,50,51]), so a
discrete delay for water infiltration would seem appropriate. However, in Klausmeier-type
models, there is no such distinction, and the loss of water, besides evaporation, is directly
the result of water taken up by plants. Hence, a discrete delay representing infiltration lag
does not seem realistic in these models.

The effect on growth of water taken up by plants is certainly not instantaneous, nor
does it disappear immediately. Plant growth at a certain time depends on water availability
at that moment and also at previous ones, with some decaying effect persisting over time.
Hence, a distributed delay, most likely in the form of an exponentially decaying kernel, as
considered in this work, seems much more realistic than both a discrete delay and no delay
at all. Distributed delays with Gamma kernels, as used in this work, are versatile enough
to represent different possibilities of plant growth dependence on previous water uptake.
They range from exponential decays to more localized delays and, in particular, weak
kernels and strong kernels with p = 2 and a small mean delay represent exponential-like
decays well, as would be expected in a base scenario where the effect of water taken up by
plants on their rate of growth is constant.

We have shown that the presence of a distributed delay with a weak, exponential kernel
does not affect vegetation stability at low mortality values (Theorem 1), in contrast with
the effect of a discrete delay [41] or a distributed delay with a strong kernel (Theorem 4).
Additionally, we have demonstrated that the only impact on diffusion-driven pattern
formation is a shrinking of the Turing space, which occurs by reducing the parameter
space where the spatially uniform vegetated state is stable in the non-spatial system
(Theorems 3 and 6).

Generalised Klausmeier models with inertial effects, both on slopes and flat terrains,
have also been proposed in the form of hyperbolic models [52–54]. These models consider
non-Fickian diffusion to account for the finite speeds of propagation of disturbances. In
this framework, similarly to some of our results, the occurrence of Turing instabilities is
not affected by the hyperbolicity of the model, and there are no changes in bifurcation
thresholds or in the wavenumbers of the stationary patterns. However, there may be
changes in the transient dynamics, a question not addressed in our work.

The main contributions of this work are the introduction of an ecologically realistic
form of delay in the classical Klausmeier–Gray–Scott model and the results showing how
the effects on the stability of the homogeneous vegetated equilibrium and the onset of
Turing instability depend on the type of delay, with it being absent in certain cases. In
this paper, we focused on the conditions for Turing instability to occur. Once a patterned
vegetation arises, it may evolve through different non-uniform steady-state solutions,
helping to maintain vegetation beyond the limit point where a uniform vegetated state
would experience a critical transition to the bare soil, desert state [12,13,35,36]. Future work
will address the effect of different types of realistic delays on the stability and evolution of
patterned vegetation in Klausmeier-type models.
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