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Abstract: Safety and health have been one of the major issues in the construction industry worldwide
for decades, and the relevant research has correspondingly drawn much attention in the academic
field. Considering the expanding size and increasing heterogeneity of this research field, this paper
proposes the topic modeling approach to cluster latent topics, extract coherent keywords, and
discover evolving trends over the past three decades. Focusing on a total of 1984 articles published in
27 different journal sources until February 2023, this paper applied both unsupervised topic modeling
techniques—Latent Dirichlet Allocation (LDA) and Correlation Explanation (CorEx)—and their semi-
supervised versions—Guided LDA and Anchored CorEx. The evolving trends and inter-relationship
of 15 research topics generated by the Anchored CorEx model (the best-performing model) were
analyzed. Top-listed documents of major topics were analyzed to discuss their standalone research
focuses. The results of this paper provided helpful insights and implications of existing research and
offered potential guides for future research on construction safety and health by helping researchers
(1) select research topics of interest and clearing decaying topics; (2) extract the top words of each
research topic using systematic approaches; and (3) explore the interconnection of different research
topics as well as their standalone focuses.

Keywords: construction safety and health; research trends; topic modeling; natural language
processing

1. Introduction and Background

Safety and health have been continuously considered as one of the top concerns in the
construction industry across the globe. In the U.S., the number of construction fatalities
has steadily increased over the past decade, while the fatality rate has not decreased. A
total of 1061 fatalities were reported from the U.S. construction industry in 2019 [1], and
1752 fatalities were reported from the Chinese construction industry for the first half-year
of 2018 [2]. The fatal injury rate in the construction industry was 1.74 per 100,000 in the UK
in 2019, but it was still almost four times the all-industry rate [3]. As such, safety and health
problems in the construction industry have become and continue to be a trendy research
area, and the number of relevant scientific publications has been continuously increasing
over the past thirty years.

Due to the long-lasting research popularity and the large number of publications,
it is necessary and critical to systematically understand what research topics in the field
of construction safety and health are studied and how they have evolved in the past.
Some review types of studies have been carried out to summarize and analyze such topics
and trends. Zhou et al. selected and evaluated 119 relevant papers published from 1986
to 2012 to examine the trends of advanced technology applications in the construction
safety domain [4]. Skibniewski summarized the research trends on how information
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technology applications have facilitated construction safety, based on 71 articles published
in Automation in Construction from 2000 to 2014 [5]. Alruqi et al. examined 107 articles
published from 2000 to 2016 to study safety climate dimensions and their relationship to
construction safety performance [6]. More recently, Sarkar and Maiti applied a science
mapping approach to review 232 journal articles published from 1995 to 2019 to understand
the application of machine learning in construction occupational accidents [7].

These types of qualitative reviews are usually related to some specific topics under-
neath construction safety and health research, and the number of articles that are considered
is often limited. As the number and heterogeneity of relevant research papers continue to
increase, it becomes increasingly difficult to obtain a synthetic image of the research topics
that are being investigated [8]. Construction safety and health can be related to numerous
factors such as safety climate, safety culture, safety training, worker behavior, situation
awareness, and technology application, further exacerbating this problem. In this case, text
mining can help to analyze vast amounts of research objectively [9].

Given the apparent limitations of conducting qualitative reviews, scientometric anal-
ysis has been recently adopted as a quantitative method to evaluate the importance of
articles and authors and facilitate the review process in the field of construction safety and
health [7,10,11]. Despite its ability to discover the inherent relationships among research
works using graphic representation [12], such analysis often fails to provide topic-related
information for researchers to better understand different research contexts in detail [13].
Topic modeling has great potential to discover and evaluate latent topics in a research
domain, but little relevant work has been performed in the field of construction safety
and health.

Topic modeling utilizes statistical and optimization algorithms to extract semantic
information from a large collection of texts, and it has become an emerging method of sys-
tematically examining textual data [14]. It has been widely applied to process and analyze
textual data for various purposes, such as understanding scientific research trends [15,16],
exploring social networks [17,18], analyzing political attention [19,20], facilitating biomedi-
cal recommendations [21], and evaluating public health [22]. It has also been previously
adopted by researchers in the architecture, engineering, construction, and facilities manage-
ment industry to facilitate textual data processing and analysis for various purposes, such
as identifying patterns in construction defect litigation cases [23], analyzing public concerns
in mega-infrastructure projects [24], and discovering themes and trends in transportation
research [13].

Much research has been conducted on applying topic modeling techniques to overview
scientific papers and discover research topics, and those works can generally be summa-
rized into two categories. The first category relates to utilizing topic modeling to overview
scientific papers in general, and the scope is not limited to any specific research domain.
For example, Hall et al. applied unsupervised topic modeling to the ACL Anthology to
analyze historical trends in the field of Computational Linguistics from 1978 to 2006 [15].
Yau et al. utilized LDA and its extensions to separate a set of scientific documents into
several clusters and evaluated the clustering results [25].

Different from the first category, the second one focuses on applying topic modeling
to discover research trends in a specific research field. For instance, Jiang et al. employed
a topic modeling-based bibliometric analysis to evaluate 1726 articles in the field of hy-
dropower research, to discover research development, current trends, and intellectual
structure [14]. Choi et al. applied LDA to the abstracts of 2356 documents to discover
research topics and trends in the area of personal information privacy [9]. Carnot et al.
also applied LDA to analyze research published in the proceedings of well-established
dependability conferences and discover research trends [8]. Amado et al. leveraged topic
modeling to explore research trends on big data in marketing based on the analysis of
1560 articles [26]. Most recently, Chen et al. utilized structural topic modeling to process
3963 articles published in Computer & Education to detect latent topics and trends in ed-
ucational technologies [27]. These related works have largely automated and facilitated
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the process of overviewing, understanding, and clustering scientific papers in various
research domains, especially when the quantity and heterogeneity of scientific papers have
increased significantly in many research fields.

To this end, this paper leverages topic modeling, a natural language processing tech-
nique, to systematically cluster hotspots of construction safety and health research. Coher-
ent keywords of each of those topics were extracted, and the evolving trend of each topic
was analyzed using the Mann–Kendall test. Research insights were also discussed from
both inter-topic and standalone perspectives. This study is expected to outline an overall
picture of the state-of-the-art research trends, provide helpful insights and implications
of existing research, and offer potential guides for future research on construction safety
and health.

2. Research Methods

This section starts with technical descriptions to help readers to understand the basic
techniques of two topic modeling techniques: Latent Dirichlet Allocation (LDA) and
Anchored Correlation Explanation (CorEx). A research flowchart of the proposed study
that contains data collection, text mining, and topic modeling is then provided in Figure 1
and discussed in detail.
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2.1. Latent Dirichlet Allocation (LDA) and Correlation Explanation (CorEx)

One of the most popular and widely utilized topic models is LDA, which was initially
proposed by Blei et al., and it can be graphically represented in Figure 2 [28]. LDA is a
generative model, and it assumes that each document d(d = 1 . . . D) is a random mixture of
topics k(k = 1 . . . K), and each topic k is a distribution of all words n(n = 1 . . . N) over the
vocabulary. θd stands for the topic proportion of each document d, βk stands for the word
distribution of each topic k, while α and η are the Dirichlet priors of θ and β, respectively.
Based on θ, the topic assignment of the nth word in the dth document Zd,n is determined.
The shaded variable Wd,n denotes each word n in each document d, and this is the only
observed variable in the entire LDA model. Each plate represents the corresponding
number of repetitions.
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Another interesting yet quite different topic model is CorEx, which was more recently
proposed by Gallagher et al. [29] based on the framework that was brought up by Steeg
et al. [30]. Based on information theory, CorEx model searches for topics that most explain
a set of documents using a mechanism that is different from the generative assumption of
the LDA model. More specifically, CorEx model aims to maximize the total correlation (TC)
of a group of words and the latent topics, which can be expressed as

TC(XG; Y) = ∑
i∈G

I(Xi : Y)− I(XG : Y) (1)

where XG represents a group of word types, Y denotes a topic to be learned, and I stands for
mutual information. CorEx model essentially groups multiple sets of words into multiple
topics and seeks to maximally explain the dependencies of words in documents through
latent topics.

2.2. Semi-Supervised Topic Modeling

Both the original LDA and CorEx are unsupervised models, and they, therefore, do
not require any prior knowledge of the number and themes of topics to proceed with the
topic modeling process. The inferred topics are generated from the statistical structure
of the document-term matrix data based on the maximum likelihood or maximum total
correlation principle. However, domain experts could have a certain level of knowledge on
what words are semantically closer and should be put into the same topic. Researchers have
found that by injecting prior knowledge into the traditional topic modeling process, unsu-
pervised learning problems can be converted to semi-supervised learning problems to im-
prove the quality and interpretability of the inferred topics. Therefore, this paper tested both
unsupervised learning topic models (LDA and CorEx) and their semi-supervised versions
(Guided LDA [31] and Anchored CorEx [29]) to find the model with the best performance.
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2.3. Methods of the Proposed Study

A flowchart for the methods of the proposed study is presented in Figure 1, and it
contains three sections: data collection, text mining, and topic modeling.

2.3.1. Data Collection

In the data collection section, pre-defined data selection criteria, as shown in Table 1,
were applied to the Web of Science database to retrieve the literature sample. Records
including title, keywords, abstract, publication year, and journal source of 5779 articles
were initially retrieved. Because this study focused on the safety and health issues of
construction workers, a thorough manual screening process was conducted to further
remove articles that did not fit into the research scope. Such removal was applied to articles
that focus on the safety and health issues of workers in other industries [32,33], articles
that deal with the safety and health issues of the structure but not workers [34,35], articles
that discuss non-occupational safety and health issues [36,37], and articles that are not
relevant at all. Abstracts of eight articles that were missing in the original dataset were
manually filled in because the abstract of an article contains rich textual information for
text mining, and the topic modeling technique generally performs better for large texts
than for short texts. Finally, after removing review articles, 1984 original articles remained
in the literature sample for publication trend analysis from both chronological and journal
source perspectives.

Table 1. Data selection criteria.

Data Source Web of Science

Topic Construction Safety OR Construction Health

Year range Until February 2023

Document type Articles

Language English

Journal source

(Accident Analysis and Prevention) OR (Advanced Engineering Informatics)
OR (Advances in Civil Engineering) OR (American Journal of Industrial

Medicine) OR (Applied Ergonomics) OR (Automation in Construction) OR
(Buildings) OR (Construction Management and Economics) OR (Engineering
Construction and Architectural Management) OR (International Journal of

Construction Management) OR (International Journal of Environmental
Research and Public Health) OR (International Journal of Industrial
Ergonomics) OR (International Journal of Occupational Safety and

Ergonomics) OR (Journal of Civil Engineering and Management) OR
(Journal of Cleaner Production) OR (Journal of Computing in Civil

Engineering) OR (Journal of Construction Engineering and Management) OR
(Journal of Engineering Design and Technology) OR (Journal of Management
in Engineering) OR (Journal of Occupational and Environmental Medicine)

OR (Journal of Safety Research) OR (Occupational and Environmental
Medicine) OR (Reliability Engineering & System Safety) OR (Safety Science)

OR (Sensors) OR (Sustainability) OR (Work-A Journal of Prevention
Assessment & Rehabilitation)

2.3.2. Text Mining

In the text mining section, the literature sample was cleaned to remove unnecessary
and noisy information and was further processed using various text mining techniques to
create the desired data format–document term matrix (DTM)—for topic modeling.

Given the features of academic publications, some articles included the publisher’s
copyright arguments in the abstract, such as ‘Elsevier Ltd.’ or ‘All rights reserved’. Such
arguments were removed from the dataset because they did not contain any meaningful
information. Because some journals have specific formatting requirements for the abstract
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part by incorporating such terms as ‘Objectives’, ‘Methods’, ‘Results’, and ‘Conclusions’,
these terms were also removed for the same reason.

After removing those unnecessary terms, the next step is to conduct data processing.
It is common for academic publications to utilize a large number of abbreviations for
simplicity reasons, but abbreviations are semantically much less meaningful than their
corresponding full expressions. What is worse, the same abbreviation can refer to different
full expressions under different contexts. For example, ‘CI’ can refer to ‘confidence interval’,
‘construction industry’, or ‘composite indicator’ in different scenarios, but topic models
would consider them the same if they are presented in the abbreviated form. The full
expressions of abbreviations were therefore restored using Neumann et al.’s algorithm [38].

Given the diverse backgrounds of researchers, both American and British English exist
in the literature sample. To ensure that topic models understand that ‘building information
modeling’ equates to ‘building information modelling’, a translator [39] was used to convert
British spellings to American ones. Using the natural language toolkit (NLTK [40]) package
in Python, texts in the literature sample were further tokenized into words that were
attached with part-of-speech (POS) tags, which can be used to identify the lexical category
of each word in a sentence. Based on those tags, symbols (punctuations, parentheses, equal
signs, etc.) and cardinal digits were removed from the texts because they did not contain
enough semantic information. Each of the remaining words was lemmatized to reduce
inflectional forms to a common base form.

In order to better capture the meanings of a document, it would be useful to analyze
two or three words together as a phrase instead of treating them separately [8]. For
example, the phrase ‘real time’ can have very different meanings from either ‘real’ or
‘time’. Specifically, trigrams (phrases consisting of three words, e.g., ‘unmanned aerial
vehicle’) and bigrams (phrases consisting of two words, e.g., ‘real time’) are often identified
and treated as one word in the topic modeling analysis. Both the pointwise mutual
information (PMI) [41] and the term frequency technique were adopted to generate an
initial shortlist of target trigrams and bigrams, which were later manually screened to
ensure their suitability with the context of this study. Finally, stop-words and global salient
words were also removed because they occur so frequently that they do not help decompose
the document collection.

2.3.3. Topic Modeling

As an important hyperparameter of a topic model, the number of topics is usually
not easy to determine. There is no perfect answer to the question of setting the optimal
number of topics in this case because topic modeling is an unsupervised learning technique.
Previous studies have utilized predictive likelihood (or equivalently, perplexity) as a mea-
sure for estimating the optimal number of topics [9,14], but it was also found that models
which achieve better predictive likelihood may not yield human interpretable topics [42].
Therefore, other research has avoided relying on this measure, but chooses to check the
quality of topics with different numbers [43] or just use a subjective topic number based
on their experience [8,13]. After experimenting with different topic numbers, this study
eventually generated 15 topics based on the subjective analysis of the literature sample.

Due to the lack of human interpretability of topic models that achieve better perplexity,
a different metric—topic coherence—is adopted to help evaluate the performance of differ-
ent topic models. Topic coherence relies on the co-occurrence of top words in each topic,
and Roder et al. found that the Cv measure of topic coherence had the best performance
among other measures [44].

3. Results and Discussion

This section first presents the publication trends and the recurring trigrams and
bigrams of the literature sample. Results of the four different topic models—two unsuper-
vised ones and two semi-supervised ones—are then provided, and the anchored CorEx
model has the highest coherence score among the four models. Finally, research trends,
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word clouds, topic co-occurrence heatmap, as well as research insights of each topic are
analyzed and discussed based on the results of the best topic model.

3.1. Publication Trends

Figure 3 shows the number of articles published each year, and the earliest document
that was published by Laufer and Ledbetter can be traced back to 1986 [45]. It is clear
to observe that the number of published articles has significantly increased over the past
decades, especially since 2008. Figure 4 presents the number of relevant articles published
in each journal, and it is interesting to find that more than 50% of relevant articles were
published in four journal sources: Journal of Construction Engineering and Management, Safety
Science, Automation in Construction, and American Journal of Industrial Medicine.
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3.2. Trigrams and Bigrams

After a series of text mining processing discussed in Section 3.2, the 18 most popular
trigrams and 33 most popular bigrams were identified and selected from the dataset, and
their occurrences and percentage (based on the literature sample of 301,085 words in total)
are presented in Table 2. Note that the selection of trigrams or bigrams is based on both
objective measures like PMI and term occurrences and subjective domain knowledge and
experience, and there is no academic consensus yet on how trigrams and bigrams should
be selected from the literature sample [8].

Table 2. List of selected trigrams and bigrams and their corresponding occurrences and percentage.

Phrase Occurrences Percentage Phrase Occurrences Percentage

Trigrams virtual reality 196 0.065%
building information modeling 261 0.087% prevention design 194 0.064%
structural equation modeling 182 0.060% near miss 180 0.060%
personal protect equipment 88 0.029% tower crane 171 0.057%

unmanned aerial vehicle 87 0.029% machine learning 130 0.043%
real time locate 64 0.021% deep learning 126 0.042%

convolutional neural network 54 0.018% computer vision 125 0.042%
analytic hierarchy process 51 0.017% safety regulation 91 0.030%
artificial neural network 42 0.014% safety inspection 84 0.028%
support vector machine 38 0.013% human error 83 0.028%

inertial measurement unit 37 0.012% leading indicator 78 0.026%
natural language processing 35 0.012% neural network 72 0.024%

case based reasoning 34 0.011% psychological contract 71 0.024%
exploratory factor analysis 34 0.011% internet thing 69 0.023%

social network analysis 33 0.011% Bayesian network 66 0.022%
radio frequency identification 33 0.011% confidence interval 58 0.019%

hand arm vibration 32 0.011% eye tracking 57 0.019%
low back pain 31 0.010% ethnic minority 55 0.018%

confirmatory factor analysis 30 0.010% safety investment 52 0.017%
root cause 50 0.017%

Bigrams heart rate 50 0.017%
safety management 981 0.326% leading cause 49 0.016%

safety climate 897 0.298% heavy equipment 48 0.016%
safety performance 887 0.295% site layout 48 0.016%

unsafe behavior 361 0.120% lean construction 46 0.015%
safety culture 270 0.090% self reported 44 0.015%

real time 258 0.086% psychological capital 42 0.014%

3.3. Topic Models Results

Selected results of the first two unsupervised learning topic models—LDA and
CorEx—were presented in Table 3. The coherence score of a particular topic, calculated
based on the top 10 words of each topic, was presented in the last column. The average
coherence score of all topics for the LDA model and the CorEx model was 0.4556 and 0.5480,
respectively. Based on the top 10 words of each topic, a topic name was manually assigned
based on their semantic meanings. For example, the top words of Topic 5 from the LDA
model suggested that the topic was related to utilizing real-time technologies to detect and
monitor workers and equipment, so the name ‘object detection’ can be assigned to this
topic. In another example, the top words of Topic 2 from the CorEx model suggested that
the topic was related to understanding safety climate and workers’ safety perception and
behavior using questionnaires and surveys, so the name ‘safety climate’ can be assigned
to this topic. While it is not difficult to identify the themes of these topics, there are some
other topics whose top words may be uninterpretable. For example, the top words of Topic
2 from the LDA model and Topic 12 from the CorEx model belong to multiple themes,
so their names were labeled as ‘unidentified’. Note that the coherence scores of these
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‘unidentified’ topics were usually much lower than those of other topics, indicating that a
high coherence score is indeed associated with better human interpretability.

Table 3. Selected results of the LDA model and the CorEx model.

Topic Number Topic Name Top 10 Words of Each Topic Coherence Score

Selected results of the LDA model
2 Unidentified exposure, hearing, load, lift, path, dust, protect, loss, noise, crane 0.2091

5 Object detection worker, monitoring, equipment, fatigue, real_time, detection,
sensor, technology, object, activity 0.5966

6 Safety climate
factor, safety_climate, safety_performance, safety_management,
accident, management, communication, incident, safety_culture,

worker
0.5308

. . . . . .
Selected results of the CorEx model

1 Real-time detection detection, automatically, sensor, real_time, accuracy, monitoring,
automated, algorithm, wearable, machine_learning 0.8030

2 Safety climate
safety_climate, questionnaire, structural_equation_modeling,
influence, survey, behavior, relationship, perception, positive,

positively
0.7394

12 Unidentified executive, talk, involved, piece, act, supplemented, violation,
earthmoving, plant, workflow 0.3648

. . . . . .

Due to the unsupervised nature of the LDA and CorEx models, a certain number
of topics from both models (e.g., Topic 2 from the LDA model and Topic 12 from the
CorEx model) are difficult to be interpreted by humans. To alleviate this difficulty, 15 topic
priors (topic names and guiding words) were manually created based on those high-quality
topics generated by LDA and CorEx models and our best knowledge to guide the topic
modeling process.

Leveraging topic priors shown in Table 4, two semi-supervised learning topic models—
the Guided LDA model and the Anchored CorEx model—were built. The average co-
herence score for the Guided LDA model was 0.5637, and the average coherence score
for the Anchored CorEx model was 0.6779. Note that both semi-supervised models out-
performed their corresponding unsupervised version from the perspective of coherence
score, and the Anchored CorEx model had the best performance among all models. Results
of the Anchored CorEx model were presented in Table 5 and used for further analysis
and discussions.

Table 4. Topic priors and the guiding words.

Topic Number Topic Name Guiding Words

1 Object tracking ‘tracking’, ‘monitoring’, ‘detection’
2 Safety climate ‘safety_climate’, ‘safety_culture’
3 Ergonomics ‘posture’, ‘musculoskeletal’, ‘ergonomic’
4 Design ‘design’, ‘prevention_design’
5 Fall ‘fall’, ‘fatality’, ‘fatal’
6 Safety training ‘training’
7 Health and disease ‘cancer’, ‘disease’
8 Worker behavior ‘behavior’, ‘attitude’
9 Equipment contact ‘proximity’, ‘near_miss’, ‘equipment’
10 Real-time technology ‘real_time’, ‘technology’, ‘sensor’
11 Survey ‘survey’, ‘questionnaire’
12 Machine learning ‘machine_learning’
13 Computer vision ‘computer_vision’, ‘image’, ‘video’
14 Interview ‘delphi’, ‘interview’

15 Structural equation
modeling ‘structural_equation_modeling’
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Table 5. Top 10 words of each topic from the Anchored CorEx model.

Topic
Number Topic Name Top 10 Words of Each Topic Coherence Score

1 Object tracking monitoring, detection, tracking, wearable, object, detecting,
detect, locate, monitor, signal 0.7438

2 Safety climate
safety_climate, safety_culture, positive, supervisor, commitment,

organizational, safety_performance, perception, leadership,
organization

0.6821

3 Ergonomics musculoskeletal, ergonomic, posture, disorder, ergonomics, back,
awkward, pain, physical, task 0.8674

4 Design design, prevention_design, designer, phase, engineer, architect,
designing, building, planning, tool 0.6612

5 Fall fatality, fall, fatal, injury, height, struck, leading_cause, death,
occurred, protect 0.7609

6 Safety training training, education, program, skill, trainee, virtual_reality,
apprentice, experience, trainer, curriculum 0.6373

7 Health and disease disease, cancer, age, male, exposure, occupational, worker, older,
safety_management, population 0.6023

8 Worker behavior behavior, attitude, unsafe_behavior, norm, cognitive, supportive,
safe, unsafe, planned, cost 0.4768

9 Equipment contact equipment, near_miss, proximity, operator, collision, blind, crane,
operation, personal_protect_equipment, vehicle 0.5681

10 Real-time technology technology, real_time, sensor, sensing, wireless, application,
device, internet_thing, positioning, smart 0.7425

11 Survey survey, questionnaire, administered, response, respondent,
completed, case, country, demographic, time 0.4655

12 Machine learning machine_learning, algorithm, automatically, accuracy, automated,
proposes, predict, dataset, neural_network, feasibility 0.7608

13 Computer vision image, video, computer_vision, deep_learning, camera, visual,
recognition, automatic, convolutional_neural_network, vision 0.8118

14 Interview interview, delphi, structured, qualitative, semi, depth, theme,
expert, thematic, practice 0.6505

15 Structural equation
modeling

structural_equation_modeling, relationship, influence, mediating,
effect, psychological, positively, moderating, role, stress 0.7377

According to the results in Table 5, some topics, such as ergonomics and computer vision,
reached very high coherence scores (greater than 0.8), indicating that the top 10 words
of these topics are highly coherent. Screening the top 10 words of these high-quality
topics, it was found that many of these words were indeed semantically close to their topic
names. For example, words such as ‘musculoskeletal’, ‘ergonomic’, ‘posture’, ‘disorder’,
‘back’, and ‘pain’ are all related to the ergonomics theme, and words such as ‘image’,
‘video’, ‘deep_learning’, ‘camera’, ‘convolutional_neural_network’, ‘visual’, ‘vision’, and
‘recognition’ are all related to the computer vision theme. Some other topics, such as worker
behavior and equipment contact, reached lower coherence scores between 0.4 and 0.6. Despite
the existence of some relatively low-quality topics, it is worth mentioning that the overall
quality of topics generated by the Anchored CorEx model is still high.

3.4. Research Trends and Insights

Besides extracting top words and calculating the coherence score of each topic, the
Anchored CorEx model is also able to categorize documents into different topics based
on the calculated value of total correlation for each topic. Utilizing such categorization,
the proportion of topics was analyzed to understand the topic trend evolution over time.
Results that display the proportional evolution of different topics are plotted in Figure 5.
Mann–Kendall statistical test [46,47] was used to quantitatively test the significance level
of each topic’s trend, and results are shown in Table 6.
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Table 6. Results of Mann–Kendall statistical test and chronological topic proportion (in percentage).

Topic Name Mann-Kendall
Results ≤2000 2001–2005 2006–2008 2009–2011 2012–2013 2014–2015 2016–2017 2018 2019 2020 2021 2022

Object tracking increasing 2.3 2.4 2.4 4.0 7.0 6.5 6.6 6.8 9.0 7.5 6.7 7.3
Safety climate no trend 1.7 2.9 5.9 5.9 4.8 4.1 5.5 2.9 7.6 5.5 4.5 4.1
Ergonomics decreasing 11.3 4.8 6.5 5.9 3.5 4.1 3.8 5.5 2.5 4.4 2.2 3.0

Design no trend 4.5 8.1 7.7 4.5 7.5 8.7 5.4 4.4 5.3 4.8 4.7 5.5
Fall decreasing 15.3 16.2 10.7 8.8 10.6 9.6 10.0 7.8 8.4 7.5 8.5 6.7

Safety training no trend 6.8 9.5 10.7 9.9 9.8 5.7 6.4 5.2 7.2 6.6 6.8 7.6
Health and disease decreasing 29.4 17.6 8.3 12.2 6.5 6.3 4.9 3.4 2.1 3.3 2.7 4.8
Worker behavior increasing 4.5 7.6 8.3 7.9 7.0 7.0 8.1 9.9 8.0 8.1 9.4 9.4

Equipment contact no trend 5.1 6.2 4.7 7.4 7.3 8.7 6.0 5.5 4.9 5.7 5.2 3.5
Real-time technology increasing 0.6 1.9 2.4 3.7 8.0 7.2 7.4 7.0 8.8 7.9 8.1 7.8

Survey no trend 13.6 12.4 15.4 13.0 7.8 8.9 10.4 12.0 8.6 10.6 10.6 10.1
Machine learning increasing 0.0 3.3 3.6 4.5 7.8 9.8 10.1 12.2 12.7 11.9 13.2 10.8
Computer vision increasing 1.7 0.0 3.0 2.5 2.3 3.9 4.1 6.0 5.7 6.0 6.5 7.3

Interview no trend 3.4 5.7 7.7 7.4 7.3 6.1 5.8 5.5 3.5 3.7 4.0 5.5
Structural equation modeling increasing 0.0 1.4 3.0 2.3 2.8 3.5 5.4 6.0 5.7 6.6 7.0 6.6
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It is possible that a document can be related to multiple topics; the topic modeling
technique is capable of capturing those mixed-topic documents by labeling them with more
than one topic. Leveraging this feature, the inter-relationship (co-occurrence) between
different topics can be analyzed to explore how different topics have interacted with each
other and understand the hotspots of applying certain techniques to solving construction
safety and health research problems. A co-occurrence matrix (M) was created and displayed
in Figure 6, and Mi,j denotes the number of documents that were both classified as the
ith and jth topic. Note that some documents were labeled with only one topic, and some
others were labeled with multiple topics. By looking into some of the global hotspots
(matrix element value greater than 150), M1,10 and M1,12 denote that real-time technologies
and machine learning techniques have been frequently utilized for object-tracking purposes;
M8,11 denotes that survey and questionnaire has often been utilized to understand worker
behavior; M10,12 denotes that real-time technologies have been regularly used in combination
with machine learning techniques; and M12,13 denotes that machine learning techniques have
been commonly adopted in the computer vision domain.

Results of this study suggest that there is increasing popularity in applying cutting-
edge technologies, e.g., object tracking, real-time technology, machine learning, computer vision,
and structural equation modeling, to construction safety and health research. To further
explore the hotspots and the inter-relationship of these topics, the top ten documents of
each of these topics were shortlisted and investigated for more details. Object tracking was
primarily conducted with the help of sensors [48,49], computer vision techniques [50–52],
and other real-time technologies [53]; real-time technologies have been widely adopted for
various safety-related monitoring tasks on the job site [48,54–59]; machine learning (or deep
learning) algorithms have been commonly utilized to understand and classify accident nar-
ratives or safety reports [60–63] and predict injury severity and outcomes [64–67]; computer
vision techniques have been frequently leveraged for safety equipment monitoring [68–70]
and unsafe behavior detection [71–73]; and structural equation modeling has been gener-
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ally adopted to understand the relationship between safety and health performance and
various other factors like stress [74,75], safety culture and climate [76,77], psychological
capital [77,78], and psychological contract [79,80].
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Despite the rapid growth and increasing popularity of the above-mentioned emerging
topics, many of the traditional topics have not lost their momentum yet. For example, safety
climate has been continuously recognized as a critical factor in safety performance [81,82]
and has influenced workers’ behaviors through organizational structure [83,84] and su-
pervisors’ management [85,86]; worker behavior research has been primarily focused on
identifying different factors like cognitive factors [87], psychological drivers [78,88], orga-
nizational impact [89] and occupational stress [90,91] that have impacted workers’ safety
behaviors. Finally, to discover each topic in more detail, the word cloud plot, a visual repre-
sentation of the 20 most important words, was generated based on the top 30 documents of
each topic and displayed in Figure 7.
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4. Conclusions and Future Work

This paper applied topic modeling techniques to discover the research topics and
trends in the field of construction safety and health. It focused on 1984 articles that were
published until February 2023 from 27 journal sources included in the Web of Science
database. After text mining the original data, two unsupervised learning models (LDA
and CorEx), as well as their corresponding semi-supervised versions (Guided LDA and
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Anchored CorEx), were built. Semi-supervised learning models have outperformed un-
supervised ones by achieving a higher coherence score and demonstrating better human
interpretability, and the Anchored CorEx model has achieved the best performance among
all four models.

Based on the results of the Anchored CorEx model, trend evolution analysis was
conducted to explore how those topics have proportionally changed over the past three
decades, and an interconnection heat map was plotted to discover how those topics are
interrelated. Top-listed articles of major topics were reviewed, and the word cloud of
each topic was plotted to better understand the research focus of each topic. Clear inter-
relationship patterns were found between object tracking and real-time technology, object
tracking and machine learning, survey and worker behavior, real-time technology and
machine learning, and machine learning and computer vision.

Such cutting-edge technologies as object tracking, real-time technology, machine
learning, computer vision, and structural equation modeling have been increasingly applied
to construction safety and health research to form emerging research topics. At the same
time, several traditional topics have not lost their momentum, among which safety climate
and worker behavior have been continuously studied by researchers at both organizational
and individual levels from various perspectives.

The contributions of this paper are two-fold. First, it applied topic modeling techniques
to discover the research topics and trends in the construction safety and health field and
provided guidance for future research directions in this domain. It helped answer research
questions such as ‘what themes and topics are researchers in this field interested in?’, ‘how
did these research topics evolve over time?’, ‘how are these research topics interrelated?’,
and ‘what is the main research focus of each topic?’. Second, different from existing related
works in other domains that only applied unsupervised learning models such as LDA, the
proposed research introduced two semi-supervised learning models to guide the learning
process using pre-determined topic priors, thus offering more topic generation flexibility
and providing higher quality analytical results.

In short, the main contributions of this work are the following:

1. The application of NLP techniques on a large dataset containing the titles, keywords,
and abstracts of research papers from the construction safety and health domain;

2. The comparison between the performances of four different topic models, two un-
supervised ones and two semi-supervised ones, and the identification of the best-
performing model;

3. The identification of research topics in the construction safety and health domain and
the analysis of their chronological trends over the past three decades;

4. The discovery of the interconnection between different research topics as well as the
discussion on their standalone most representative publications.

One possible future direction of this study is expanding the current dataset that
contains title, keywords, and abstract to include the full text of each article because topic
modeling techniques generally perform better for large texts than for short texts, providing
a potential tradeoff between even higher topic quality and shorter computational time.
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