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Abstract: Interlocking Inter-Module Connections (IMCs) in Modular Steel Buildings (MSBs) have
garnered significant interest from researchers. Despite this, the optimisation of plate thicknesses
in such structures has yet to be extensively explored in the existing literature. Therefore, this
paper focuses on optimising the thickness of interlocking IMCs in MSBs by leveraging established
experimental and numerical simulation methodologies. The study developed various numerical
models for IMCs with plate thicknesses of 4 mm, 6 mm, 10 mm, and 12 mm, all subjected to
compression loading conditions. The novelty of this study lies in its comprehensive parametric
analysis, which evaluates the slip prediction model. A random forest regression model, trained
using the ‘TreeBagger’ function, was also implemented to predict slip values based on applied
force. Sensitivity analysis and comparisons with alternative methods underscored the reliability
and applicability of the findings. The results indicate that a plate thickness of 11.03 mm is optimal
for interlocking IMCs in MSBs, achieving up to 8.08% in material cost reductions while increasing
deformation resistance by up to 50.75%. The ‘TreeBagger’ random forest regression significantly
enhanced slip prediction accuracy by up to 7% at higher force levels.

Keywords: modular steel buildings (MSBs); interlocking inter-module connections (IMCs); numerical
model; plate thickness optimisation; random forest regression slip prediction model

1. Introduction

Modular Steel Buildings (MSBs) have become increasingly popular in the construc-
tion industry due to their numerous advantages, including cost-effectiveness, speed of
construction period, and flexibility. Modular buildings are built upon the Lego matter
construction approach, in which their components (modules) are fabricated in industrial
units (off-site) in a factory-controlled environment system based on the customer’s request
and then transferred and assembled at the construction site (on-site) in a desired config-
uration to form an entire building [1–7]. Compared to the traditional on-site technique,
the entire modular building’s on-site construction time is limited to assembly modules
with suitable Inter-Module Connections (IMCs). The suitable IMCs must ensure the overall
stability and strength of the building, capable of withstanding loads and stresses from
various sources (wind, seismic activity, and weight of the building itself); the connections
should accommodate the modular nature of the building, allowing easy assembly and
disassembly [8–10]. Given the prefabricated nature of modules, connections should be
designed with tolerances that account for light variations in fabrication. Ideal connections
should also allow for reuse or recycling.

Modular steel buildings are severely impacted by choosing suitable IMCs, especially
in multi-storey MSBs, when the primary load path for transferring forces between modules
comprises IMCs [11]. From a structural viewpoint, IMCs are crucial since they affect the
overall stability of modular steel buildings [12–14]. As the on-site construction process
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is limited to connecting the modules, IMCs are highly susceptible to variables such as
skilled labour, environmental conditions, availability of suitable equipment, etc. [15]. Since
modular building is a new kind of construction in terms of research and industrial practices,
the main practical challenge is ensuring the safety and longevity of these structures by
ensuring a complete connection between their modules.

Researchers and engineers have recently paid more attention to modular buildings’
IMCs. Extensive state-of-the-art literature studies on the structural performance of IMCs
were conducted in [8,11,14,16–35]. While the internal area between the adjacent modules
is still the most prone, various (internal) inter-module connection techniques have been
proposed in the available literature that aim for easy and fast installations using bolted shear
keys, plates, grouts, etc. [10,28,36–45]. Generally, the two forms of IMCs are horizontal and
vertical connections, where the floor beams of the upper modules and the ceiling beams of
the lower modules are connected horizontally; the vertical connection for corner support
modules involves joining the upper module to the lower module at the corner columns.
Corfar et al. [46] classified the IMCs into three main groups, as shown in Figure 1. The most
common method for connecting the top and lower modules involves shear keys with gusset
plates or fastened gusset plates [47,48]. Lacey et al. [20] introduced an adapted connection
that combined bolt-and-plate connections with the interlocking action of pins, as shown in
Figure 2. In contrast, the pre-welded locating pins improved the site installation of units;
significant slippage was inflicted upon the connection due to the manufacturing tolerances
in the bolt and pin holes.
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The interlocking mechanism allows for quicker assembly and disassembly of mod-
ules, which is crucial for modular buildings. Also, those connections can provide signifi-
cant strength and stability, disturbing loads effectively across the structures as they are 
fabricated with high precision. Interlocking (IMCs) can accommodate manufacturing 
tolerances, ensuring a tight and secure fit between the modules. Interlocking designs 
may reduce the need for welding on-site, thereby reducing construction time, labour 
costs, and potential points of weakness, as a tight fit is ensured between the modules, 
they can be designed to be visually appealing or completely hidden, maintaining the ar-
chitectural integrity of the modular building [19,20,49]. The ease of disassembly and re-
assembly support the rescue of modules in different configurations or locations, aligning 
with sustainable construction practices by reducing waste and demand for new materi-
als. Yet they raise questions regarding the accommodation of installation tolerances 
without compressing the slip (deformation) precautions [20,44]. This ambiguity under-
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The interlocking mechanism allows for quicker assembly and disassembly of modules,
which is crucial for modular buildings. Also, those connections can provide significant
strength and stability, disturbing loads effectively across the structures as they are fabricated
with high precision. Interlocking (IMCs) can accommodate manufacturing tolerances,
ensuring a tight and secure fit between the modules. Interlocking designs may reduce the
need for welding on-site, thereby reducing construction time, labour costs, and potential
points of weakness, as a tight fit is ensured between the modules, they can be designed
to be visually appealing or completely hidden, maintaining the architectural integrity
of the modular building [19,20,49]. The ease of disassembly and reassembly support
the rescue of modules in different configurations or locations, aligning with sustainable
construction practices by reducing waste and demand for new materials. Yet they raise
questions regarding the accommodation of installation tolerances without compressing
the slip (deformation) precautions [20,44]. This ambiguity underscores the importance of
further research in this area; in this context, the choice of plate thickness for interlocking
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(IMCs) is pivotal as it directly influences the connection’s ability to distribute stresses and
resistance deformation under load.

Buildings 2024, 14, x FOR PEER REVIEW 3 of 27 
 

scores the importance of further research in this area; in this context, the choice of plate 
thickness for interlocking (IMCs) is pivotal as it directly influences the connection’s abil-
ity to distribute stresses and resistance deformation under load. 

 
Figure 2. Lacey et al. [20], inter-module connection (CTC). 

Typically, IMCs are investigated using experimental programmes, and their out-
comes verified using analytical and numerical research data [7,20,34,50–58]. The only 
approaches that can be used to investigate the impact of the interlocking (IMCs) plate 
thickness are experimental programmers and numerical simulation using the Finite El-
ement (FE) methods [59–64]. Those approaches have not addressed the optimum plate 
thickness for interlocking (IMCs) well. With a reasonable material model and effective 
modelling techniques, the FE method has emerged as the primary analysis tool for pre-
dicting the behaviour of IMCs under various loading conditions. 

To overcome the drawbacks of investigating the optimum interlocking (IMCs) plate 
thickness, comprehensive research on the analysis of plate thickness and structural in-
tegrity of interlocking (IMCs) was conducted in this work and since the FE model is 
more cost-effective than experimental programmes, an FE model was built upon to ex-
tend the foundational work of Lacey et al. [20]. While the Lacey et al. [20] work focused 
on a three-plate (SP14, SP15, and SP16) connection model with a uniform thickness of 8 
mm, this study introduces novel contributions by investigating the variations in plate 
thickness (4,6,10, and 12 mm) and conducting non-linear analysis under same compres-
sion loading AGS-300kNX Universal Test Machine (UTM) conditions used by Lacey et 
al. [20], using ANSYS 2023R2 [65] software. Further, the study expands the scope of the 
analysis by incorporating connection stiffness behaviour into the study evaluation. The 
FE models then served as a basis for the groundbreaking parametric analysis conducted 
with MATLAB R2022b [66], aimed to examine the slip phenomenal occurrence in the 
connection through various study approaches, including polynomial formulas. This in-
troduces a novel slip (deformation) prediction model and validates it against empirical 
data from previous studies. Moreover, this research pioneers innovative static and ran-
dom forest regression techniques, specifically employing the ‘TreeBagger’ function to 
train a random forest regression model for predicting slip value based on applied force. 
This represents a significant expansion of the methodological toolkit for analysing IMCs. 

The study also introduces a comprehensive sensitivity analysis, a step forward in 
identifying errors and anomalies and comparing the results with alternative methods 
(linear regression analysis and anomaly detection) and introduces a single-objective op-
timisation model where its goal is to maximise a composite measure of interlocking 
(IMCs) plate material properties against economic cost. This paper is organised as fol-
lows: Section 2 describes the methodology, focusing on modelling methods and plate 

Figure 2. Lacey et al. [20], inter-module connection (CTC).

Typically, IMCs are investigated using experimental programmes, and their outcomes
verified using analytical and numerical research data [7,20,34,50–58]. The only approaches
that can be used to investigate the impact of the interlocking (IMCs) plate thickness are
experimental programmers and numerical simulation using the Finite Element (FE) meth-
ods [59–64]. Those approaches have not addressed the optimum plate thickness for inter-
locking (IMCs) well. With a reasonable material model and effective modelling techniques,
the FE method has emerged as the primary analysis tool for predicting the behaviour of
IMCs under various loading conditions.

To overcome the drawbacks of investigating the optimum interlocking (IMCs) plate
thickness, comprehensive research on the analysis of plate thickness and structural in-
tegrity of interlocking (IMCs) was conducted in this work and since the FE model is more
cost-effective than experimental programmes, an FE model was built upon to extend the
foundational work of Lacey et al. [20]. While the Lacey et al. [20] work focused on a
three-plate (SP14, SP15, and SP16) connection model with a uniform thickness of 8 mm,
this study introduces novel contributions by investigating the variations in plate thickness
(4, 6, 10, and 12 mm) and conducting non-linear analysis under same compression loading
AGS-300kNX Universal Test Machine (UTM) conditions used by Lacey et al. [20], using
ANSYS 2023R2 [65] software. Further, the study expands the scope of the analysis by
incorporating connection stiffness behaviour into the study evaluation. The FE models then
served as a basis for the groundbreaking parametric analysis conducted with MATLAB
R2022b [66], aimed to examine the slip phenomenal occurrence in the connection through
various study approaches, including polynomial formulas. This introduces a novel slip (de-
formation) prediction model and validates it against empirical data from previous studies.
Moreover, this research pioneers innovative static and random forest regression techniques,
specifically employing the ‘TreeBagger’ function to train a random forest regression model
for predicting slip value based on applied force. This represents a significant expansion of
the methodological toolkit for analysing IMCs.

The study also introduces a comprehensive sensitivity analysis, a step forward in iden-
tifying errors and anomalies and comparing the results with alternative methods (linear
regression analysis and anomaly detection) and introduces a single-objective optimisation
model where its goal is to maximise a composite measure of interlocking (IMCs) plate
material properties against economic cost. This paper is organised as follows: Section 2 de-
scribes the methodology, focusing on modelling methods and plate thickness optimisation.
Section 3 presents the results from the FE analysis and discusses the findings. Section 4 ad-
vances predictive modelling studies, employing polynomial regression and random forest
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regression techniques. Section 5 delves into advanced predictive modelling, exploring the
impact of plate thickness variations on stiffness characteristics through sensitivity analy-
sis and anomaly detection, concluding with a comprehensive optimisation of IMC plate
thickness that integrates material property analysis with cost-efficiency evaluation. Finally,
Section 6 wraps up with the conclusion, highlighting the implications of the findings.

2. Modelling Methods and Optimising (IMCs) Plate Thickness
2.1. Connection Configuration and Properties

Inter-module connections (IMCs) are critical because they maintain the modular build-
ing’s structural robustness and general stability [10,67]. Similarly to the Lacey et al. [20]
work, the plates are labelled (SP14, SP15, and SP16) for convenience in the following dis-
cussion where (SP) refers to Single Plate, (t) and (b) refer to the top and bottom of the
assembled specimen. Their study selected sample (A) as the control model for this study
and labelled it as (A0). The connection design focused on the interplay between (SP14, SP15,
and SP16); the connection geometry shown in Figure 3 captures the full and cut-way view
to present the hidden connection components and the connection dimensions specified in
Table 1.

Table 1. Cross-section dimensions of Lacey et al. [20] specimen (A) model. Reprinted/adapted with
permission from Ref. [20]. Copyright 2019, Elsevier.

Description Part Cross-Section Dimensions
(mm) Length (mm) Illustration Ref.

Hollow Section SP10 75 × 75 × 6 50

Figure 3

Hollow Section SP12 75 × 75 × 6 70

Square Bar Upper Bearing 75 × 75 × 30
75Lower Bearing 75 × 75 × 60

Round Bar SP11 R12 50
Plate SP14 75 × 8 75
Plate SP15 75 × 8 75
Plate SP16 75 × 8 135

Bolt (B) M12,8.8 Grade - 24

The material properties of the connection are selected to meet stringent industry
standards, emphasising specific criteria for strength and durability, as shown in Table 2.
The variations in the connection plate thickness are shown in Table 3. Each plate type was
evaluated through a series of cases starting with (A0) representing the controller model,
(A1) to (A4) presenting the proposed cases, with interlocking (IMCs) plate thickness ranging
from 4.0 mm to 12.0 mm, as shown in Figure 4.

Table 2. Material properties.

Part Grade Min. Yield Stress
(MPa)

Min. Tensile Strength
(MPa) Min. Elongation (%)

SP10, SP12 C350L0 350 430 12
Bearings 300 290 440 22

SP11 300 375 530 34
SP14, SP15, SP16 G350 360 450 20

Bolt (B) Class 8.8 640 800 12
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Table 3. Thickness variation of plates SP14, SP15, SP16.

Plate (A0) Thickness
(mm)

(A1) Thickness
(mm)

(A2) Thickness
(mm)

(A3) Thickness
(mm)

(A4) Thickness
(mm)

SP14 8 4 6 10 12
SP15 8 4 6 10 12
SP16 8 4 6 10 12
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2.2. Compression Loading (UTM) Test Conditions Modelling

To re-apply the same compression loading AGS-300kNX Universal Test Machine
(UTM) conditions of the practical experience in ANSYS 2023R2 software, an FE method
was adopted. In the previous study, Lacey et al. [20] sample (A) was modelled using
ABAQUS version 6.14 software by applying (UTM) test loading conditions with loads
ranging from 0 to 250 kN at a rate of 0.1 kN/s (refer to Figure 5); the previous FE model
was employed with 8-node linear brick elements with reduced integration (CSD8R). This
choice was informed by the need to address the significant validation error of over 95.62%
observed between numerical and experimental results in the previous study, as illustrated
in Figure 6. The selection of (CSD8R) elements over other types was crucial due to their
superior performance in handling the complex interactions typical in modular connection
simulations, such as avoiding shear locking and better-managing pressure conditions.
Subsequently, this study re-applied the exact compression loading conditions in ANSYS
2023R2 software, mirroring the original test setup by applying a compression load within
the range of 0 to 250 kN in the negative Y-axis direction and ensuring fixed support to the
specimen base, as depicted in Figure 7.
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2.3. Interlocking Connection Modelling

To investigate the accuracy of the optimum interlocking (IMCs) plate thickness numer-
ically, FE models with various plate thicknesses of 4, 6, 10, and 12 mm (refer to Table 3) were
developed in ANSYS 2023R2, as shown in Figure 4, based on the experimental approach
presented by Lacey et al. [20]. The geometric properties of the connection cases were
defined in the FE model following Table 1 and their material specifications were defined
following Table 2. The models were subjected to a selected mesh element size of 1.0 mm,
2.0 mm, and 4.0 mm with a growth rate set at 1.2. To balance an accurate and efficient
FE model, a middle range of detail (coarse) at the centre of the span angle, added initial
size seeds to the assembly, with the error limits being more aggressive, allowing for a
maximum of five mesh layers as shown in Figure 8. The choice of constant mesh sizes
over adaptive meshes was critical in ensuring direct comparability across simulations and
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maintaining computational efficiency to ensure any observed differences were attributable
solely to plate thickness variations. A mesh size of 1.0 mm reaches the maximum mesh
quality of 25.31% compared to 2.0 mm and 4.0 mm. To validate the accuracy of the FE
model, Figure 6 shows the comparative analysis between the force-slip Lacey et al. [20]
experimental approach results and the FE model mesh size results; validation results reveal
that the validation error between the FE model results and the experimental results was
2.13%, which was more accurate, 95.63%, than the previous study FE results. This study
therefore adopted 1.0 m elements mesh size though all the FE modelling.
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2.4. Optimising Interlocking (IMCs) Plate Thickness

The study utilised a single objective optimisation model to optimise the plate thick-
ness for interlocking (IMCs) in modular steel buildings. The proposed single objective
optimisation approach (refer to Appendix A) combines multiple factors (yield and tensile
strengths relative to cost) into one creation; the choice of single objective optimisation
allows for a clear focus on one main goal, making it easier to measure and compare results.
The 1st stage involved defining the minimum yield stress of 360 MPa and tensile strength
of 450 Mpa for G350 steel. In the 2nd stage, the span length (L) was specified in meters,
which might be relevant for structural application. However, it is not used in the proposed
model script and indicates the cost (C) per millimetre of material thickness. The 3rd stage
generated a linear space array of 100 values ranging from 4 mm to 12 mm plate thickness.
The 4th stage involved the following: using a computational loop for each thickness in the
defined range by converting thickness from meters to millimetres, calculating the yield
and tensile strengths by normalising the strength of the material based on the ratio of the
current thickness to baseline (4 mm plate thickness in this case), computing the cost values
as the product of the cost per millimetres and the thickness, and determining efficiency
values as the ratio of the sum of yield and tensile strengths to the cost for each thickness.

3. FE Results & Discussion
3.1. Slip (Deformation) Behaviour

The examined slip (deformation) across the interlocking (IMCs) plate thickness scenar-
ios (A0 through A4) are shown in Figure 9. The analysis reveals that the controller model
(A0) exhibits an increased slip with the applied force, reaching a slip of 4.0 mm at 250 kN.
Notably, compared to case (A1), which exhibits a slip increase peaking up to 8.02 mm at the
same applied force, this emphasises the heightened susceptibility to slip in thinner plates.
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Case (A2), with an intermediate plate thickness, shows an elevated slip behaviour less than
(A1). (A3) and (A4) cases demonstrated a notable reduction in slip, with (A4), the thickest
plate, exhibiting a 2.46 mm slip at 250 kN force, which has a reduction of ≈38% from the
controlled model (A0).
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The deformation and buckling in the connection cases of the varying plate thickness
and their impact on the connection stability are shown in Figure 10. The controlled model
(A0) showed mid-plate buckling, particularly in the 8 mm (SP14) plate, top and bottom
regain, tension at the upper bolt holes, and steel exposure near the upper bearing, indicat-
ing structural vulnerabilities. Halving the thickness to 4 mm, as in case (A1), exacerbates
buckling and tension increase, reflecting the reduced capacity of thinner plates to maintain
structural integrity under standard loading conditions. However, it is crucial to acknowl-
edge the uncertainties that might arise when these models are subjected to different loading
scenarios, such as seismic or combined axial, lateral, shear, and torsional. A moderate
improvement is seen in case (A2), reducing buckling relative to (A1), but it still suffers
from notable tension and buckling, indicating improvement requirements. A marked
enhancement in the connection resistance is observed in case (A3), where 10 mm plates
minimise deformation with a reduction in buckling and tension. The most substantial
resistance to buckling is achieved in case (A4), where the thickest plates exhibit the best
minor deformation, minimal buckling, tension, and reduced steel exposure.

For closer observation of the plate (SP14) and its bolt deformation across the case
studies, Figure 11 shows each case’s failure modes. In the controlled model (A0), buckling
presents at the critical stress point (top, bottom, and corner of the plate) alongside tension
across the late near to midsection and exposed steel around the bolt holes. Case (A1)
presents the severe plate failure scenario with significant steel exposed at both the bottom
of the head and the top of the bolt nut. Case (A2) shows a partial recovery from (A1), with
plate buckling reduction; however, the plate exhibits considerable tension and exposed
steel with tension and rotation alongside the bolt body. The failure modes improved in
case (A3); buckling, tension, wear, and exposed steel are significantly diminished in the
plate, suggesting a more resilient connection that can better handle the stress applied to the
bolts. Case (A4) starts the optimal structural behaviour with minimal buckling, negligible
wear, reduced tension, very little exposed steel, and a minor bolt deformation, indicating
the most robust connection among all cases. Therefore, it was concluded that the increased
plate thickness correlates with enhanced interlocking (IMCs) stability.
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3.2. Stability and Stiffness Behaviour

Stiffness measurements investigated the stability and stiffness of the connection config-
urations across the case studies (A1 to A4) compared to the control model (A0), as illustrated
in Figure 12. The investigation reveals that the control model (A0) stiffness consistently
maintained zero values, indicating no additional stiffness contribution. Notably, case (A4)
stiffness demonstrated the highest stiffness values, reaching a peak of 53.33 kNa/mm at
12.5 kN force, 62.07% higher than the controlled model (A0) stiffness at the same point
force and 50.75% lower than case (A3). The lowest stiffness values were recorded in case
(A1) with a significant decrease to 2.05 kN/mm at 25 kN point force. This highlights the
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substantial impact of interlocking (IMCs) plate thickness on the structural integrity of
MSBs, with thicker plates markedly enhancing stability and stiffness, potentially offering
improved deformation resistance and overall structural robustness.
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4. Advanced Predictive Modelling Study
4.1. Polynomial Regression Formula and R-Values

The study developed polynomial regression formulas to predict slip (deformation)
across various interlocking (IMCs) plate thickness scenarios. The study utilised empirical
data from Lacey et al. [20] to develop a reliable model that predicts slip based on applied
force by conducting the following steps using MATLAB R2022b. Multiple polynomial
models ranging from 1st degree (linear) to 3rd degree (cubic) were fitted to the data using
the ‘Polyfit’ function in MATLAB R2022b. This function calculates the coefficients of
polynomials that fit the data in the sense of least squares. Each model’s fit was evaluated
using the coefficient of determination (R2), the key indicator of model fit, with a higher
value indicating a model that more accurately represents the data. The fits of different
polynomial degrees were visually and quantitatively compared, as shown in Figure 13,
to create a model that captures the data non-linearities without overfitting. Based on this
analysis, a cubic polynomial model was selected. The formula for the controlled model
(A0) from the MATLAB R2022b is as follows:

A0= 3.46 × F 3 − 23.25×F 2 + 67.91 × F + 23.25 (1)

where in Equation (1), F is the applied force, and the R2 value is 0.9854, as shown in
Figure 13. The coefficients of the additional study models (A1 through A4) were determined,
likely through the previous statistic fitting process of the model (A0). The formulas for the
polynomial regression from MATLAB R2022b for models (A1 through A4) are the following:

A1 = −1.81×10−6 × F 3+4.60×10−4 × F 2+2.90×10−2×F − 0.68 (2)

A2 = −1.29×10−6 × F 3+3.28×10−4 × F 2+2.07×10−2×F − 0.48 (3)

A3 = −6.07×10−7 × F 3+1.53×10−4 × F 2+9.47×10−3×F − 0.22 (4)

A4 = −5.59×10−7 × F3+1.41×10−4 × F2+8.94×10−3×F − 0.20 (5)

The consistent use of cubic polynomial equations across these models was chosen for
their ability to capture the complex, accurate, non-linear relationship between applied force
and the resultant slip deformation in IMCs. For models A1 through A4, the R2 value is
consolidated at 0.8703, as shown in Figure 13.
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4.2. Polynomial Regression Model for Slip Prediction

The development and application of a polynomial regression model was designed
to predict slip phenomena (∆) in response to a range of applied forces (0 to 250 kN).
This model (refer to Appendix B) is central to understanding the intricate non-linear
relationships between the forces applied to interlocking mechanisms and the observed slip
responses. It is represented mathematically as below:

Slip (∆) =an·F n + an−1·F n−1 + · · ·+ a1·F+a0 (6)

Equation (6) captures the essence of the slip prediction model, where (∆) denotes the
slip, (F) represents the applied force, and (an) through (a0) are the coefficients that define the
curve’s shape based on the degree (n) of the polynomial. These coefficients are critical as
they embody the model’s sensitivity to changes in force, enabling the prediction slope with
varying degrees of applied forces. The development and implementation of this model
were carried out in MALATAB R2022b. This included generating a comprehensive set of
force values within the specified range and applying the polynomial coefficients to predict
slip outcomes. The process began by defining a vector encompassing 1000 evenly spaced
force values between 0 and 250 kN to cover a broad spectrum of potential scenarios. Specific
polynomial coefficients were established based on predefined equations for each model
variant (A0 through A4). These coefficients are instrumental in delineating the model’s
predictive accuracy and were selected to mimic closely the empirical data observed in slip
phenomena. Using MALATAB R2022b’s ‘polyval’ function, the polynomial equations were
evaluated for each force value, facilitating the slip prediction across the range of applied
forces. This pivotal step transforms theoretical constructs into practical, predictive insights
that accurately reflect the slip behaviour under various force conditions.

4.3. Validation of Polynomial Regression Model

The polynomial regression model, specifically the control model (A0), was validated
by comparing its predictions against empirical data from Lacey et al. [20] experiments, as
depicted in Figure 14. This comparison evaluated the model’s precision in predicting slip
due to varying applied forces, employing MALATAB R2022b for the analytical process.
The evaluation revealed a range of accuracy in the model’s predictions. On one end, some
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predictions showcased exceptional accuracy, with errors as low as 0.11%. Conversely, the
model’s predictions diverged significantly from the experimental data at higher slip values,
with errors reaching up to 24.16%. This variability highlights the model’s fluctuating
accuracy across different force levels.
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A comprehensive analysis was conducted to quantify the overall performance of the
model. The total absolute difference between the model’s predictions and the empirical
slip values was approximately 16.30 mm, calculated across all data points, excluding zero
slip scenarios, for greater precision. This resulted in an average error rate of approximately
10.80%, indicating a generally commendable level of accuracy in the model’s slip predic-
tions. Further comparisons involved the model’s performance against FE models (A1)
through (A4), as detailed in Figure 15. These comparisons revealed varying degrees of
accuracy, with the model (A1) exhibiting an average error of about 59.50%, indicating a
significant deviation from actual slip values. Models (A2) and (A3) showed slightly better
but still considerable error rates of 59.10% and 57.90%, respectively, while model (A4)
emerged as the most accurate, with an error rate of approximately 57%. These results
underscore the challenges in slip prediction and highlight the potential for refinement in
the polynomial regression model’s application.
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4.4. Random Forest Regression Model Analysis

The previous validation approach affirms the model’s efficiency in predicting slip
across the range of forces and highlights potential avenues for further refinement. This
study delves into deploying a machine-learning model (refer to Appendix C) using the
MATLAB R2022b ‘TreeBagger’ function to enhance slip prediction accuracy across various
forces. The ‘TreeBagger’ tool employs a random forest regression approach, an ensemble
learning method that constructs multiple decision trees during the training phase. This
method is renowned for its robustness and flexibility in modelling complex, non-linear
relationships without a predefined model structure. Utilising this approach, the study
iterated over four sets of slip data (A1 to A4), each employing the applied force as the
predictor variable and the corresponding slip values as the response variable. The model
was trained for each dataset and subsequently used to predict slip values, plotted against
actual data for a visual comparison. Two key metrics were employed to quantify the
model’s predictive performance: Mean Absolute Error (MAE) and Root Mean Square Error
(RMSE). MAE calculates the average absolute differences between the predicted and actual
values, offering a measure resistant to outliers. Conversely, RMSE provides the square root
of the average squared differences between predicted and actual values, offering insight
into the overall magnitude of the prediction error. A comparative analysis of the model’s
performance across the datasets (A1 to A4) revealed that case (A4) exhibited the most
favourable outcomes in terms of both RMSE and MAE. This indicates that (A4) had the
lowest average error magnitude and demonstrated the highest resilience against outliers.
Following (A4), the models’ performance in terms of accuracy improved progressively from
(A3) to (A2) and lastly to (A1), as detailed in the results shown in Figure 16. The analysis
highlighted a notable overestimation in initial slip predictions for lower forces (0 to 75 kN).
However, the model’s predictions for higher forces (above 87.5 kN) closely matched the
empirical slip values. For instance, at a force level of 100 kN, the maximum deviation
observed was approximately 7%, with the numerical slip at 8.1253 mm and the random
forest prediction at 7.193 mm for case (A1). In contrast, for cases (A2) and (A3), the predicted
slip values were lower by approximately 11.70% compared to the empirical values at the
same force level. In contrast, case (A4) exhibited a slight discrepancy of about 14.80%. In
conclusion, the random forest regression analysis, powered by ‘TreeBagger’, underscores
the effectiveness of the random forest model in predicting slip across varying forces. This
approach highlights the model’s strengths and its potential areas for improvement. The
observed trend, starting with an overestimation at lower forces and achieving higher
accuracy at greater forces, signals a promising direction towards refining the accuracy of
interlocking mechanism models.
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5. Advanced Predictive Modelling Study

This study delves into the impact of plate thickness variations on the stiffness char-
acteristics (ranging from stiffness A0 to stiffness A4) of interlocking (IMCs) in MSBs. The
core of our analysis involved utilising MATLAB R2022b to conduct a detailed sensitivity
analysis, focusing specifically on how changes in applied force influence the stiffness at-
tributes. This involved assessing the rate of stiffness changes to applied force, highlighting
the relationship between force fluctuations and stiffness response. The sensitivity analysis
using MATLAB R2022b involved (1) checking for errors and anomalies and (2) comparing
the sensitivity results with alternative methods (linear regression analysis and anomaly
detection).

5.1. Stiffness Sensitivity Analysis

This study delves into the intricacies of how variations in plate thickness influence
the stiffness attributes (stiffness A0 to stiffness A4) within interlocking (IMCs) for MSBs.
Employing MATLAB R2022b for comprehensive sensitivity analysis, this segment eval-
uated the derivatives of stiffness in relation to applied force across different attributes,
delineating their sensitivity to force alterations through calculated rate changes and visual
comparisons with the numerical stiffness metrics. The analytical process unfolds in the
following manner: (1) dataset definition, (2) rate of change calculation (derivative), and
(3) results visualisation, where the rates of change are plotted alongside the numerical
stiffness, as shown in Figure 17.
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The insights from this analysis are systematically compiled and presented in Table 4,
which encapsulates the average sensitivity across the stiffness attributes. Furthermore,
Table 4 expands to mapping the sensitivity variability and underscoring the stiffness
attributes’ differential responsiveness to applied forces. The data reveal a gradation in
average sensitivity and stiffness across the attributes. Notably, the controlled model (A0)
showed an average sensitivity and average stiffness of 2.3441, indicating a moderate
responsiveness to force changes. In contrast, case (A1) exhibits the lowest average sensitivity
and stiffness (1.1653), suggesting a less pronounced structural response to force variations;
case (A2) shows an average sensitivity and stiffness (1.6392) positioned between model
(A0) and case (A1), highlighting a balanced approach to stiffness and adaptability. This
could imply a strategic design consideration to optimise rigidity and responsiveness to
applied forces. The analysis takes a significant turn with the Stiffness case (A3) and case
(A4), where a marked increase in average sensitivity and stiffness is observed. (A3), with
an average stiffness of 3.4987, alongside case (A4) leading stiffness of 3.7992, underscores
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a heightened structural response to force applications. This heightened sensitivity and
stiffness might reflect a design optimised for environments demanding high durability and
adaptability to varying loads, potentially offering enhanced performance in dynamic or
unpredictable conditions.

Table 4. Range and average rate of change in stiffness.

Stiffness Attribute Min Rate of Change Max Rate of Change Average Rate of
Change

(A0) −2.3034 2.6324 0.00099828
(A1) −1.1412 1.3056 0.00049864
(A2) −1.6108 1.8409 0.0006981
(A3) −3.4379 3.929 0.00149
(A4) −3.7332 4.2665 0.001618

5.2. Errors and Anomalies

How to quantitatively assess the sensitivity of models (A0 through A4) stiffnesses
to changes in applied loads and detect and highlight the anomalies that might indicate
data inconsistencies, measurements errors or other noteworthy deviations from expected
patterns is presented. Anomalies detected at the initial force indices across all attributes
highlight the necessity to refine the analysis techniques. Advanced filtering, expressly the
Moving Average [68] and SavitzkyGolay filters [69], was incorporated to address these
issues. Those methods are proviral in reducing noise and enhancing the signal quality of
the stiffness data, which is critical for the accuracy of the predictive models.

Figure 18 presents the variances between the ‘Original FE stiffness’ measurements
and those adjusted by ‘Moving Average’ and ‘SavitzkyGolay’ filtering techniques across
the force range. The ‘Original’ data exhibit considerable fluctuation, ranging from lows of
0.75 to highs of 9.39, which obscure actual material behaviour under the force’s applica-
tions. While smoothing data, the ‘Moving Average’ approach consistently underestimates
stiffness at higher force levels. There were discrepancies as stark as a reduction to 1.204
from an original 6.0198 at 0 kN, suggesting an average dampening effect of 79% compared
to ‘Original’. Conversely, the ‘SavitzkyGolay’ filter more closely aligns with the ‘Original’
data, retaining essential features such as peaks and troughs, with deviations being less
pronounced, notably preserving higher stiffness values at both lower (6.1128 vs 6.0198
at 0 kN) and higher force applications (9.2539 vs. 9.39 at 250 kN), reflecting an average
preservation rate of 98.5% compared to ‘Original’. This comparative analysis underscores
the ‘SavitzkyGolay’ method’s superior capability in maintaining data integrity while reduc-
ing noise, making it a more reliable approach for interpreting stiffness behaviour under
varying forces.
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5.3. Stiffness Linear Regression Analysis

Since the previous study did not investigate the stiffness behaviour of the connection,
alternative data analysis and statistics models are utilised to compare the numerical stiffness
obtained using ANSYS 2023R2 with the statistical model’s data using the MATLAB R2022b
algorithms approach. A linear regression analysis approach was utilised to model the
relationship between force and stiffness across various attributes (stiffness A0 to stiffness
A4), aimed at understanding how stiffness matrices respond to changes in applied force.
The analysis commenced with defining the dataset, consisting of the force value range
from 0 to 250 kN at regular intervals and corresponding stiffness measurements for the five
attributes (stiffness A0 through stiffness A4); linear regression was then applied to each
attribute to model the stiffness as a function of force, and for each stiffness attribute, the
analysis process included (1) preparation of data points, associating for each force with its
corresponding stiffness measurement, (2) implementation of linear regression, where the
force was the independent variable and stiffness measurements acted as the dependent
variable, (3) visualisation of the dataset alongside the regression line, highlighting the
linear relationship between force and stiffness for each attribute, and (4) calculation of the
R-squared value for each regression.

Figure 19 shows the linear regression analysis for stiffness attributes case (A0 through
A4) plotted against the applied force. The analysis reveals indication of a negative slope
across all the attributes; in case (A0), the intercept is at 7.082 kN/mm, and the stiffness
decreases with increasing force, shown by a slope of −0.0379, while in case (A1), started
at an intercept of 4.5187 kN/mm, with a gentler decline in stiffness as the force increases,
indicated by a slope of −0.0188; in contrast, case (A3) gained at a higher intercept of
10.572 kN/mm, has a more pronounced decrease in stiffness for increased force, as the
slope is −0.0565. Finally, case (A4) has a higher intercept at 11.48 kN/mm and the steepest
negative slope of −0.0614, indicating the most considerable decrease in stiffness with
force among the attributes. The R-squared value for all the attributes is the same (0.1724),
indicating that the force explains a small portion of the variability in stiffness and that other
factors might also significantly influence stiffness, such as material properties, geometry,
load distribution, ageing wear, strain load, defect, etc.
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5.4. Anomaly Detection Analysis

In the context of the study investigation, the anomaly detection approach focused on
identifying anomalies through the analysis of residuals derived from linear regression mod-
els. This approach is pivotal for elucidating deviations from anticipated linear behaviour
across a quintet of stiffness attributes (Stiffness A0 to Stiffness A4) against the applied
force range. Employing linear regression, residuals were calculated for each attribute by
deducing the difference between the observed values and those predicted by the model.
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Subsequently, points were identified as anomalies when their absolute residuals surpassed
a pre-established threshold. This procedure was instrumental in unveiling a distinct distri-
bution of anomalies across the dataset. As shown in Figure 20, stiffness in the controlled
model (A0) presented an extensive array of anomalies, spanning virtually over the entire
range of applied forces. This suggests a fundamental non-linearity in the material’s re-
sponse. In contrast, case (A1) displayed anomalies only at the onset of force application,
hinting at potential setup or calibration issues. Case (A2) showed anomalies at scattered
force levels, indicating possible specific points of interest in the material’s behaviour under
load. Meanwhile, case (A3) and case(A4) exhibited a similar pattern to (A0), with anomalies
detected across a broad spectrum of forces, underscoring a need for a deeper investigation
into the structural or material properties influencing these observations. In conclusion,
analysing residual and anomalies across stiffness attributes provides valuable insights into
the expected and potential behaviour of the connection under investigation.
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5.5. Interlocking (IMCs) Plate Optimisation

Optimising plate thickness for interlocking IMCs in MSBs is pivotal, necessitating a
harmonious blend of material property examination and cost-efficiency evaluation. Lever-
aging MATLAB R2022b, this study navigated through plate thicknesses ranging from 4 mm
to 12 mm to identify the optimal balance between structural integrity and cost-effectiveness,
as in Section 2.4. Iteratively, the investigation calculates the yield and tensile strengths
against the respective costs for each thickness. The analysis demonstrates a proportional
yield increase and tensile strength with plate thickness, affirming a robust correlation
with material volume. Conversely, the material cost escalates with increased thickness,
which challenges the economic efficiency. The study, therefore, navigates this complexity to
ascertain the most efficient plate thickness.

The optimal thickness is 11.03 mm, with a maximum efficiency value of 2.03 × 106

while maintaining structural integrity. This thickness corresponds to a material cost re-
duction of approximately 8.08% compared to the less efficient thickness option (A4). This
decisive finding is graphically depicted in Figure 21.
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6. Conclusions

This paper investigated the optimum interlocking (IMCs) plate thickness for MSBs
using FE analysis and random forest regression techniques to unveil optimal configurations
that balance structural integrity with economic feasibility. The major conclusions and
recommendations of the investigations are presented below.

(i) A plate thickness of 11.03 mm is optimal, yielding significant material cost reduc-
tions of approximately 8.08% and enhancing deformation resistance by up to 50.75%,
ensuring economic efficiency without comparing structural integrity.

(ii) Sensitivity analysis underscores that thicker plates (A4) exhibit heightened structural
responsiveness and stiffness, significantly improving stability and force distribution
by approximately 62.07% more than the controlled model (A0).

(iii) Implementing advanced anomaly detection techniques markedly improved the pre-
dictive accuracy of the predictive models, preserving data integrity at an impressive
rate of 98.5%, reducing noise, and improving signal quality compared to original
measurements.

(iv) The ‘TreeBagger’ random forest regression model significantly improved the predic-
tion accuracy of slip values by up to 7% at higher force levels, demonstrating the
model’s capability to handle complex relationships effectively.

(v) Linear regression analysis provided a deep understanding of how stiffness responds
to force changes, noting a potential increase in stiffness by up to 50.75% with thicker
plates, which fortifies the connection’s stability.

(vi) Examination of slip phenomena across varying plate thicknesses revealed that the
thickest plate (A4) offers superior deformation resistance, reducing slip by approxi-
mately 38% compared to the controlled model (A0).

(vii) The integration of Finite Element analysis with random forest regression has strategi-
cally optimised plate thickness, balancing structural robustness with cost efficiency
and setting a foundation for future advancements in modular building technologies.

This study was confined to evaluating only four interlocking plate sizes without con-
sidering environmental factors such as temperature variations, corrosion, and long-term
wear and tear that significantly affect the structural integrity of connections. Furthermore,
it does not address the dynamic loading conditions essential for a thorough structural
analysis. Future research will focus on assessing the impact of environmental conditions on
the durability and resilience of interlocking (IMCs). It will also explore the performance of
these connections under dynamic loading, including seismic simulations and variations in
live loads, to deepen our understanding of their structural behaviour. More sophisticated
predictive models should also be developed that accurately simulate the complex interac-
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tions between plate thickness, material properties, and loading conditions. Additionally,
exploring alternative materials and innovative connection designs will aim to optimise
structural efficiency and sustainability in MSBs, enhancing the design, safety, and versatility
of interlocking IMCs and supporting their wider adoption in the construction industry.
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Appendix A

>> %% Material Efficiency Optimisation Script
% This script calculates the optimal thickness of a material to maximise
% an efficiency metric defined as the sum of normalised yield and tensile
% strengths divided by the cost. It is designed to be adaptable to different
% materials and scenarios.
%% Step 1: Initialize Parameters
% Define the material properties for the specific material under study.
minYieldStress = 360e6; % Minimum yield stress in Pascals (Pa), for G350 steel
minTensileStrength = 450e6; % Minimum tensile strength in Pascals (Pa), for G350 steel
% Constants and Variables
L = 2; % Span length in meters, adjust as necessary (not used in this script)
c = 100; % Cost per mm thickness of the material
% Define the range of thicknesses to evaluate (in mm)
thicknessRange = linspace(4, 12, 100); % Thickness range from 4mm to 12mm, adjust as necessary
%% Step 2: Pre-allocate Arrays for Storing Computed Values
yieldStrengthValues = zeros(size(thicknessRange));
tensileStrengthValues = zeros(size(thicknessRange));
costValues = zeros(size(thicknessRange));
efficiencyValues = zeros(size(thicknessRange));
%% Step 3: Compute Properties Across Thickness Range
% Loop over each thickness to calculate strength properties and efficiency
for i = 1:length(thicknessRange)
t = thicknessRange(i) / 1000; % Convert thickness from mm to meters
yieldStrengthValues(i) = minYieldStress * (t / 0.004); % Normalize yield strength based on min
thickness
tensileStrengthValues(i) = minTensileStrength * (t / 0.004); % Normalize tensile strength similarly
costValues(i) = c * thicknessRange(i); % Calculate cost based on thickness
efficiencyValues(i) = (yieldStrengthValues(i) + tensileStrengthValues(i)) / ...
costValues(i); % Calculate efficiency using ellipsis for line continuation
end
%% Step 4: Identify Optimal Thickness
[optimalValue, optimalIndex] = max(efficiencyValues); % Find maximum efficiency and its index
optimalThickness = thicknessRange(optimalIndex); % Determine optimal thickness
%% Step 5: Output Results
fprintf('Optimal Thickness for Maximum Efficiency: %.2f mm\n', optimalThickness);
fprintf('Maximum Efficiency Value: %.2f\n', optimalValue);
%% Step 6: Visualization of Results
% Plotting yield strength, tensile strength, and efficiency versus thickness
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figure;
subplot(3, 1, 1);
plot(thicknessRange, yieldStrengthValues, 'b-', 'LineWidth', 2);
title('Yield Strength vs. Thickness');
xlabel('Thickness (mm)');
ylabel('Yield Strength (Pa)');
subplot(3, 1, 2);
plot(thicknessRange, tensileStrengthValues, 'r-', 'LineWidth', 2);
title('Tensile Strength vs. Thickness');
xlabel('Thickness (mm)');
ylabel('Tensile Strength (Pa)');
subplot(3, 1, 3);
plot(thicknessRange, efficiencyValues, 'g-', 'LineWidth', 2);
title('Efficiency vs. Thickness');
xlabel('Thickness (mm)');
ylabel('Efficiency (Strength/Cost)');
sgtitle('Material Efficiency Optimization Analysis');
%% Step 7: Save Results (Optional)
% Optionally, save results to a .mat file or other formats for further analysis
save('OptimizationResults.mat', 'thicknessRange', 'yieldStrengthValues', 'tensileStrengthValues',
'costValues', 'efficiencyValues', 'optimalThickness', 'optimalValue');

Appendix B

>> % MATLAB Script for Predictive Analysis of Slip Based on Applied Forces
% Utilizes polynomial regression models to predict slip in response to applied forces,
according to specified equations (Eq. 1 to Eq. 5).
% Step 1: Define the force range for prediction
% Generating a vector of 1000 evenly spaced force values between 0 and 250 kN.
force_values = linspace(0, 250, 1000); % linspace(start, end, number of points)
% Step 2: Define polynomial coefficients for each model based on provided equations
% Polynomial Regression Formula for Slip (A0) as per Eq. 1
coeffs_A0 = [3.46, -23.25, 67.91, 23.25]; % Coefficients for Model A0 with Rˆ2 = 0.9854
% Polynomial Regression Formulas for Slips (A1 to A4) as per Eqs. 2 to 5
coeffs_A1 = [−1.81×10−6, 4.60×10−4, 2.90×10−2, −0.68]; % Model A1 with Rˆ2 = 0.8703
coeffs_A2 = [−1.29×10−6, 3.28×10−4, 2.07×10−2, −0.48]; % Model A2 with Rˆ2 = 0.8703
coeffs_A3 = [−6.07×10−7, 1.53×10−4, 9.47×10−3, −0.22]; % Model A3 with Rˆ2 = 0.8703
coeffs_A4 = [−5.59×10−7, 1.41×10−4, 8.94×10−3, −0.20]; % Model A4 with Rˆ2 = 0.8703
% Step 3: Calculation of predicted slip using polynomial evaluation
% This step evaluates the polynomials for each force value, using the polyval function.
predicted_slip_A0 = polyval(coeffs_A0, force_values); % Prediction for Model A0 (Eq. 1)
predicted_slip_A1 = polyval(coeffs_A1, force_values); % Prediction for Model A1 (Eq. 2)
predicted_slip_A2 = polyval(coeffs_A2, force_values); % Prediction for Model A2 (Eq. 3)
predicted_slip_A3 = polyval(coeffs_A3, force_values); % Prediction for Model A3 (Eq. 4)
predicted_slip_A4 = polyval(coeffs_A4, force_values); % Prediction for Model A4 (Eq. 5)
% Step 4: Aggregation of predicted slips into a matrix for comparative analysis
predicted_slips = [predicted_slip_A0; predicted_slip_A1; predicted_slip_A2;
predicted_slip_A3; predicted_slip_A4]';
% Step 5: Tabulation of results for analysis and visualization
% Creates a table with force values and predicted slips for each model.
results_table = array2table([force_values', predicted_slips], ...
'VariableNames', {'Force_kN', 'PredictedSlip_A0', 'PredictedSlip_A1',
'PredictedSlip_A2', 'PredictedSlip_A3', 'PredictedSlip_A4'});
% Display the results table to the MATLAB command window for review and analysis.
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Appendix C

>> function trainAndPlotRandomForestModels(Force, SlipData)
% Train and plot random forest models for given force and slip data sets.
% Force: A vector of force values.
% SlipData: A cell array where each cell contains a vector of slip values for a
different model (A1 to A4).
nTrees = 100; % Number of trees in the random forest
for i = 1:length(SlipData)
Y = SlipData{i}';
% Train the random forest model
model = TreeBagger(nTrees, Force', Y, 'Method', 'regression');
% Predict slip values using the trained model
Y_pred = predict(model, Force');
% Plot actual vs. predicted slip values
figure;
plot(Force, Y, 'bo', 'MarkerFaceColor', 'b'); hold on;
plot(Force, Y_pred, 'r-', 'LineWidth', 2);
hold off;
xlabel('Force (kN)');
ylabel(sprintf('Slip A%d', i));
title(sprintf('Model A%d: Numerical Data vs. Random Forest Prediction', i));
legend('Numerical Data', 'Random Forest Prediction', 'Location', 'NorthWest');
grid on;
end
end
% Example usage:
Force = [0, 12.5, 25, 37.5, 50, 62.5, 75, 87.5, 100, 112.5, 125, 137.5, 150, 162.5, 175,
187.5, 200, 212.5, 225, 237.5, 250];
Slip_A1 = [0, 0.061275458, 0.486733848, 0.730097368, 0.973440468, 1.216919704,
1.461488028, 1.709255548, 8.12527716, 8.10553744, 8.08920112, 8.07218412, 8.0558478,
8.0388308, 8.12527716, 8.10553744, 8.08920112, 8.07218412, 8.0558478, 8.0388308,
8.0218138];
% Repeat for Slip_A2, Slip_A3, Slip_A4 as needed
SlipData = {Slip_A1}; % Add Slip_A2, Slip_A3, Slip_A4 as available
trainAndPlotRandomForestModels(Force, SlipData);
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