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Abstract: This paper is concerned with the predefined-time exact sliding mode control issue of a
class of high-order uncertain nonlinear systems with disturbances. The proposed control scheme is
composed of a predefined-time exact disturbance observer and a two-stage predefined-time exact
sliding mode controller. The disturbance observer can estimate the system disturbances accurately
within an arbitrary predefined observation time, and the time can be set as the handover time between
two control stages. The classic sliding mode controller guarantees bounded system states in the first
control stage. Then, a predefined-time sliding mode controller is designed based on time-varying
tuning function, regulating the system states to exact zero within a final predefined settling time
in the second stage. It is shown that the control input signal is always chattering-free with respect
to time. The effectiveness and superiority of the proposed control scheme is demonstrated with
simulation examples.

Keywords: predefined-time control; predefined-time observer; chattering-free control; sliding mode
control; time-varying tuning function

1. Introduction

System settling time is a critical indicator to describe the performance and the efficiency
of a controller. A Finite-time controller provides a finite upper bound of settling time (UBST)
for a controlled system, but the UBST may vary with initial system conditions [1]. Then, a
fixed-time controller guarantees a system to exhibit a uniform UBST which is independent on
initial system conditions; however, the UBST may be formulated as a complex expression that
contains a series of parameters [2]. Some complex calculations may be inevitable for UBST
presetting when applying a fixed-time controller. Recently, predefined-time control (also
named as prescribed-time control in some studies) has drawn much attention [3–5], since the
provided UBST under a predefined-time controller is an explicit and direct parameter in the
control algorithm. The parameter is uniform with respect to both initial system conditions
and the other control parameters [6]. It is significantly convenient for users to know and
adjust the UBST a priori via the exact parameter in a predefined-time control algorithm.

Designing predefined-time controllers with time-varying control gains is an effective
approach that has been widely studied. Pal et al. [7] and Song et al. [8–10] proposed
predefined-time controllers based on time-varying control gains that tend to infinity as
the time tends to the predefined settling time. Singh et al. [11] proposed predefined-
time controllers for large-scale systems using vector control Lyapunov functions and
time-varying control gains. In order to avoid the problem that the time-varying gains
may be unbounded as the time approaches to the predefined convergence time, Gómez-
Gutiérrez [12,13] and Orlov [14] applied the time space deformation approach to switch the
predefined-time controllers before the prescribed settling time. As for the control issue of
nonlinear high-order strict-feedback systems, Fu et al. [15,16] and Ye and Song [17] proved
that the predefined-time control input signal with infinite time-varying control gains can
be guaranteed to be bounded if precise control is achieved.
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Applying predefined-time stable Lypapunov dynamics is another available control
approach for various nonlinear systems [18–20]. To overcome the potential singularity
problem of the predefined-time control issue for high-order systems, Xie et al. [21] and
Ding et al. [22] designed nonsingular predefined-time controllers for spacecraft and robot
systems, ensuring that the attitude tracking errors converge into a small neighborhood of
the origin within a predefined settling time. Xu et al. [23] and Zhang et al. [24] designed
nonsingular adaptive predefined-time controllers for interconnected systems and stochastic
systems by applying predefined-time stable Lypapunov dynamics with fractional powers.
In addition, the time base generator (TBG) method [25,26] and the time-varying tuning
function method [27–29] were investigated, transforming an original system to stable
zero dynamics for predefined-time stabilization. Then, Lv et al. [30] took advantage of
predefined-time stable Lypapunov dynamics and the time-varying tuning function method,
proposing a nonsingular predefined-time backstepping controller for uncertain high-order
systems and provided a less conservative UBST for presetting.

It is seen that if a system is affected by perturbations or disturbances, the asymptotic
stability rather than the rigorous predefined-time stability of the controlled system is guar-
anteed under the TBG-based method [25,26]. In order to guarantee a controlled system with
disturbances to exhibit rigorous predefined-time stability, the variable structure control strat-
egy was widely utilized to deal with disturbances in the related studies [15,16,18–20,27–29].
It is known that the variable structure control algorithms with signum terms may lead to
discontinuous control input signals. Such chattering control signals may deteriorate the
components of a real physical system due to high-frequency oscillations, or may even be
impossible to implement due to the limited actuator response [4]. In order to avoid the
control input chattering issue under system disturbances, several continuous predefined-time
controllers have been proposed, regulating the system error into a region with an arbitrary
predefined bound within an arbitrary predefined UBST. For example, Cao et al. [31] designed
a predefined-time and predefined-bound controller for nonlinear high-order strict-feedback
systems with non-vanishing disturbances based on prescribed performance control method.
Shao et al. [32] and Ye et al. [33] proposed predefined-time and predefined-bound controllers
for uncertain second-order systems and spacecraft attitude systems using predefined-time
stable Lypapunov dynamics. However, system errors at the predefined UBST may not
be zero exactly under the continuous predefined-time algorithms [31–33], thus decreasing
the control accuracy.

In order to enhance the practicality and the accuracy of a controller, this paper pro-
poses a novel two-stage continuous predefined-time exact control scheme for a class of
high-order uncertain nonlinear systems with disturbances based on time-varying tuning
functions. We notice that traditional predefined-time controllers may lead to chattering
control signal to handle system disturbances [15,16,18–20,27–29], and system steady errors
may not be eliminated entirely at the final UBST under some continuous predefined-time
control algorithms [31–33]. The aim of this paper is to overcome the problem of control
signal chattering and to eliminate system errors at the predefined UBST simultaneously
by designing a new two-stage predefined-time control scheme. A new predefined-time
exact disturbance observer is constructed, estimating the system disturbances precisely
within an arbitrary predefined observation time td < ts. A two-stage high-order sliding
mode controller is designed, regulating the system to equilibrium accurately within a final
predefined settling time ts. Predefined observation time td and predefined settling time
ts are two explicit parameters designed in two time-varying tuning functions involved
in the structure of the observer and the controller, respectively. It is worth noting that
the proposed control scheme has the following advantages compared with the previous
predefined-time control studies:

(1) The control signal under the proposed controller is continuous and chattering-free
when considering disturbances compared with [15,16,18–20,27–29]. There is no discontinu-
ous term appearing in the direct expression of the proposed controller.
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(2) The control accuracy after the predefined settling time is guaranteed rigorously.
The proposed controller guarantees zero steady error at the provided UBST compared
with [25,26,31–33], where the errors may not be eliminated essentially at the UBST.

(3) The control gains of the proposed controller are constant and bounded. The
potential unbounded time-varying control gain is not involved compared with [7–10] when
the time tends to the predefined settling time.

The reminder of the paper is organized as follows: Section 2 provides some prelimi-
naries and formulates the problem studied in this paper. Section 3 presents the details of
the predefined-time control scheme, which contains a predefined-time exact disturbance
observer and a two-stage predefined-time exact sliding mode controller. Then, Section 4
demonstrates the effectiveness of the proposed control scheme with two simulation exam-
ples. Finally, Section 5 draws the conclusion of the paper.

Notation

In this paper, R is the set of real numbers, R ̸=0 is the set of non-zero real numbers. Ri

is the set of an i-dimensional real vector, Ri1×i2 is the set of an i1 × i2 real matrix, 0i ∈ Ri

is an i-dimensional zero vector and Ii ∈ Ri×i is an i × i identity matrix. For any y ∈ R,
sign(y) is the signum function of y. For any vector η ∈ Ri, ηT is its transpose vector, and
∥η∥ =

√
ηTη. For any positive integer i, i ! = i × (i − 1) × . . . × 1 is its factorial, with

0 ! = 1. For any nonnegative integer i1 and i2 with i1 ≥ i2, Ai2
i1
= i1 !/(i1 − i2) ! is the number

of permutations.

2. Problem Formulation and Preliminaries
2.1. Preliminaries

Consider a non-autonomous nonlinear system:

ż = G(t, z, T), z(t0) = z0 ∈ Rm (1)

where z ∈ Rm is the system state, T ∈ (t0, ∞) is a fixed system parameter with t0 ∈ [0, ∞)
being the initial control time, and G : [t0, ∞)×Rm × (t0, ∞) → Rm is piecewise continuous
in t and globally Lipschitz in z. The solutions of (1) are given by z(t, z0, T). In the rest of
the paper, the arguments of some functions are sometimes dropped if no confusion arises.

Definition 1. Ref. [29], The solutions of (1) are globally predefined-time stable if, for any z0 ∈ Rm,
z(t, z0, T) = 0m holds for all t ∈ [T, ∞).

Notice that System (1) is equivalent to controlled system

ż = H(t, z, v(t, z, T)), z(t0) = z0 ∈ Rm (2)

where v : [t0, ∞)×Rm × (t0, ∞) → Rp is a feedback control input, H : [t0, ∞)×Rm ×Rp →
Rm, and H(t, z, v) = G(t, z, T) holds for all t ∈ [t0, ∞). Now, if System (2) is globally
predefined-time stable, one knows that the UBST of (2) can be known directly and set
arbitrarily by users with explicit parameter T in input signal v.

Then, a lemma about the finite-time stability condition of a super-twisting system and
another about the input-to-state stable (ISS) system are presented.

Lemma 1. Ref. [34], We consider system
{

λ̇1 = −a1|λ1|
1
2 sign(λ1) + λ2

λ̇2 = −a2sign(λ1) + w(t)
(3)
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where λ1 ∈ R and λ2 ∈ R are system states, the system gains a1 > 0 and a2 > 0 are constant
parameters, and w(t) ≤ W, with W > 0 being a constant. Then, System (3) is finite-time stable if

a2 > W, a1 >
√

a2 + W. (4)

Lemma 2. Ref. [35], We consider system

χ̇ = F(t, χ, ν) (5)

where χ ∈ Rm is the system state, ν ∈ Rr is the system input, and F : [t0, ∞)×Rm ×Rr → Rm

is continuously differentiable and globally Lipschitz in (χ, ν), uniformly in t. If the unforced
system χ̇ = F(t, χ, 0) has a globally exponentially stable equilibrium point at origin χ = 0m, then
system (5) is ISS.

2.2. Problem Formulation of the Paper

We consider an uncertain nonlinear system [36]:
{

ẋi = xi+1, i = 1, . . . , n − 1
ẋn = f (x, t) + b(x, t)u + d(x, t)

(6)

with bounded initial system conditions xj(t0) ∈ R (j = 1, . . . , n), where n ≥ 2 is the
system order, x = [x1, . . . , xn]T ∈ Rn is the system state vector, f : Rn × [t0, ∞) → R and
b : Rn × [t0, ∞) → R ̸=0 are known continuous functions, u ∈ R is the control input signal,
and d : Rn × [t0, ∞) → R represents the unknown system disturbances.

The objective of the paper is to design a disturbance observer,

ξ̇ = g(t, td, x, u, ξ), t ∈ [t0, ∞) (7)

and a feedback control input signal,

u = u(t, ts, x, ξ), t ∈ [t0, ∞) (8)

such that

d(x, t)− ξ2(t) = 0, for all t ∈ [td, ∞) (9)

x(t) = 0, for all t ∈ [ts, ∞) (10)

where ts ∈ (t0, ∞) is the predefined settling time of System (6), td ∈ (t0, ts) is the predefined
observation time of Disturbance observer (7), ξ = [ξ1, ξ2]

T ∈ R2 is the observer state vector,
g : [t0, ∞)× (t0, ts)×Rn ×R×R2 → R2 is an update function, and u : [t0, ∞)× (t0, ∞)×
Rn ×R2 → R should be continuous with respect to time for all t ∈ [t0, ∞).

Remark 1. Predefined-time stabilization of System (6) is the eventual control objective. For any
selected predefined settling time ts ∈ (t0, ∞) of System (6), there exists time td ∈ (t0, ts) being
chosen as the predefined observation time of Disturbance observer (7). Thus, the predefined-time
observation objective should be achieved before the predefined-time stabilization objective.

The following assumptions can be made without loss of generality.

Assumption 1. Ref. [36], The state vector x(t) of System (6) is available for all t ∈ [t0, ∞).

Assumption 2. Ref. [36], The magnitude and rate of disturbance in System (6) is bounded, i.e.,
|d(x, t)| ≤ l0 and |ḋ(x, t)| ≤ l1 hold for all t ∈ [t0, ∞), where l0 and l1 are known positive constants.
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Remark 2. Any single input and single output linear time-invariant system ˙̄x = A∗ x̄ + B∗u can
be transformed into an n-order Integrator system (6), provided it is controllable, by transforming
the system into the so-called controllable canonical form and applying an input that cancels the
open-loop dynamics of the nth state equation [25], where x̄ ∈ Rn, A∗ ∈ Rn×n and B∗ ∈ Rn.

Remark 3. Note that Assumption 2 is realistic in practical applications. For example, when a
cutting tool or an end mill of a CNC machine tool cuts a work-piece, the load torque may change as
the cutting thickness changes, but the load torque and its change rate are always limited [36]. Their
boundaries can be obtained from pre-experiment tests and practical experience. The appropriate
increment of the value of l0 and l1 is recommended in applications to guarantee that the inequalities
in Assumption 2 always hold.

3. Main Results
3.1. Two-Stage Control Scheme

In order to achieve the predefined-time exact control objective, the whole control stage
is divided into two stages: the first stage is T1 = {t : t0 ≤ t < td} and the second stage is
T2 = {t : t ≥ td}, respectively. The two-stage handover time is the predefined observation
time td. Then, the structure of the two-stage predefined-time control scheme is shown in
Figure 1, and the desired control result under the control scheme is illustrated in Figure 2.

In the first stage T1, predefined-time Disturbance observer (7) takes effect, generating
the exact value of disturbances d(x, t) with observer state ξ2(t) within predefined obser-
vation time td, as shown in Figure 2a. Meanwhile, controller u(t) in (8) based on a classic
sliding mode controller is applied, guaranteeing the boundedness of system states, as
shown in Figure 2b,c.

In the second stage T2, with the exact knowledge of disturbances d(x, t) provided by
the predefined-time observer state ξ2(t) constantly, system (6) can be stabilized within the
predefined settling time ts under the continuous control input signal u(t) in (8) generated
by a predefined-time exact sliding mode controller, as shown in Figure 2b,c.

Though the feedback control input signal u(t) in (8) is continuous with respect to time
in two stages, respectively, it is proven that u(t) is absolutely continuous at the two-stage
connection time td, as shown in Figure 2c. Thus, the control input signal under the proposed
control scheme is continuous, i.e., chattering-free, essentially.
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ẏ2 = µ̇d + µḋ − k2sign(y1)
(14)

which yields 213

{
ẏ1 = −k1|y1|

1
2 sign(y1) + y2
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3.2. Predefined-Time Exact Disturbance Observer

Inspired by Levant’s robust finite-time sliding mode differentiator [37], we estab-
lish the structure of the new time-varying tuning function-based predefined-time exact
Disturbance observer (7) as





ξ̇1 = k1|µ(t, td)xn − ξ1|
1
2 sign(µ(t, td)xn − ξ1)

+µ̇(t, td)xn + µ(t, td) f + µ(t, td)bu + ξ2, ξ1(t0) = 0
ξ̇2 = k2sign(µ(t, td)xn − ξ1), ξ2(t0) = 0

(11)

in which µ : [t0, ∞) × (t0, ts) → R is a time-varying tuning function that satisfies the
following three conditions:

Condition 1. There exist known constants µ0 > 0 and µ1 > 0 such that |µ(t, td)| ≤ µ0 and
|µ̇(t, td)| ≤ µ1 hold for all t ∈ [t0, ∞).

Condition 2. The initial condition µ(t0, td) = 0 holds.

Condition 3. The steady condition µ(t, td) = 1 holds for all t ∈ [td, ∞).
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The solutions of (11) are understood in the sense of Filippov [38]. Then, we use the
following theorem to analyze Observer (11):

Theorem 1. We consider System (6) and Observer (11). If the parameters in (11) are selected such that

k2 > L, k1 >
√

k2 + L (12)

in which L = 1
2 (µ

2
0 + l2

0 + µ2
1 + l2

1), then Observer (11) can estimate d(x, t) precisely within the
predefined observation time td, i.e., ξ2(t) = d(x, t) holds for all t ∈ [td, ∞).

Proof. We define the composite estimation errors y1 and y2 as
{

y1 = µ(t, td)xn − ξ1

y2 = µ(t, td)d − ξ2
(13)

whose dynamics can be obtained from (6) and (11) as
{

ẏ1 = µ̇xn + µ( f + bu + d)− k1|y1|
1
2 sign(y1)− µ̇xn − µ( f + bu)− ξ2

ẏ2 = µ̇d + µḋ − k2sign(y1)
(14)

which yields
{

ẏ1 = −k1|y1|
1
2 sign(y1) + y2

ẏ2 = −k2sign(y1) + δ(t, td)
(15)

where δ(t, td) = µ̇(t, td)d + µ(t, td)ḋ denotes a perturbation. Applying Young’s Inequality,
we have, from Assumption 2 and Condition 1, |δ(t, td)| ≤ 1

2 (µ
2
0 + l2

0 + µ2
1 + l2

1) = L holding
for all t ∈ [t0, ∞).

We know from (11) that the initial observer condition is set as

ξ1(t0) = ξ2(t0) = 0 (16)

and know from Condition 2 and (13) that the initial value of composite estimation errors
y1(t) and y2(t) are

y1(t0) = y2(t0) = 0. (17)

It can be seen from Lemma 1 that System (15) is finite-time stable with parameters being
selected as (12), so we know from (17) that the zero-state response of stable System (15) is

y1(t) = y2(t) = 0, t ∈ [t0, ∞). (18)

Finally, we have from (13), (18) and Condition 3

ξ1(t) = xn(t), ξ2(t) = d(x, t), t ∈ [td, ∞). (19)

This ends the proof.

Hence, Observer (11) can generate the exact value of disturbances d(x, t) with state
ξ2(t) within the predefined observation time td and later. In the second stage T2, the exact
knowledge of the real time disturbance information d(x, t) from observer state ξ2(t) is
available for control design.

Remark 4. The predefined observation time of Disturbance observer (11), td, is an explicit parameter
in the expression of the time-varying tuning function µ(t, td). Time td can be selected as an arbitrary
parameter that is lesser than the final UBST ts of System (6). An example of the profile of time-
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varying tuning function µ(t, td) with t0 = 0 and td = 0.5 s is shown in Figure 3, and an example
of detailed expression of µ(t, td) is presented in Remark 10.
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Remark 5. A traditional finite-time disturbance observer can be obtained from Levant’s differ-
entiator [37] as

{
ξ̇∗1 = k1|xn − ξ∗1 |

1
2 sign(xn − ξ∗1) + f + bu + ξ∗2

ξ̇∗2 = k2sign(xn − ξ∗1)
(20)

and the observer errors are given by
{

y∗1 = xn − ξ∗1
y∗2 = d − ξ∗2 .

(21)

As for the traditional Observer (20), estimation errors y∗1(t) and y∗2(t) converge to zero in some
finite time due to the non-zero initial error conditions y∗1(t0) and y∗2(t0) according to Lemma 1.
As for the proposed predefined-time Observer (11), time-varying tuning function µ(t, td) under
Condition 2 and the initial observer conditions ξ1(t0) = ξ2(t0) = 0 regulates initial composite
estimation errors y1(t0) = y2(t0) = 0. Then, the stable composite error dynamics (15) lead to
y1(t) = y2(t) = 0 for all t ∈ [t0, ∞). Since the composite estimation error y2(t) is transformed
to be the real disturbance estimation error d(x, t)− ξ2(t) after the predefined observation time td
based on Condition 3, the result is that ξ2(t) = d(x, t) is obtained after td. Thus, the proposed
Observer (11) generates the exact value of disturbances d(t) for all t ∈ [td, ∞).

3.3. First-Stage Control Design

The first stage controller u(t) in T1 is designed based on classic sliding mode control
via the following theorem:

Theorem 2. We consider System (6). The norm of system state vector ∥x(t)∥ is bounded in the
first stage T1 with the following controller:

u =
1
b

(
−κ1s1 −

n−1

∑
i=1

a1ixi+1 − f

)
, t ∈ T1 (22)

where κ1 > 0 is a design parameter, s1 is a sliding mode function given by

s1 =
n−1

∑
i=1

a1ixi + xn, t ∈ T1 (23)
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and a1i > 0 is a constant parameter selected such that the following matrix is Hurwitz if n ≥ 3

A1 =

[
0n−2 In−2
−a11 −a12 · · · − a1(n−1)

]
∈ R(n−1)×(n−1) (24)

or a11 = −A1 > 0 is a constant parameter if n = 2.

Proof. We consider System (6) and define vector χ1 = [x1, . . . , xn−1]
T ∈ Rn−1. Differentiat-

ing χ1 with respect to time and substituting (23) into it yields

χ̇1 =




x2
...

xn−1
xn


 =




x2
...

xn−1
−∑n−1

i=1 a1ixi + s1


, t ∈ T1. (25)

It leads to

χ̇1 = A1χ1 + Bs1, t ∈ T1 (26)

where B = [0T
n−2, 1]T ∈ Rn−1 for n ≥ 3 or B = 1 for n = 2.

Then, differentiating s1 with respect to time and substituting (6) into it yields

ṡ1 =
n−1

∑
i=1

a1ixi+1 + f + bu + d, t ∈ T1. (27)

Applying (22) leads to

ṡ1 = −κ1s1 + d, t ∈ T1. (28)

Regarding s1 as the state and d as the input of System (28), we know that unforced
System (28), i.e., ṡ1 = −κ1s1, has a globally exponentially stable equilibrium point at origin
s1 = 0, and that System (28) is ISS in T1 according to Lemma 2, so s1(t) is bounded for all
t ∈ T1 according to the boundedness of d in Assumption 2.

Similarly, regarding χ1 as the state vector and s1 as the input of System (26), we
know that the unforced system (26), i.e., χ̇1 = A1χ1, has a globally exponentially stable
equilibrium point at origin χ1 = 0n−1, and that System (26) is ISS in T1 according to
Lemma 2. Therefore, ∥χ1(t)∥ is bounded for all t ∈ T1 due to the boundedness of s1(t). It
indicates that xn(t) and ∥x(t)∥ are bounded in T1 according to (23). This ends the proof.

Hence, we can conclude from Theorem 2 that system states xi(t) are bounded in the
first stage T1 (i = 1, . . . , n).

Remark 6. The first-stage control objective is to make system states signals be bounded. It
is convenient to apply the simple high-order sliding mode control, i.e., the proposed first-stage
controller, to achieve it. High-order finite-time sliding mode controller and some other continues
control algorithms such as [36] are also available for first-stage control, but they are abandoned in
this paper for simplicity.

3.4. Second-Stage Control Design

Then, a predefined-time exact sliding mode controller based on time-varying tuning
function is proposed to regulate system states x(t) to 0n within the predefined settling time
ts in the second control stage T2.
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We denote the sliding mode function in the second stage T2 as s2(t, ts), which is given by

s2(t, ts) =
n−1

∑
i=1

a2iσi(t, ts) + σn(t, ts), t ∈ T2 (29)

where a2i > 0 is a constant parameter selected such that the following matrix is Hurwitz
if n ≥ 3

A2 =

[
0n−2 In−2
−a21 −a22 · · · − a2(n−1)

]
∈ R(n−1)×(n−1) (30)

or a21 = −A2 > 0 is a constant parameter if n = 2, and σj(t, ts) ∈ R are composite state
variables defined as

σj(t, ts) = xj − ρ(j−1)(t, ts), j = 1, . . . , n (31)

with ρ : [td, ∞)× (t0, ∞) → R being a time-varying tuning function that fulfills the follow-
ing three conditions:

Condition 4. ρ(j)(t, ts) are bounded and continuous with respect to time for all t ∈ [td, ∞)
(j = 0, . . . , n).

Condition 5. The following initial second-stage conditions hold at time td:

ρ(i−1)(td, ts) = ρi−1 := xi(td), i = 1, . . . , n (32)

ρ(n)(td, ts) = ρn := − κ1

n−1

∑
i=1

a1ixi(td)− κ1xn(td) + ξ2(td)−
n−1

∑
i=1

a1ixi+1(td) (33)

where ρi−1 ∈ R and ρn ∈ R are available according to Assumption 1 and (11).

Condition 6. The steady condition ρ(t, ts) = 0 holds for all t ∈ [ts, ∞).

To proceed, the following theorem is utilized to design predefined-time exact sliding
mode controller u(t) in the second stage T2.

Theorem 3. We consider control input signal

u =
1
b

(
−κ2s2 −

n−1

∑
i=1

a2iσi+1 − f − ξ2 + ρ(n)

)
, t ∈ T2 (34)

where κ2 > 0 is a design parameter. Then, the solutions of System (6) are globally predefined-time
stable in the second stage T2, i.e., for any x(td) ∈ Rn, x(t) = 0n holds for all t ∈ [ts, ∞), where ts
is an explicit parameter in the expression of time-varying tuning function ρ(t, ts).

Proof. We define vector χ2 = [σ1, . . . , σn−1]
T ∈ Rn−1. Differentiating χ2 with respect to

time and substituting (29) into it yields

χ̇2 =




σ2
...

σn−1
σn


 =




σ2
...

σn−1
−∑n−1

i=1 a2iσi + s2


, t ∈ T2. (35)

It leads to

χ̇2 = A2χ2 + Bs2, t ∈ T2. (36)
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Then, differentiating s2 with respect to time and substituting (6) and (31) into it yields

ṡ2 =
n−1

∑
i=1

a2iσi+1 + f + bu + d − ρ(n), t ∈ T2. (37)

Applying (34) and the fact that ξ2(t) = d(x, t) holds for all t ∈ T2 in Theorem 1 leads to

ṡ2 = −κ2s2, t ∈ T2. (38)

We know, from (31) and (32), that the value of composite state variables σi(t, ts) at the
initial second-stage time td is

σi(td, ts) = 0, i = 1, . . . , n. (39)

In addition, we know from (29) that the value of sliding mode variable s2(t, ts) at the
initial second-stage time td is

s2(td, ts) = 0. (40)

Then, regarding s2 as the state of System (38), we determine from (40) that the zero-
state response of globally asymptotic stable System (38) in the second stage is

s2(t, ts) = 0, t ∈ [td, ∞). (41)

Moreover, regarding χ2 as the state vector and s2 as the input of system (36), one knows
from (39) and (41) that the zero-state with zero-input response of the globally asymptotic
stable system (36) in the second stage is

χ2(t) = 0n−1, t ∈ [td, ∞). (42)

Combining (29), (41), and (42) results in

σi(t, ts) = 0, t ∈ [td, ∞), i = 1, . . . , n. (43)

Then, Condition 6 indicates that ρ(i−1)(t, ts) = 0 for all t ∈ [ts, ∞) (i = 1, . . . , n). We
determine from (31) and (43) that

x(t) = 0n, t ∈ [ts, ∞). (44)

Thus, the solutions of System (6) are globally predefined-time stable in the second stage T2
according to Definition 1. This ends the proof.

Hence, system state vector x(t) can converge to 0n precisely within the predefined
settling time ts under two-stage controller u(t) in (22) and (34).

Remark 7. The final UBST of System (6), ts, is an explicit parameter in time-varying tuning
function ρ(t, ts). For instance, we consider a third-order system with initial second-stage conditions
x1(td) = 2, x2(td) = −2 and x3(td) = −3, then an example of the profiles of time-varying tuning
function ρ(t, ts) and its derivatives with t0 = 0, td = 0.5 s and ts = 2 s, which is shown in
Figure 4. Moreover, an example of the detailed expression of ρ(t, ts) for an nth-order system is given
in Remark 10.
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Figure 4. An example of the profile of ρ(t, td) and its derivatives with td = 0.5 sec and ts = 2 sec.
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Figure 4. An example of the profile of ρ(t, td) and its derivatives with td = 0.5 s and ts = 2 s.

Remark 8. The time-varying tuning function ρ(t, ts) regulates the initial second-stage sliding
mode variable s2(td, ts) and the initial second-stage composite state variables σj(td, ts) to zero
(j = 1, . . . , n); then, stable error dynamics (36) and (38) guarantee that s2(t, ts) and σj(t, ts) are
always steered at zero in t ∈ [td, ∞). Finally, due to the fact that σj(t, ts) = xj(t) in t ∈ [ts, ∞)
according to (31) and Condition 6 (j = 1, . . . , n), we have xj(t) = 0 in t ∈ [ts, ∞).

3.5. System Analysis

It can be determined from (22) and (34) that the feedback control input signal u(t) is
continuous with respect to time, respectively, in two control stages. Then, the following
theorem shows that it is absolutely continuous at the two-stage connection time td.

Theorem 4. We consider (22) and (34). Control input signal u(t) is continuous with respect to
time at t = td.

Proof. We know limt→t−d
x(t) = x(td) since x(t) is differentiable with respect to time. Then,

we know from (22) and (23) that

lim
t→t−d

u(t) = b−1(x(td), td)

(
−κ1

n−1

∑
i=1

a1ixi(td)− κ1xn(td)

−
n−1

∑
i=1

a1ixi+1(td)− f (x(td), td)

)
. (45)

Then, substituting (33) into (34) and considering (45) yields

u(td) = b−1(x(td), td)

(
−κ2s2(td, ts)−

n−1

∑
i=1

a2iσi+1(td, ts)− f (x(td), td)

−κ1

n−1

∑
i=1

a1ixi(td)− κ1xn(td)−
n−1

∑
i=1

a1ixi+1(td)

)

= lim
t→t−d

u(t) (46)

where the initial second-stage conditions s2(td, ts) = σi(td, ts) = 0 in (39) and (40) are
applied (i = 2, . . . , n). Thus, the control input signal u(t) is continuous with respect to time
at the two-stage handover time td. This ends the proof.

Therefore, the two-stage control input signal u(t) in (22) and (34) is continuous with
respect to time and chattering-free for all t ∈ [t0, ∞), i.e., in the whole control stage. The
control input signal is piecewise continuous in form but absolutely continuous in essence.
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Furthermore, the following theorem is established to show that all closed-loop system
signals are bounded under the proposed control scheme for all t ∈ [t0, ∞).

Theorem 5. We consider System (6), disturbance Observer (11), first-stage control input (22) and
second-stage control input (34). All closed-loop system signals are bounded for all t ∈ [t0, ∞).

Proof. It is proven in Theorem 2 that ∥x(t)∥ and s1(t) are bounded in T1; then, we know
from (22) that u1(t) is bounded in T1. Further, ∥x(td)∥ is bounded since x(t) is differentiable
with respect to time and x(td) = limt→t−d

x(t).
It is proven in (18) that y2(t) = 0 holds in t ∈ [t0, ∞), so ξ2(t) is bounded in t ∈ [t0, ∞)

according to (13), Assumption 2 and Condition 1.
It is proven in Theorem 3 that the trajectory of x(t) is globally predefined-time stable

with bounded initial second-stage condition x(td), so ∥x(t)∥ is bounded in T2. Then, we
know that u(t) is bounded in T2 from (34) and the fact that σi(t, ts) = s2(t, ts) = 0 in T2
(i = 1, . . . , n) in (41) and (43).

Finally, according to (13) and the fact that y1(t) = 0 for all t ∈ [t0, ∞) in (18), we
determine from the boundedness of xn(t) in t ∈ [t0, ∞) and Condition 1 that ξ1(t) is
bounded in t ∈ [t0, ∞). Thus, all closed-loop system signals are bounded in the whole
control stage t ∈ [t0, ∞).

Remark 9. We analyze the motivation of introducing the two time-varying tuning functions
µ(t, td) and ρ(t, ts) under Conditions 1–6 here. µ(t, td) and µ̇(t, td) are required to be bounded in
Condition 1 for obtaining the boundary of perturbation δ(t, td) in (15). Then, Condition 2 regulates
the initial composite estimation errors y1(t0) and y2(t0) to zero. Condition 3 makes the composite
estimation error y2(t) be the real disturbance estimation error d(x, t)− ξ2(t) after the predefined
observation time td. Moreover, ρ(n)(t, ts) is required to be continuous and bounded in Condition 4
since it is included in control input Signal (34). Furthermore, in Condition 5, ρ(i−1)(td, ts) are
detailed to adjust composite variables σi(td, ts) to zero (i = 1, . . . , n), and ρ(n)(td, ts) is specified
to guarantee the continuity of u(t) at the two-stage connection time td. Finally, Condition 6 helps
to transform the composite state variables σi(t, ts) to be the original system states xi(t) after the
predefined settling time ts (i = 1, . . . , n).

Remark 10. Different candidates are available for time-varying tuning functions µ(t, td) and
ρ(t, ts). We consider t0 = 0 for convenience. µ(t, td) can be selected as the following sine function
form according to Condition 1–3:

µ(t, td) =

{
sin
(

πt
2td

)
, t < td

1, t ≥ td.
(47)

Then, constants µ0 and µ1 in Condition 1 can be selected as µ0 = 1 and µ1 = π/(2td), respectively.
Furthermore, ρ(t, ts) can be chosen as the following polynomial form with degree (2n+ 1) according
to Condition 4–6:

ρ(t, ts) =

{
∑2n+1

i=0 ci(t − td)
i, t < ts

0, t ≥ ts
(48)

where ci ∈ R can be obtained from the solution of a (2n+ 2)th order linear system of equations MC = Q,
where C = [c2n+1, . . . , c0]

T ∈ R2n+2, Q = [ρ0, . . . , ρn, 0T
n+1]

T ∈ R2n+2, M = [Md, Ms]T ∈
R(2n+2)×(2n+2), Md ∈ R(n+1)×(2n+2) are given by
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Md =




A0
2n+1 A0

2n · · · A0
n · · · A0

0
A1

2n+1 A1
2n · · · A1

n · · · A1
1

...
...

... . . .

An
2n+1 An

2n · · · An
n


 (49)

and Ms ∈ R(n+1)×(2n+2) is given by

Ms =




A0
2n+1(ts − td)

2n+1 A0
2n(ts − td)

2n · · ·
A1

2n+1(ts − td)
2n A1

2n(ts − td)
2n−1 · · ·

...
...

An
2n+1(ts − td)

n+1 An
2n(ts − td)

n · · ·
A0

n(ts − td)
n · · · A0

0(ts − td)
0

A1
n(ts − td)

n−1 · · · A1
1(ts − td)

0

... . . .

An
n(ts − td)

0




. (50)

Remark 11. Now, we compare the proposed two-stage controller with a traditional two-stage
chattering-free finite-time sliding mode controller [36]. We emphasize the different chattering-free
control strategies in these two papers and do not analyze the difference between predefined-time and
finite-time control here. In [36], in order to obtain the real time signum value, i.e., sign(s∗(t)), where
s∗ denotes the unavailable sliding mode function in [36], a discrete-time procedure is constructed as
(see Remark 2.3 in [36])

sign(s∗(t)) = G∗(t)− G∗(t − τ) (51)

G∗(t) = xn(t) +
∫ t

0

n

∑
i=1

c∗i |xi(τ
∗)|αi sign(xi(τ

∗))dτ∗ (52)

where c∗i and αi are proper design parameters, and τ denotes the fundamental sample time. First,
wwe can see that the initial sign(s∗(t0)) may be unavailable from (51) at the initial control time.
Second, sign(s∗(t)) updated with previous information in (51) may lag behind the actual real-time
sign(s∗(t)). On the contrary, the proposed disturbance observer-based chattering-free control
strategy is a continuous-time algorithm without any discrete-time procedure, and all variables
involved are available in real time for feedback control.

Remark 12. Now, we compare the proposed control scheme with traditional predefined-time
controller via TBG [25] when considering disturbances. According to the TBG-based control
idea [25], the closed-loop dynamics under disturbances can be given by (see Equation (15) in [25])

{
ṡ = −k3|s|

1
2 sign(s) + ϱ

ϱ̇ = −k4sign(s) + ḋ(t)
(53)

where ϱ = d + v∗, k3 and k4 are positive design parameters, and

v̇∗ = − k4sign(s) (54)

s(t, ts) =
n−1

∑
i=1

a1iσ
∗
i (t, ts) + σ∗

n (t, ts), t ∈ [t0, ∞) (55)

σ∗
i (t, ts) = xi − ρ∗(i−1)(t, ts), i = 1, . . . , n (56)

with ρ∗(t, ts) satisfying initial conditions ρ∗(i−1)(t0, ts) = xi(t0) and steady condition ρ∗(t, ts) = 0 in
t ∈ [ts, ∞). The appropriate initial condition ρ∗(i−1)(t0, ts) regulates the initial sliding mode function
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to be s(t0, ts) = 0 (i = 1, . . . , n), but we can hardly set the initial value v∗(t0) to make ϱ(t0) = 0 due
to the unknown initial disturbances d(t0). Thus, System (53) with a super-twisting form reaches the
equilibrium, [s, ϱ]T = 02, after some finite time t f > t0. Then, the trajectories of σ∗

i (t, ts) are globally
asymptotic stable under s(t, ts) = 0 after t f according to (55) (i = 1, . . . , n), so the trajectory of x(t)
is asymptotic stable due to xi(t) = σ∗

i (t, ts) after the predefined settling time ts. Therefore, traditional
TBG-based predefined-time controller combined with super-twisting algorithm guarantees asymptotic
system convergence rather than predefined-time system convergence under disturbances, as proven in
Theorem 4 in [25]. However, the proposed predefined-time controller achieves zero error after predefined
time ts under disturbances. It implies that the proposed controller has superiority in terms of control
accuracy over a TBG-based predefined-time algorithm [25].

4. Simulation Examples

Two simulation examples are provided to illustrate the effectiveness of the proposed
control scheme. We denote t0 = 0 in this section for convenience.

Example 1. We consider the following third-order system:





ẋ1 = x2

ẋ2 = x3

ẋ3 = x2
2 + u + 0.1 cos(20t)

(57)

with initial conditions x1(0) = −1, x2(0) = 2, x3(0) = 1. Then, l0 = 0.1 and l1 = 2 can be set.
The time-varying tuning functions µ(t, td) and ρ(t, ts) are selected as (47) and (48), respectively,
with the parameters in ρ(t, ts) given by

c7 = ρ3(ts−td)
3+12ρ2(ts−td)

2+60ρ1(ts−td)+120ρ0
6(ts−td)7

c6 = − 4ρ3(ts−td)
3+45ρ2(ts−td)

2+216ρ1(ts−td)+420ρ0
6(ts−td)6

c5 = ρ3(ts−td)
3+10ρ2(ts−td)

2+45ρ1(ts−td)+84ρ0
(ts−td)5

c4 = − 2ρ3(ts−td)
3+15ρ2(ts−td)

2+60ρ1(ts−td)+105ρ0
3(ts−td)4

c3 = ρ3
6 , c2 = ρ2

2 , c1 = ρ1, c0 = ρ0. (58)

The control parameters are chosen as κ1 = κ2 = 1, a11 = a12 = 10, a21 = a22 = 7, µ0 = 1,
µ1 = π/(2td), k2 = L + 0.1 and k1 =

√
k2 + L + 0.1, where L is defined in Theorem 1. The

predefined observation time td = 1 s and the predefined settling time ts = 2 s are preset, and they
appear in the expressions of µ(t, td) and ρ(t, ts), respectively. We also simulate System (57) under
traditional chattering-free finite-time sliding mode controller (CFFTSMC) [36] for comparison. The
control parameters of Example 2 in [36] are suitable for System (57).

The simulation result is shown in Figures 5–8. It is seen in Figure 5 that system states
xi(t) converge to zero within predefined settling time 2 s under the proposed controller
(i = 1, 2, 3). In Figure 6, the system state trajectories are finite-time stable under CFFTSMC.
However, we cannot know and adjust the settling time directly with some parameter
in CFFTSMC. Figure 7 shows that the disturbance observer state ξ2(t) tracks unknown
disturbances d(x, t) within the predefined observation time 1 s. Control input signals u(t)
are always continuous in Figure 8, but it is seen that there exist more oscillations in the
control signal of CFFTSMC than in the proposed one. Thus, the simulation example verifies
the effectiveness and superiority of the proposed control scheme compared with CFFTSMC.
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Example 2. We consider the single inverted pendulum system [19]:




ż1 = z2

ż2 =
gc sin(z1)−mp lz2

2 cos(z1) sin(z1)/(mc+mp)

l(4/3−mp cos2(z1)/(mc+mp))

+
cos(z1)/(mc+mp)

l(4/3−mp cos2(z1)/(mc+mp))
u + d(x, t)

(59)

where z1 is the swing angle, z2 is the swing velocity, u is the applied force, mc is the mass of the cart,
mp is the mass of the pendulum, l is the length of the pendulum, gc = 9.8 m/s2 is the gravitational
constant and d is a bounded perturbation, which may denote the wind velocity.

The objective is to solve the tracking control problem of System (59), with the desired
reference signal being r(t). This issue is equivalent to the stabilization problem of the
following error system:

{
ẋ1 = x2

ẋ2 = f (x, t) + b(x, t)u + d(x, t)
(60)

where x1 = z1 − r, x2 = z2 − ṙ, and




f =
gc sin(x1+r)−mp l(x2+ṙ)(x2+ṙ)2 cos(x1+r) sin(x1+r)/(mc+mp)

l(4/3−mp cos2(x1+r)/(mc+mp))
− r̈

b =
cos(x1+r)/(mc+mp)

l(4/3−mp cos2(x1+r)/(mc+mp))

(61)

Then, we can apply the controller proposed in this paper for handling the tracking control
issue with a predefined settling time ts.

In the simulation, the parameters of the system are selected as mc = 1 kg, mp = 0.1 kg,
l = 0.5 m, the perturbation is given by d = 2 sin(5t) + 10 cos(t), and the reference signal
is r = sin(0.5πt) rad. Then, l0 = 12 and l1 = 20 can be set. In addition, the initial system
states are set as z1(0) = −1 rad and z2(0) = 0 rad/s. Time-varying tuning functions
µ(t, td) and ρ(t, ts) are selected as (47) and (48), respectively, with the parameters in ρ(t, ts)
given by

c5 = − ρ2(ts−td)
2+6ρ1(ts−td)+12ρ0
2(ts−td)5

c4 = 3ρ2(ts−td)
2+16ρ1(ts−td)+30ρ0
2(ts−td)4

c3 = − 3ρ2(ts−td)
2+12ρ1(ts−td)+20ρ0
2(ts−td)3

c2 = ρ2
2 , c1 = ρ1, c0 = ρ0. (62)

The control parameters are chosen as κ1 = κ2 = 1, a11 = a12 = 10, µ0 = 1, µ1 = π/(2td),
k2 = L + 0.1 and k1 =

√
k2 + L + 0.1, where L is defined in Theorem 1. The predefined

observation time td = 0.4 s and the predefined settling time ts = 1 s are preset, and they
appear in the expressions of µ(t, td) and ρ(t, ts), respectively. We also simulate System (57)
under a traditional TBG predefined-time controller (TBGPTC) [25] for comparison in this
example. TBGPTC can be summarized as

u =
1
b

(
−k3|s|

1
2 sign(s)− a11σ∗

2 (t, ts)− f + ρ̈∗(t, ts) + v∗
)

(63)
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where the dynamics of v∗ and the expressions of s(t, ts) and σ∗
2 (t, ts) are shown in (54)–(56),

ρ∗(t, ts) which can be selected as

ρ∗(t, ts) =





− x2(0)ts+3x1(0)
t4
s

t4 + 3x2(0)ts+8x1(0)
t3
s

t3

− 3x2(0)ts+6x1(0)
t2
s

t2 + x2(0)t + x1(0), t < ts

0, t ≥ ts

(64)

and k3 = 5.8 and k4 = 11.1 are set according to [34]. In addition, v(0) = 0 is selected.
The simulation result is shown in Figures 9–13. It can be seen from Figures 9 and 10

that the swing angle z1(t) and the velocity of the single inverted pendulum system z2(t)
can track reference signals r(t) and ṙ(t), respectively, within the predefined settling time
1 s under the proposed controller and TBGPTC. However, we can see in Figure 11 that
there exist tracking errors after ts = 1 s under TBGPTC, and more accurate steady tracking
performance after the predefined settling time 1 s is shown by the proposed controller. In
Figure 12, the predefined-time disturbance observer can generate the precise value of the
system perturbation within the predefined observation time 0.4 s. Moreover, the control
input signals under two controllers are chattering-free according to the profiles in Figure 13.
Thus, the proposed predefined-time controller has the advantage in the aspect of steady
control accuracy compared with traditional TBGPTC.
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5. Conclusions and Future Work

This paper proposes a novel two-stage chattering-free predefined-time exact sliding-
mode control scheme for a class of high-order uncertain nonlinear systems with distur-
bances. The whole control stage is divided into two stages. A time-varying tuning function-
based predefined-time exact disturbance observer is constructed, estimating the system
disturbances precisely within a predefined observation time td in the first stage t ∈ [t0, td).
The classic sliding mode controller guarantees the bounded system states in the first stage,
t ∈ [t0, td). Then, a time-varying tuning function-based predefined-time exact sliding
mode controller stabilizes the system within a final predefined settling time ts > td in
the second stage, t ∈ [td, ∞). The continuity of the control signal with respect to time
is proven, and two simulation examples show the effectiveness of the proposed control
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scheme. The comparison simulations indicate that the proposed control method can set
the final UBST of the system compared with a traditional chattering-free finite-time sliding
mode controller [36], and that the control accuracy under disturbances after the prede-
fined settling time can be significantly improved compared with a traditional TBG-based
predefined-time controller [25].

We notice that the predefined-time exact control objective is guaranteed with the usage
of real-time information of system dynamics f (x, t) and b(x, t). In future work, the adaptive
predefined-time exact control issue under uncertain dynamics f (x, t) and b(x, t) will be
studied by developing new predefined-time parameter estimation algorithms.
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Nomenclature
The following nomenclature is utilized in the controlled system and the proposed control algorithm:

t0 Initial control time
td Predefined observation time of disturbance observer
ts Predefined settling time of controlled system
T1 First control stage
T2 Second control stage
x = [x1, . . . , xn]T System state vector
u System input
f System drift dynamics
b System input dynamics
d System disturbance
ξ = [ξ1, ξ2]

T Disturbance observer states
g Disturbance observer dynamics
l0 Upper bound of |d(x, t)|
l1 Upper bound of |ḋ(x, t)|
µ Time-varying tuning function in disturbance observer
ρ Time-varying tuning function in controller
µ0 Upper bound of |µ(t, td)|
µ1 Upper bound of |µ̇(t, td)|
y1, y2 Composite estimation errors of disturbance observer
δ Perturbation of composite estimation error dynamics
L Upper bound of |δ(t, td)|
k1, k2 Positive design parameters in disturbance observer
s1, s2 Sliding mode variables in first and second control stages
κ1, a11, . . . , a1(n−1) Positive design parameters in first stage controller
κ2, a21, . . . , a2(n−1) Positive design parameters in second-stage controller
A1 Negative constant or Hurwitz matrix composed of a11, . . . , a1(n−1)
A2 Negative constant or Hurwitz matrix composed of a21, . . . , a2(n−1)
B Positive constant parameter or constant vector
χ1 = [x1, . . . , xn−1]

T Partial state vector in first control stage
χ2 = [x1, . . . , xn−1]

T Partial state vector in second control stage
σ1, . . . , σn Composite state variables in second control stage
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