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Abstract: Some traditional robots are based on offline programming reciprocal motion, and with the
continuous upgrades in vision technology, more and more tasks are being replaced with machine
vision. At present, the main method of target recognition used in palletizers is the traditional SURF
algorithm, but this method of grasping leads to low accuracy due to the influence of too many mis-
matched points. Due to the accuracy of robot target localization with binocular-based vision being
low, an improved random sampling consistency algorithm for performing complete parallel robot
target localization and grasping under the guidance of multi-vision is proposed. Firstly, the improved
RANSAC algorithm, based on the SURF algorithm, was created based on the SURF algorithm; next,
the parallax gradient method was applied to iterate the matched point pairs several times to further
optimize the data; then, the 3D reconstruction was completed using the improved algorithm via
the program technique; finally, the obtained data were input into the robot arm, and the camera’s
internal and external parameters were obtained using the calibration method so that the robot could
accurately locate and grasp objects. The experiments show that the improved algorithm shows better
recognition accuracy and grasping success with the multi-vision approach.

Keywords: multi-ocular vision; random sampling consistency; 3D reconstruction; parallel robot;
target localization and grasping

1. Introduction

With the rapid development of the application of stereo vision technology, target recog-
nition and three-dimensional reconstruction technology have become more widely used
in a variety of devices, significantly improving the efficiency of assembly line production,
more intelligently identifying and discriminating target items and enabling more detailed
detection of defects in goods, which not only reduces the demand for labor but also makes
people’s daily lives more convenient.

The accuracy of depth values has a critical impact within high-performance 3D ap-
plications. In obtaining depth values, some methods use sensors, LIDAR, or structured
light cameras [1]. However, not only are these methods very demanding in terms of the
environment in which they are used, but the equipment is also expensive. Most of these
direct depth acquisition methods result in a sparse point cloud of depth maps. Therefore,
when using binocular cameras, it is particularly important to extract various feature values
from a 2D image and map these feature values from the image to the depth information to
obtain better results. Obtaining accurate object depth information from two 2D maps is key
to achieving accurate object localization. However, the most important step in obtaining
depth values is the generation of a parallax map, with one image as the reference and the
other image relative to its complementary information. The relationship between parallax
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and depth information for corresponding pixels is inversely proportional. Obtaining an
accurate parallax map is crucial in stereo vision [2].

When a person opens and closes their left and right eyes, respectively, they will find
that the object appears to be in two different positions. This phenomenon is known as
parallax. Similarly, when a binocular camera observes the same object at the same time, the
difference between the projected points obtained from the phase planes of the left and right
eye cameras is also parallax. Encoding the difference between the horizontal coordinates of
the corresponding image points is an important step in obtaining a parallax map.

The use of feature-based matching methods to obtain better image information is
currently popular according to the literature [3]. In 1999, David Lowe, a professor at
Columbia University, first proposed the SIFT algorithm [4], which was used in various
fields of vision processing at that time because of its good detection results in occlusion and
illumination. In 2006, Herbert Bay proposed the SURF algorithm [5], which significantly
reduced the inefficiency and improved the robustness of feature mapping by using the Haar
wavelet transform [6], Hessian Matrix [7] and integral image [8] approaches. However,
due to the possible inaccuracy of the main direction of the SURF algorithm [9], affected by
factors such as a large number of similar point features on the edge line [10], it is slightly less
effective in matching accuracy, and the problem of mis-matching becomes more and more
obvious when the target object has rich texture features. The Random Sample Consensus
algorithm, commonly known by its acronym RANSAC [11], was developed by Fischler
and Bolles more than 40 years ago as a novel approach to the robust estimation of the
parameters of a model in regression analysis [12]. In order to solve the problem of mis-
matching, based on the SURF algorithm, in this work, the improved RANSAC algorithm
is fused to extract the target image feature points, and the similar points found according
to the bidirectional Euclidean distance [13] are judged using the Hessian matrix trace to
exclude the feature points that do not meet the requirements. Then, the depth map of
the target image is compared with the reconstruction map via the SGBM stereo matching
algorithm [14], and the object information is reconstructed in 3D according to the machine-
vision-related algorithm. Finally, the robot and the host computer are connected through
TCP communication to achieve hand–eye calibration [15] and complete the task.

In this study, we used a trinocular camera to take pictures of the target object, com-
pleted the 3D reconstruction using the improved RANSAC algorithm, then applied SGBM
to optimize the processing of the image to complete the stereo matching, and, finally,
grasped and placed the target object using the robot in the eye-in-hand mode. The same tar-
get object was grasped by the robot under the SURF traditional algorithm and the improved
RANSAC algorithm, and the improvement was judged according to the grasping accuracy.
In this experiment, the camera calibration was performed using MATLAB2022b and MV
viewer image acquisition software (Ver 2.2.6) under a 64-bit Windows 10 system, and the
experimental program was run by installing contrib+PCL in VS2017+opencv4.5.1 software.

2. Trinocular Vision Model
2.1. Two-Dimensional Vision

Machine vision [16] is the intersection of artificial intelligence and computer vision [17]
and allows machines to be able to process image information, video information and a
variety of signals like humans and process these signals accordingly, making the expected
decisions and actions, assisting humans in completing a variety of tasks, and simulating
and expanding the visual ability of humans. Machine vision is of great significance in
improving the productivity and efficiency of factories and certain large-scale enterprises.

Binocular stereo vision technology, through the use of two cameras to arrive at different
viewpoints of the target object, can, with the choice of an appropriate model, simulate the
human eye, extend the human eye’s function, identify the target object in the resulting
three-dimensional information, and perform the corresponding processing and judgment.

In binocular stereo vision, two cameras are generally made to have their camera
centers in the same straight line, spaced a certain distance apart from each other and facing
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the same direction. Then, the internal and external parameters of the binocular camera are
obtained using the Zhang Zhengyou calibration method; after the calibration of the camera,
the two images are processed using the algorithm to obtain the important information,
such as parallax map, depth map and so on. However, the depth information acquired
using the binocular stereo vision is limited, and the acquired depth image will still have a
certain error as well as a certain degree of mis-matching points when stereo matching.

2.2. Three-Dimensional Vision

The trinocular camera has a better visual matching effect compared with the binocular
camera. Assuming that the object is located at a certain point P, the projection point of the
target object on its imaging surface in camera 1 is p1, and the camera coordinate origin
is Oc1; similarly, the corresponding points in camera 2 and camera 3 are set to p2, Oc2
and p3, Oc3, respectively. Due to camera aberrations, as well as the solution error in the
least squares [18] calculation and the noise generated during calibration, the line between
the origin and the projection point of the three groups of cameras will be slightly shifted
to the real position P of the target object, meaning that the coordinate position P1 of the
target image captured by the binocular vision system composed of camera 1 and camera 2
inevitably cannot coincide with the display position P of the target object. Similarly, the
target image positions P2 and P3 captured by camera 2 and camera 3 as well as camera 1
and camera 3 will also fail to coincide with each other and the target object.

In order to reduce the gap between the position of the target image obtained by the
binocular vision system composed of each group of cameras and the actual position of the
target object in the world coordinate system, reduce the impact of subsequent calculations
and improve the effect of 3D reconstruction, this paper proposes a joint solution algorithm
based on trinocular cameras to realize the joint optimization of coordinate points P1, P2 and
P3, reduce the system error and make the obtained coordinate values of the target object
more accurate.

From Figure 1, it can be intuitively seen that the object world coordinate point P is in
the middle of P1, P2 and P3, so it can be considered that the minimum value of the sum of
the relative distances between P and these three points is the more accurate real coordinate
point, as shown in Equation (1).

F = min(‖P− P1‖+ ‖P− P2‖+ ‖P− P3‖) (1)
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Cameras 1 and 2 measured point P1 coordinates are (X1, Y1, Z1); similarly, the coordi-
nates of point P2 and point P3 are (X2, Y2, Z2) and (X3, Y3, Z3), and the three coordinate
point values are substituted into Formula (1) expansion to obtain

F = min
[
(X− X1)

2 + (X− X2)
2 + (X− X3)

2
]

+min
[
(Y−Y1)

2 + (Y−Y2)
2 + (Y−Y3)

2
]

+min
[
(Z− Z1)

2 + (Z− Z2)
2 + (Z− Z3)

2
] (2)

Thus, the true coordinates of point P can be derived by applying the properties of the
arithmetic mean, i.e., as shown in Equation (3).

X = X1+X2+X3
3

Y = Y1+Y2+Y3
3

Z = Z1+Z2+Z3
3

(3)

By solving the above equation for the coordinate values of realistic target points, more
accurate values can be obtained than those of binocular vision systems.

3. Target Image Optimization Processing
3.1. Image Gray Scaling

In order to achieve the desired effect in stereo matching, it is necessary to first exclude
the interference of noise, illumination, pixels and other factors as much as possible, so the
image needs to be grayed out and image-enhanced first, which can reduce the computation
of the program processing procedure while still retaining the complete two-dimensional
information of the image. In the RGB model, if R = G = B, then the color indicates a
grayscale color, where the value of R = G = B is called the grayscale value; therefore, the
grayscale image is only one byte per pixel to store the grayscale value for a grayscale range
of 0–255: when the grayscale is 255, it means it is the brightest; when the grayscale is 0, it
means it is the darkest.

The benefits of grayscale are as follows: compared to color images, grayscale images
take up less memory and run faster; after, the grayscale image can visually increase the
contrast and highlight the target area.

In this paper, the weighted average method is used to weight the R, G and B compo-
nents according to the more suitable weights, as shown in Equation (4). The effect is shown
in Figure 2.

Gray =
WR × R + WG × G + WB × B

3
(4)
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3.2. Improved RANSAC Algorithm

(1) Traditional algorithm
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First, a matrix H of three rows and three columns is created, so that the matrix is equal
to one making the matrix normalized, and since there are eight unknown parameters, at
least four sets of matching point pairs are needed to correspond to the location information.x2

y2
z2

 =

H11 H12 H13
H21 H22 H23
H31 H32 H33

x1
y1
z1

 (5)

Namely,
X2 = H · X1 (6)

where points I1 and I2 correspond to the coordinates (x1, y1) and (x2, y2), respectively, while
the size of z1, which is introduced into the chi-square equation, is 1.

x2 =

[
H11 · x1 + H12 · y1 + H13 · z1

H31 · x1 + H32 · y1 + H33 · z1

]
=

[
h11 · x1 + h12 · y1 + h13

H31 · x1 + H32 · y1 + 1

]
(7)

y2 =

[
H21 · x1 + H22 · y1 + H23 · z1

H31 · x1 + H32 · y1 + H33 · z1

]
=

[
h21 · x1 + h22 · y1 + h23

H31 · x1 + H32 · y1 + 1

]
(8)

The equation containing four matched pairs of points is then solved for

A·u = ν (9)

Matrix of unknowns:

A =

[
x1 y1 1 0 0 0 −x1x′2 −z′1y1
0 0 0 x2 y2 0 −x1y′2 −y1y′2

]
(10)

Vector of unknowns:

u =
[
h11 h12 h13 h21 h22 h23 h31 h32 h33

]T (11)

Value vectors:
ν =

[
x′2, y′2

]T (12)

The traditional RANSAC algorithm [19] will first extract part of the matching points
from the first matching result and then construct a primary model to calculate the remaining
matching points, and it will classify the resulting point pairs into two types: matching
original model and non-matching original model. The point pairs matching the original
model are also called valid data, and the other types of point pairs are invalid data. Then,
some matching pairs are extracted from the valid data, and the optimal model is obtained
by continuing to distinguish good data from bad data in the above way and iterating
continuously. Finally, the data model in the optimal model is solved, and the point pairs
that do not meet the matching conditions are excluded to achieve data optimization.

(2) Improved mis-matching algorithm

Before the improvement in the RANSAC algorithm, when matching feature points,
there is a situation that a feature point is used multiple times to correspond to other points.
In this paper, after optimizing the RANSAC algorithm, in order to improve the purification
effect and reduce the situation that one point is used more than one time, we optimize the
RANSAC algorithm by setting the queue value and solving the single-response matrix. A
flowchart of the algorithm is shown in Figure 3.
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Assume that the number of samples in the data is K, P is the model probability
(confidence probability) of the local points at the iteration, n is the minimum value to
successfully solve the formula, Ni is the local points, Nt is the external points and ω is the
ratio of the local points to the total number of points in the data, i.e.,

ω =
Ni

Ni + Nt
(13)

The probability that there will always be an outlier during the iteration is
(

1− Pk
)

;
the probability that at least one of the n points is an outlier is [19]: (1−ωn).

Combining the two outlier probabilities yields the following formula

P = 1− (1−ωn)k (14)

when k→ ∞, P→ 1 general P = 0.995.
Sample size:

k =
log(1− p)

log(1−ωn)
(15)

Among all matching points of the image to be extracted, n points are selected as sample
points. According to the definition of the parallax gradient, two pairs of matching points
are selected among all the extracted data points for calculation and comparison, and the
model parameters of the data matching points that meet the requirements are selected; the
matching points that do not meet the requirements are excluded. The standard deviation
of k is then used to calculate the size of the standard deviation and compare the number of
better matched points obtained for each group by

SD(k)
√

1−ωn

ωn (16)

The points with the best quality of matched points are then brought into the model
parameters, all outlier points are removed and the remaining points with higher matching
rates are used to calculate the model parameters. Then, a reverse search is performed to
determine the correct rate of point pair matching, set the queue value using Hamming
distance as a similarity measure, eliminate the feature points that do not meet the conditions
and then apply single response matrix verification to gain more accurate matching points.
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Repeating the above steps, we finally obtain the largest number of pairs of correct
matching points in the set.

The image acquisition was performed using the camera in the middle of the trinocular
vision system, and the relay was selected as the template reference for the feature matching
experiments. Four cases of interference, rotation, interference plus rotation and scale change
were designed. The experiments were conducted with the traditional SURF algorithm and
the improved feature matching algorithm based on SURF+RANSAC, respectively, and the
results are shown in Figure 4. The correct alignment rate is used to indicate the performance
of the algorithm feature descriptors. The higher the correct rate, the higher the accuracy
of recognizing the target by the algorithm using the template image, using the directional
consistency principle to obtain the matching logarithm. The number of correct matching
pairs, the total matching pairs and the algorithm matching time for the initial image and
the image to be detected with environmental influence in five cases are counted, as shown
in Table 1.
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Table 1. Comparison of the performance data of the two algorithms.

Scenes Algorithm Total Number of
Matched Pairs

Correctly Matching
Logarithms

Correct Match
Rate/% Matching Time/s

Interference
SURF 123 74 60.38 1.913

Improvements 96 93 97.32 1.482

Rotation
SURF 138 109 78.75 1.620

Improvements 99 92 93.78 1.113

Rotation plus
interference

SURF 103 70 67.89 1.749
Improvements 92 89 96.98 0.948

Scale change SURF 113 87 77.32 1.561
Improvements 98 96 97.90 1.215

Figure 4a,c,e,g show the matching results under different situations based on the
traditional SURF algorithm, where the corresponding lines of left and right image matching
are seriously skewed and quite misleading, with “one point corresponds to many points”,
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and “point to point cross matching [20]”. The matching results based on the improved
algorithm of SURF+RANSAC combined with the principle of parallax gradient are shown
in Figure 4b,d,f,h, which show intuitively that the feature point pairs of relay interface
and label information and other details are more uniform, and there is no “One-to-many”
phenomenon. The alignment effect is greatly improved, and the robustness is better.

3.3. Three-Dimensional Reconstruction

Considering the inevitable errors in the actual system, the least squares method is
used to obtain Equation (17), where X =

[
X Y Z

]T , A and B are known, to find the
value of the three-dimensional coordinates of a point in the world.

X =
(

AT A
)−1

AT B (17)

Also, combining Equation (1), the trinocular visual reconstruction coordinates are
obtained from the arithmetic mean property.

P
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=
P1 + P2 + P3

3
(18)

The 3D reconstruction displays the 3D reconstruction of the relay in OpenGL, as
shown in Figure 5 for the reconstruction generated by the target object captured by the
binocular camera.
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4. Parallel Robot Gripping
4.1. Hand–Eye Calibration

What is hand–eye calibration in the transformation matrix from the camera to the
robot coordinate system? For accurate grasping of the target object, it is necessary to
know the position of the target object with respect to the orientation in the robot’s base
coordinate system.

Hand–eye calibration is a kind of eye on the hand. Its camera coordinate system and
end coordinate system are a fixed connection, and their relative position relationship is
fixed, so the calibration is the camera to the end. Another for the eye is the outside hand;
because the camera and the robot are fixed, their relative position is unchanged, so this
type of calibration is the camera coordinate system and the robot base coordinate system.

In this paper, the eye-to-hand mode (Eye-to-Hand) is used for hand–eye calibration,
and the relative position relationship between each coordinate system is shown in Figure 6.
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During the calibration process, the calibration plate is fixed to the robot suction cup,
and the relationship between the two is always constant, regardless of the robot motion.
The positional parameters on the demonstrator are recorded during the calibration process.

Let the relationship between the end effector and the base coordinates of the robot
base when the robot is working to the nth group be(

Mhand
base

)
n
= Qn (19)

The relationship of the filming system with respect to the polar coordinate system of
the manipulator base is (

Mbase
cam

)
n
= Wn (20)

The matrix between the calibration plate and the coordinate system of the shooting
system is (

Mcam
obj

)
n
= En (21)

When the table works to group i with group j, Equation (22) holds.

Qi ·Wi · Ei = Qj ·Wj · Ej (22)

Transforming Equation (22) yields

Q−1
j ·Qi ·Wi = Wj · Zj · Z−1

i (23)

Order
A = Q−1

j ·Qi, B = Ej · E−1
i , X = Wi = Wj (24)

Thus, for group i and group j, the change in the position of the robot as it moves can
be reduced to

AX = XB (25)

Among them, A represents the relationship between the twice-displaced robot end
effector and the base coordinates, which can be obtained from the robot system by means
of a schematic trainer.

B represents the relationship between the calibration plate and the camera at two
displacements, obtained via camera calibration.

X is the final result of the hand–eye calibration, i.e., the mathematical relationship
between the camera and the robot arm base.

4.2. Positioning and Grasping Experiments

The processed images are processed using the stereo matching algorithm to obtain
the information of the 3D reconstructed model. The information obtained under the
camera coordinate system is converted to the robot coordinate system by using the hand–
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eye calibration algorithm. In the SGBM algorithm, the camera coordinate values of the
target object and the four corner points and the center point on the robot demonstrator
are obtained, respectively, and then the coordinate values are converted to obtain their
corresponding 3D coordinate information according to the above-obtained data and the
hand–eye calibration algorithm, and the upper computer communication is applied to
transmit the object shape center coordinates. Finally, the identification and grasping of
the target object are completed according to the corresponding internal program. Figure 7
shows the establishment of the experimental platform.
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Figure 7. Experimental platform.

By randomly placing 28 target objects, a total of 10 sets of experimental data of accuracy
when grasping cylindrical blocks were counted. From the data in Table 2, it can be seen that
the improved RANSAC algorithm significantly improved the accuracy of target recognition
and grasping compared to the SURF algorithm.

Table 2. Object data grasped by robots with different algorithms.

Number of
Experimental Groups

(Groups)

SURF Algorithm
Grabs Objects (pcs)

SURF Algorithm
Crawl Accuracy (%)

Improvements to
RANSAC

Number of Catches (pcs)

Improvements to
RANSAC

Crawl Accuracy (%)

1 20 71.43 25 89.29
2 21 75.00 27 96.43
3 18 64.28 27 96.43
4 22 78.57 26 92.86
5 20 71.43 26 92.86
6 19 67.85 25 89.29
7 22 78.57 26 92.86
8 23 82.14 27 96.43
9 20 71.43 27 96.43
10 22 78.57 25 89.29

5. Discussion

When palletizer robotic arms are used to grip objects, the accuracy of the recognition
of the target object is very important. In the traditional algorithm, there will be a large
number of mis-matched points when the object has rich graphical information, and this is
clearly reflected in Figure 4; this kind of mis-matching leads to a large number of target
objects being missed or even the wrong objects being picked up. The improved RANSAC
algorithm greatly reduces the existence of mis-matching points, which leads to a significant
improvement in the accuracy with which the robotic arm picks up the target object.

In the traditional RANSAC algorithm, the data model in the optimal model are finally
derived by dividing the matching points into valid data and invalid data, and then iterating
repeatedly from the valid data, but mis-matching often occurs in the valid points. As shown
in Figure 8, one point in the left target object will correspond to multiple target points on
the actual object.
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Figure 8. The traditional RANSAC algorithm.

For the improvement of RANSAC algorithm, in order to improve the matching effect
and reduce the occurrence of the situation where one point has more than one use, the
queue value method is used to filter out the data points that do not meet the requirements
of the queue value, within each iteration. The purpose of this is to improve the matching
accuracy, and the resulting effect is shown in Figure 9, where it can be clearly seen that,
compared to that achieved with the traditional algorithm, the accuracy of the data matching
points was significantly improved in our study.
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6. Summary

In this study, a trinocular camera was used to capture and recognize a wider range of
data than the binocular camera. The traditional SURF algorithm was integrated with the
RANSAC algorithm to eliminate the phenomenon of “one-to-many” in feature matching
and make the selection of feature points more reasonable, and the matching rate was
increased from 60.38% to 93.78% compared with the algorithm before optimization; the
object’s 3D spatial information can be restored better, meaning that the improved RANSAC
algorithm can make the grasping target of the multi-vision parallel robot more accurate
and improve the working efficiency.
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version of the manuscript.
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