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Abstract: Graphics Processing Units (GPUs) are employed for their parallel processing capabilities,
which are essential to train deep learning (DL) models with large datasets within a reasonable time.
However, the diverse GPU architectures exhibit variability in training performance depending on
DL models. Furthermore, factors such as the number of GPUs for distributed training and batch
size significantly impact training efficiency. Addressing the variability in training performance and
accounting for these influential factors are critical for optimising resource usage. This paper presents
a scheduling policy for DL training tasks in a heterogeneous GPU cluster. It builds upon a model-
similarity-based scheduling policy by implementing a round-based mechanism and job packing. The
round-based mechanism allows the scheduler to adjust its scheduling decisions periodically, whereas
job packing optimises GPU utilisation by fitting additional jobs into a GPU that trains a small model.
Results show that implementing a round-based mechanism reduces the makespan by approximately
29%, compared to the scenario without it. Additionally, integrating job packing further decreases the
makespan by 5%.

Keywords: deep learning; deep learning training; distributed training; GPU cluster; job packing;
round-based mechanism; similarity analysis

1. Introduction

Deep learning (DL) represents a paradigm within machine learning (ML) wherein itera-
tive learning occurs through neural networks processing input data to acquire the problem-
solving ability [1]. Over the past decade, DL has garnered significant success across diverse
domains, including but not limited to image processing and natural language processing [2,3].
Despite these achievements, it is noteworthy that training DL models is a time-consuming and
resource-intensive task [4]. In order to reduce the consumption of time, Graphics Processing
Units (GPUs) for parallel processing have emerged as a viable alternative to accelerate the
training process [5]. Furthermore, the adoption of parallel training across multiple GPUs
proves to be a practical strategy for reducing the overall training time. Intensive demand of
resources is a much harder issue to mitigate, as it depends largely on the complexity of DL
models (i.e., architectures) and amount of data used.

Nowadays, a multitude of GPU architectures present themselves as viable choices for
training DL models. Nevertheless, determining GPU performance, especially in the context
of DL, cannot solely rely on published performance data, as prevailing DL models are
often trained for benchmarking purposes. It is essential to recognise that the most recently
released GPU architecture may not necessarily constitute the optimal choice for certain
models [6]. The training performance is contingent upon factors such as GPU architecture,
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the number of GPUs used, hyperparameters (such as the batch size, which must be tuned
according to the available GPU memory), and the specific characteristics inherent to the DL
model (such as the number of layers or the activation function) under consideration [7]. It
then becomes clear that selecting the most suitable GPU architecture for a specific model
significantly expedites the training process [8].

Training DL models can be conducted within a GPU cluster, potentially featuring
heterogeneous GPU architectures. This diversity in GPU architectures provides a range of
options for DL users. It adds complexity to the training, as these options mainly rely on the
users’ experience. Even for experienced users, choosing GPU architectures is often a matter
of trial and error.

Consequently, in a heterogeneous GPU cluster, an effective scheduler must both manage
resources within a multi-tenant environment and consider the variable training performance
inherent to DL models. Therefore, this paper focuses on designing scheduling policies that
take these aspects into account to minimise the time required to complete a set of jobs.

With insights into the variables affecting training performance, cutting-edge schedul-
ing techniques can enhance scheduling policies for DL training tasks, especially within
a heterogeneous GPU cluster. Firstly, a round-based mechanism enables a scheduler to
periodically re-schedule, addressing potential sub-optimal allocations [8]. Secondly, job
packing emerges as a valuable strategy for augmenting cluster utilisation. It is particularly
effective when dealing with small model training in isolation, as this scenario typically
results in the underutilisation of a GPU. Simultaneously, job packing reduces job waiting
time [9]. Those approaches provide good performances and can be combined when estab-
lishing a scheduling policy. This paper presents a new approach combining the works of
Deepak et al. [8] and Gandiva [9] as well as building upon our earlier research [7] to extend
the contributions made in the previous study.

The key contributions of the paper are as follows:

¢ Implementation of a round-based mechanism: We implement a round-based mecha-
nism to take advantage of re-scheduling.

e Integration of job packing: We incorporate the concept of job packing to enhance
cluster utilisation and reduce waiting time.

*  Optimising job throughput: This work emphasises the optimisation of job throughput
or the amount of data that a job processes within a given time, in accordance with
the approach in [8], instead of focusing on training time. This approach allows for a
meaningful comparison with state-of-the-art scheduling policies.

*  Dynamic job allocations: We propose job allocations that can be dynamically adjusted
based on specific objective functions, optimising training performance based on the
GPU architecture choice, the number of GPUs, and batch size for a given DL model.

The organisation of this paper is as follows. A literature review is presented in
Section 2. Section 3 starts with problem formulation, and then the design of our proposed
scheduling policy is discussed in Section 4. Section 5 describes the parameters to evaluate
this study. This is followed by Section 6, where the results and the discussion of this
study are presented. This paper is concluded in Section 7, where the contributions are
summarised, and possible future works are suggested.

2. Literature Review

In recent years, numerous studies have proposed scheduling policies for DL training
tasks within GPU clusters that leverage ML approaches. For instance, Optimus [10] predicts
the number of epochs needed for model training and utilises this information to estimate
the total training time on allocated resources. Similarly, the approach presented in [11]
develops predictors for the training time of specific network components, such as fully
connected and convolutional layers. In this case, the overall training time is the sum of
individual times for each component. Furthermore, the study outlined in [12] introduces
a method for predicting resource consumption based on GPU selection across various
DL models, enabling the estimation of training time beforehand. Xonar [13] also takes
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into account resource consumption by profiling job memory requirements to ensure that a
job can receive sufficient memory to execute, thereby avoiding the out-of-memory (OoM)
problem. On the other hand, works in [14-16] employ Reinforcement Learning (RL) to
formulate scheduling policies. It is noteworthy, however, that these ML-related scheduling
policies necessitate a substantial volume of data for training.

While the variability of training performance in a heterogeneous GPU cluster has
been explored in prior research, the extent of such investigations remains limited. Notably,
Gavel [8] and Habitat [6] select GPU architectures for jobs based on the DL model but do not
encompass other crucial factors such as the number of GPUs used for distributed training
and hyperparameters (e.g., batch size). More importantly, the batch size is emphasised as
one of the necessary consideration variables of a computation-related system [17].

As the DL training process is iterative, a scheduler can derive benefits from the
ability to suspend and resume at specific points (i.e., checkpointing) and reschedule the
job with better resources when they become available. Various scheduling policies have
been devised on this premise, such as Gandiva [9], DL2 [18], and Optimus [10]. These
policies allocate resources to jobs and assess training performance dynamically to achieve
satisfactory results, but, ultimately, this approach is still far from optimal.

Gandiva [9] and Gavel [8] reveal that a small model often underutilises a GPU. To ad-
dress this issue, they have introduced the concept of job packing, enabling the simultaneous
training of multiple models on a single GPU. However, these studies highlight that concur-
rent jobs can potentially interfere with each other, adversely affecting training performance.
Furthermore, the extent of interference depends on the DL models themselves [19,20]. In
the pursuit of identifying suitable job combinations, Gandiva employs a trial-and-error
approach, while Gavel establishes a threshold for the difference between isolated training
and packing decisions. In both cases, there are limitations. Gandiva spends training time
searching for better solutions, and Gavel uses a constant threshold that is set empirically.

3. Problem Formulation

The scheduling policy in this work can be seen as an optimisation problem. In this sec-
tion, we formulate the optimisation problem we aim to solve. We then provide an overview
of the DL training process and define our optimised variable. Additionally, insights into
the DL training performance relevant to our optimisation problem are illustrated.

3.1. Optimisation Problem

The optimisation problem of this work and its relevant elements are defined as follows:
Objective function. This study addresses an optimisation problem for identifying
the optimal set of allocation variables to maximise job throughput. In the context of job
packing, the objective is to maximise the total throughput of a set of jobs. The definition of
job throughput is given in Section 3.2 for a more comprehensive understanding.
Decision variables. In this study, we consider the following allocation variables to
optimise throughput: GPU architecture, the number of GPUs used for training, and the
batch size. Each of these variables plays a distinct role in shaping the objective function.
We present an analysis of their impact on the objective function in Section 3.3.
Constraints. The optimisation problem is subject to the following constraints.

*  The allocation of jobs is made in rounds (i.e., the allocation is carried out at a set
frequency, every t time unit).

*  The allocations made in each round must ensure they do not oversubscribe resource
availability.

*  After each round, the allocation of jobs can change.

*  The packed job must not exceed a specific GPU memory.

¢ Job allocation is made in sequence based on job arrival time. However, in the case
of job packing, where GPU memory is a consideration, the priority to arrival time
is relaxed.
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3.2. Throughput of Training DL Model over GPU

In DL, the training process notably relies on the Stochastic Gradient Descent (SGD)
optimisation algorithm. Its main objective is to optimise (or train) the parameters of a
model in order to minimise prediction error by performing the following steps:

*  predict results based on the current state of the model and the training dataset;
e  calculate the prediction error;
e update the model parameter.

The number of samples used in the aforementioned steps is referred to as batch size,
i.e., the number of samples of the training dataset which are run through the model before
updating its parameters based on the quality of the prediction.

One epoch means that each sample in the training dataset was used to update the
model parameters. An epoch is usually composed of several batches, and the number of
batches that composes one epoch can be referred to as the number of iterations; see Figure 1.
For example, the CIFAR-10 dataset [21] is composed of over 60,000 images, and thus, a
batch size of 32 would require 1875 iterations to complete one epoch. Finally, the training
of a DL model usually requires multiple epochs to reach a desired level of quality.

Iteration Iteration Iteration
(1) (2 (n)
Batch
Size
P
Traini \i v \d
raining
Data Batch (1) | Batch (2) Batch (n)
——————————— Epoch — — — — — — — _ _ »

Figure 1. Illustration of batch size, iteration, and epoch.

There are multiple definitions of throughput; we consider the one defined in [8]. It
refers to the number of iterations a model can train per second, which is optimised in the
problem defined in Section 3. Normally, the framework for DL logs the training time per
epoch while training. The throughput can be calculated from the training time per epoch,

as seen below: )
total_images

iterations = -
batch_size

)
iterations

throughput = time_per_epoch

(2)
where fotal_images is the total of images in the dataset. batch_size is the batch size config-
ured for each job. time_per_epoch is the training time per epoch recorded when training a
model in a different GPU architecture.

3.3. Exploring the Influence of Allocation Variables on the Objective Function

We present here the allocation variables described in the problem formulation to
explore their impact on throughput.

The relationship of batch size to the objective function. Small batch sizes (e.g., 32)
tend to prolong the training duration, achieve a higher throughput, and enhance the model
performance. This is due to the fact that, as batch size decreases, the number of iterations
in an epoch, and thus, the number of model parameter updates, increases, as illustrated in
Figure 2. When considering the objective function, reducing the batch size can maximise
throughput and model performance, while increasing the batch size can minimise the
training time.

Influence of distributed training on job throughput. Referring to Figure 3, the
throughput for multiple GPUs while training a VGG16 model on the RTX2080Ti GPU
architecture declines as the number of GPUs used for the data parallelism approach in
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distributed training increases. An exception is observed for a batch size of 512, where using
multiple GPUs in training results in slightly higher throughput. As a result, reducing the
batch size while training on a single GPU can yield a significantly increased throughput
compared to distributed training across multiple GPUs. This is due to the communication-
intensive nature of distributed training in the context of the data parallelism approach,
particularly when dealing with a large batch size, as highlighted in [22].

Iteration Iteration Iteration
(2) (2) (117)
512
Images
>
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64 Iteration
Images (937)

Total of 60,000 images

Figure 2. The frequency of model parameter updated on different batch size.
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Figure 3. Throughput of various batch sizes of a VGG16 model on several numbers of Nvidia
RTX2080Ti GPU architecture.

A decline in job throughput when integrating job packing. When employing job
packing for training multiple models on a GPU, the throughput exhibits variations depend-
ing on the combination of models. Figure 4 shows the throughput of sharing an Nvidia
A100 GPU architecture for concurrent training of a VGG16 model with other models. The
batch size of both models is configured as 32. The red line represents the throughput of
an isolated training of a VGG16 model. A comparison between isolated training and job
packing reveals a decrease in the throughput of the VGG16 model when packed with other
models, and the extent of this decrease varies. For instance, the throughput of a VGG16
model packed with another VGG16 model is less than when packed with a ResNet101
model. Even though the throughput of job packing is lower than an isolated training, job
packing can reduce queuing delay.
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Figure 4. Throughput of sharing an Nvidia A100 GPU architecture for a VGG16 model and other
models. The red line represents the baseline throughput for VGG16 training alone.

4. Scheduling Policy

We build upon previous works described in [7]. We develop the model-similarity-
based scheduling policy by implementing a round-based mechanism and job packing. For
ease of description, the important notations and their definitions used throughout this
paper are listed in Table 1.

Table 1. Notations and their definitions.

Notations

Definitions

j

J
Cj
SJ
F]
Ji
G

n_gpu
8
ng
m
S
schy,

jpm
T
arr

st
wl

A current job

Active jobs in the queue

Model configurations, i =1,...,n

Jobs that are scheduled in current round

A set of jobs recorded in the system

A specific recorded job in the system

GPU architectures in the cluster

Number of total GPU availability

Specific GPU architecture

Number of a specific GPU

The closest reference to the given model j

Results of computing similarity between a job j and jobs F]

Suggestion for scheduling a job j based on the closest reference to the given model
Potential job combinations based on the closest reference to the given model
Total processing time of jobs |

Arrival time

Start execution time

Workload of GPU architecture

4.1. The Model-Similarity-Based Scheduling Policy

The model-similarity-based scheduling policy employs a similarity measurement
approach. This measurement is computed by comparing a job against reference jobs
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recorded in a database. Numerous approaches exist to measure the similarity between
objects, such as Euclidean distance [23], Manhattan distance [24], and cosine similarity [25].
Specifically, cosine similarity is applied to measure the similarity of the model in this
context due to its suitability for handling multi-dimensional data. The model similarity is
based on DL characteristics, such as the number of layers and model parameters.

Each job is represented by a set of model characteristics. Let a job j be a tuple
(c1,¢2,...,cn) of the model characteristics. The current job j is compared to other jobs
fj € FJ. The similarity of (j,fj) is defined as the similarity of two objects in a multidimen-
sional space. It is determined by the following;:

similarity(j,fj) = cos(0) = TiTIAT

i;fi fii 3)

,/éf?,/éﬁ?

where fj denotes a reference job recorded in the system that is currently compared to the
current job.

The procedure of computing the similarity between a job j and a set of reference jobs
in the database FJ is described in Algorithm 1.

Algorithm 1 Algorithm of computing model similarity.
1: ] < (Cl,Cz,.. .,Cn)
2: for each fj € F] do
3 S(jf) < similarity(j, fj)
4: end for

After discovering the closest reference to the given model, a scheduler has the training
information of the reference model on several GPU architectures. This information includes
GPU architecture, the corresponding number of GPUs used in training, and the batch size.
They are then organised in descending order of throughput and supplied to the scheduler
to make a scheduling decision based on current cluster availability.

4.2. Implementation of a Round-Based Mechanism

Once a job is submitted to a GPU cluster, its position in the queue is based on its
arrival time. Our scheduling policy periodically assigns resources to jobs within the queue,
comprising both unfinished jobs from the prior round (i.e., the job is necessarily interrupted
and then resumed) and newly submitted jobs.

In every scheduling round, the scheduler sequentially allocates resources to jobs in
the queue. It selects the GPU architecture and other allocation variables from a varied set
of options for each specific job. Subsequently, resources are assigned to the next job in the
queue until no resources remain available. In subsequent rounds, the allocation of jobs can
change if a better or more optimal option is available.

Given the results from the model-similarity-based scheduling policy, the scheduler
allocates resources to a specific job, aiming to maximise the throughput of each job based
on current cluster availability. The overall scheduling is described in Algorithm 2.

However, training a DL model with a synchronous approach in preemptive scheduling
can incur overhead when the training is interrupted [26,27]. This overhead includes saving
and loading the checkpoint. Saving the checkpoint involves storing the training results
from the start of training until the interruption. Loading the checkpoint entails retrieving
the previous training results from the checkpoint and resuming training from that point.
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Algorithm 2 Algorithm of a round-based mechanism with model-similarity-based schedul-
ing policy.

1: | < all active jobs in the queue

2: n_gpu + the number of total GPU availability

3: while n_gpu > 0 and | not empty do

4:  j < acurrentjob in the queue
5: m <« the closest reference to the given model of job j
6: schy, < the suggestions of GPU and its corresponding number
7. for (g, ng) in schy, do
8: (g,ng) < the specific GPU and its corresponding number
9: if ng < n_gpug then
10: Schedule j on (g, 1g)
11: n_gpug < n_gpug —ng
12: Delete j from queue
13: break
14: end if

15: end for
16: end while

The overhead varies depending on several factors, including communication over-
head and the characteristics of the DL model. Concerning communication overhead, the
overhead occurs when the saved checkpoint is loaded across compute nodes to resume
training. On the other hand, overheads associated with the DL model involve factors such
as the size of the neural network.

Previous works have highlighted the significance of reducing these overheads to en-
sure the efficient implementation of a round-based mechanism. The work in [9] investigates
the overhead of saving and loading checkpoints on distributed training. It concludes that
this process typically takes approximately a few seconds each time and remains stable
even as the number of GPUs used in training increases or exceeds the compute node.
Additionally, the work in [8] demonstrates that overhead can be reduced by retaining the
allocation from the previous round and allocating it to a job in the current round whenever
possible. To implement our scheduling policy with a round-based mechanism, we use the
framework provided by the work in [8].

4.3. Integration of Job Packing

Job packing improves the utilisation of a GPU allocated to train a small model by
efficiently using the remaining resources to accommodate additional jobs. However, it is
crucial to ensure that the memory requirement of job combinations does not exceed the
GPU memory. The memory required for each job is determined by the model size and
batch size. Therefore, we propose to automatically override the user-specified batch size
to overcome the limitation of GPU memory and train both models simultaneously on the
same GPU.

In addition, job packing helps to alleviate queuing delays by enabling the simultaneous
training of multiple models. However, it might introduce some interference that leads to
a reduction in job throughput. Job packing is, hence, considered when the cluster load
is high (i.e., still having jobs in the queue awaiting resources). In this work, scheduling
decisions are initially made without job packing, and if there are more jobs in the queue,
the scheduler seeks opportunities to implement job packing.

Previous work indicates that combining at most two jobs is the most effective in
terms of throughput [8]. More importantly, the throughput of job combinations varies
depending on the chosen models and their batch size. As a consequence, the model-
similarity-based scheduling policy is applied to identify the optimal job combinations that
maximise job throughput.

Given a list of scheduling decisions for jobs made in each round, a job running alone
in a single GPU can be packed with another job in the queue if the GPU memory allows it.
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We compute the similarity measure for this job and find the closest reference model in the
database. From this, we compute the list of combined throughput between the reference
model and all the pending jobs. The scheduler then selects job combinations based on two
criteria: minimising a reduction in throughput for the original job and maximising the
combined throughput of job combination. Due to the memory constraint, the constraint on
the arrival time of jobs in the queue is relaxed, which means any jobs can be chosen to pack.
The procedure of job packing is detailed in Algorithm 3.

Algorithm 3 Algorithm of job packing.

1: SJ + scheduled jobs in the current round
2: while | not empty do
3: for sjin S do

4 if sj is trained alone in a GPU then
5: jpm < potential jobs in the queue to pack with sj
6: (sj,] € jpm) < combinations that max(throughput;) and
max (sum(throughput g ;))
7: Packing (sj, )
8: Delete j from queue
9: end if
10: end for

11: end while

5. Experimentation Setup

This section provides the experimentation setup to evaluate our scheduling policy. It
includes jobs, the considered GPU architectures, as well as descriptions of the experiments.
Finally, we define the metrics to evaluate the performance of the scheduling policy.

5.1. Jobs and Cluster Used in the Evaluation

Jobs. There are several DL model architectures, such as Recurrent Neural Networks
(RNNs) [28] and Convolutional Neural Networks (CNNSs) [29]. In our evaluation, we
adopt CNN as the DL model, trained with the CIFAR-10 dataset. This selection is based
on the extensive popularity of CNNs in image processing and the wide accessibility of the
CIFAR-10 dataset. Our evaluation contains a diverse set of 21 CNN models, each varying
in characteristics such as model size, number of parameters, and the number of layers. The
selection of models used in our evaluation is based on the availability of pre-built models
in the Keras framework [30], covering a range from small to large models. The batch size
for each model is configured within the range of 32 to 512 (maximum at 512 due to GPU
memory constraint).

Jobs are defined as a 4-tuple: DL model name, batch size, GPU architecture, and GPU
count, as detailed in a set in Table 2. An example of a job is the training of a VGG16 model
with a batch size of 32 on an A100 GPU architecture with 1 GPU. In this study, it gives us a
total of 1680 possible combinations.

The number of jobs is configured in four settings: 25, 50, 100, and 200. They are
uniformly sampled from the job table, shown in Table 2. The jobs are submitted at a regular
pace over a given period of time. The selected scenarios include a 0-15 min span and a
0-7 min span, with all jobs arriving simultaneously at time 0.

Cluster. This study considers a heterogeneous GPU cluster comprising six different
GPU architectures: Nvidia A100, A40, RTX2080Ti, RTX1080Ti, K40M, and T4. The machine
of each GPU architecture contains multiple GPUs, with its count indicated in Table 2. Due to
the accessibility constraints of the GPU cluster, the experiments in this work are conducted
through simulation. In our study, the simulation specifically focuses on two key aspects:
the performance of each GPU architecture and the memory specifications of the GPUs. The
reference training time of all jobs on the six different GPU architectures was recorded on a
real cluster (Grid’5000 [31]) and reused in the following simulations.
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Table 2. Jobs and GPU architectures used in evaluation.

Components Elements

DL models

{1..21} CNN models
Their number of layers and model parameters are described as follows:

and GPU count

VGG [32] VGG1eé6: 16 layers with 138.4 M parameters
VGG19: 19 layers with 143.7 M parameters

ResNet [33] ResNet50: 107 layers with 25.6 M parameters
ResNet50V2: 103 layers with 25.6 M parameters
ResNet101: 209 layers with 44.7 M parameters
ResNet101V2: 205 layers with 44.7 M parameters
ResNet152: 311 layers with 60.4 M parameters
ResNet152V2: 307 layers with 60.4 M parameters

MobileNet [34,35] MobileNet: 55 layers with 4.3 M parameters
MobileNetV2: 105 layers with 3.5 M parameters

DenseNet [36] DenseNet121: 242 layers with 8.1 M parameters
DenseNet169: 338 layers with 14.3 M parameters
DenseNet201: 402 layers with 20.2 M parameters

EfficientNet [37] EfficientNetB0: 132 layers with 5.3 M parameters
EfficientNetB1: 186 layers with 7.9 M parameters
EfficientNetB2: 186 layers with 9.2 M parameters
EfficientNetB3: 210 layers with 12.3 M parameters
EfficientNetB4: 258 layers with 19.5 M parameters
EfficientNetB5: 312 layers with 30.6 M parameters
EfficientNetB6: 360 layers with 43.3 M parameters
EfficientNetB7: 438 layers with 66.7 M parameters

Batch size {32,64,128,256,512}
GPU architecture Nvidia A100 {1,2}

Nvidia A40 {1,2}

Nvidia RTX1080Ti {1,2}
Nvidia K40M {1,2}

Nvidia RTX2080Ti {1,2,3,4}
Nvidia T4 {1,2,3,4}

Total 1680 jobs

5.2. Experiments

Scheduling decision. The decision variables influencing the training performance,

which are GPU architecture, the number of GPUs used in training, and batch size, are
defined in Section 3. The adjustment of the batch size is an optional service within a GPU
cluster to improve cluster efficiency. We will conduct the experiments by varying these
three parameters. We divide the experiments as follows.

1.

Making a decision for GPU architecture. The scheduler selects the GPU architecture
for a given job to maximise its throughput. We assume that users provide information
about the number of GPUs used in training and the batch size.

Making a decision for GPU architecture and number of GPUs used in training.
The scheduler selects GPU architecture and its number in training for a given job to
maximise its throughput. In this case, we assume that users configure the batch size.
Making a decision for GPU architecture, number of GPUs used in training, and
adjustment of batch size. In practice, batch size is a user choice, and the scheduler
does not modify the user-identified batch size. However, suggesting a batch size
along with resource allocation can be an optional service, potentially achieving higher
throughput based on the allocated resources. In this experiment, the scheduler selects
GPU architecture and its number in training and batch size for a given job to maximise
its throughput. The results can be compared with the experiments without changing
batch size to evaluate the improvement.
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Time per iteration. The scheduling decisions are re-evaluated periodically with
a round duration of 3, 6, 12, and 30 min. The experiments are conducted under two
conditions: a scheduling decision that can be changed in the next round and, as a control
case, a scheduling decision without any changes. We repeat the experiment ten times for
each possible parameter combination and average the results.

5.3. Evaluation Metrics

The following are the metrics used to evaluate the efficacy of scheduling policy.

Makespan. Makespan is a simple metric for scheduling problems representing the
completion time of the last job [38]. In this work, there are six GPU architectures in the
cluster. Thus, makespan is the time for the last finished job among all GPU architectures.
The makespan MK is calculated by:

MK = max(T; € G) (4)

where Ty denotes the total processing time of GPU architecture g.

Average job completion time. Job completion time is the time from submission to
completion. Unlike makespan, the average job completion time can give information on a
reduction in training time without considering waiting time. The average job completion
time JCT is calculated by:

JCT = % Z tj (5)
i€l
where ¢; denotes the training time of job j.
Average job waiting time. Job waiting time refers to a delay in executing a job. It is
the difference between the start execution time and the arrival time. The average waiting
time WT is calculated by:

WT = % Zstj — arrj (6)
J€]
where st; is the start execution time, and arr; is the arrival time of job j.

Cluster utilisation. GPU utilisation is the percentage of GPU processing over a
particular time. In this work, the cluster is composed of six different GPU architectures.
Therefore, cluster utilisation is an average percentage of all GPU architecture processing
times. The cluster utilisation cluster_util is calculated by:

1
ngpi Lwly€G

T %100 (7)

cluster_util =

where wl, is the workload of a specific GPU architecture in the cluster.

6. Results and Discussion

This section presents the results and compares them with the state-of-the-art schedul-
ing policies.

6.1. Comparison among Our Experiments

For conciseness, the results of the different experiments presented are labelled with
abbreviations. The experiments are over three allocation variables: GPU architecture, number
of GPUs used in training, and batch size. They are abbreviated as gpu, ngpu, and bs, respectively.
The experiments described in Section 5.2 are represented by similarity_gpu (Experiment 1),
similarity_gpu_ngpu (Experiment 2), and similarity_gpu_ngpu_bs (Experiment 3). Furthermore,
the experiments in which the scheduling decisions can be changed for the next round are
denoted as cd, and the experiments integrating job packing are denoted as jp.

Comparison of makespan on three different aspects. Figure 5 illustrates the makespan
comparison across three key aspects of our experiments. These aspects include varying
time per iteration (columns), three job density scenarios (ranges of arrival time in rows),
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and the increasing number of jobs (x-axis). The makespan generally rises due to two factors:
an increased number of jobs necessitating more time for completion and the gradual delay
of job arrivals.

Policy
—— similarity_gpu similarity_gpu_cd similarity_gpu_cd_jp
=-=- similarity_gpu_ngpu ==-= similarity_gpu_ngpu_cd similarity_gpu_ngpu_cd_jp
—-— similarity_gpu_ngpu_bs ---= similarity_gpu_ngpu_bs_cd similarity_gpu_ngpu_bs_cd_jp
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Figure 5. Comparison of makespan among experiments on three different aspects.

In the comparison of job density scenarios, the makespan slope varies across arrival
time ranges. The makespan of similarity_gpu remains consistently high while similar-
ity_gpu_ngpu and similarity_gpu_ngpu_bs show comparable makespans, with a noticeable
difference observed when all jobs arrive simultaneously (range of arrival time of 0 min).
In this scenario, the makespan of similarity_gpu_ngpu_bs is slightly lower than that of
similarity_gpu_ngpu.

In considering time per iteration for rescheduling, one can observe an increase in both
makespan and time per iteration as the interval between rescheduling grows. This is due to
potential GPU architecture idleness when a job finishes during a round, and rescheduling
does not occur until the end of that round. In our study, rescheduling every three minutes
yields the lowest makespan, although there is a slight gap between rescheduling every
three and six minutes.

Improvement of implementing a round-based mechanism. Figure 6a—d compare
various evaluation metrics between two experiments (similarity_gpu_ngpu and similar-
ity_gpu_ngpu_bs) in the scenario that all jobs arrive simultaneously, with rescheduling every
three minutes. The results of the similarity_gpu experiment are excluded from this figure, as
they do not show any significant improvement. The lack of improvement arises from the
scheduler focusing exclusively on selecting the appropriate GPU architecture for jobs while
overlooking the impact of the number of GPUs used, which also playing a pivotal role in
training performance.
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Figure 6. Comparison of several evaluation metrics among experiments in the scenario that all jobs
arrive simultaneously with rescheduling every three minutes. The blue represents the experiment of
similarity_gpu_ngpu. The green represents the experiment of similarity_gpu_ngpu_bs.

Incorporating the model-similarity-based scheduling policy with a round-based mech-
anism, as illustrated in experiments similarity_gpu_ngpu_cd and similarity_gpu_ngpu_bs_cd,
results in a reduction in makespan and an increase in GPU utilisation compared to experi-
ments without the allowance to change the scheduling decision. Furthermore, the average
job completion time decreases, particularly with a certain number of jobs (25 and 50 jobs, in
our case). Despite these advantages, there is a slight delay in the queue.

The experiments of similarity_gpu_ngpu_cd and similarity_gpu_ngpu_bs_cd with 25 jobs
show a reduction in makespan by approximately 33% and 29%, respectively, compared to
their counterparts without the round-based mechanism that allows changing the scheduling
decision in each round (i.e., without the cd label). The improvement in GPU utilisation
is approximately 24% and 26%, respectively, compared to their counterparts without
the round-based mechanism. Also, the average job completion time also decreases by
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approximately 10% and 9%, respectively, compared to their counterparts without the
round-based mechanism. The extent of improvement varies as the number of jobs increases.

Improvement of integrating job packing. Figure 6 shows an improvement along all
considered metrics when using job packing (light blue and light green dotted lines). The
most significant gains come when applying job packing along with adjusting the batch size
(similarity_gpu_ngpu_bs_cd_jp).

Figure 6a—d show that the experiment of similarity_gpu_ngpu_bs_cd_jp outperforms oth-
ers. As the number of jobs increases, its performance significantly surpasses the approaches
without job packing. At the high load of 200 jobs, the similarity_gpu_ngpu_bs_cd_jp experi-
ment decreases the makespan by approximately 16% compared to its counterpart with a
round-based mechanism but without job packing. It decreases the average job completion
time by approximately 20% and the average waiting time by approximately 35%.

6.2. Comparison with the State of the Art

We compare our scheduling policy with the state-of-the-art scheduling policies stated
in Table 3.

Differences in scheduling decision making between our work and the state of the
art. We should consider the similarities and differences in scheduling decision making
between our work and the state of the art.

First, their scheduling decisions can be changed in the subsequent round. Their results
can thus be compared with ours under the same conditions, which is the experiments with
the cd label.

Second, in a real cluster, the training performance remains unknown until a job initiates
running for a few epochs, thus preventing the scheduler from making the optimal decision.
In this work, we employ the model-similarity-based scheduling policy, which gives us an
estimate to overcome this limitation. However, the previous works to which we compare
provide the actual throughput recorded in advance to the scheduler, enabling the scheduler
to make decisions based on predetermined information. Acting on perfect data that should
not be known is not a realistic hypothesis and might skew the results in their favour.

Third, their optimisation focuses on the throughput of a set of jobs. This implies
that any jobs fitting the available resources can run, irrespective of their arrival time.
This approach may impact job waiting times, as jobs can commence training and then be
paused later. In contrast, our optimisation prioritises job arrival time to align with a typical
real cluster.

Comparison of several evaluation metrics. Figure 7 compares the makespan of our
experiments to the state of the art in three scenarios of job density (range of arrival time 0-15,
0-7 minutes, and all jobs arrive simultaneously), with rescheduling every 3 min. Our work
demonstrates superior performance, outperforming the state of the art in makespan across
all scenarios. Remarkably, our work exhibits a significant decrease in makespan, particularly
in scenarios where job arrivals span 0-7 min and when all jobs arrive simultaneously.

Figure 8a—c compare job completion time, waiting time, and GPU utilisation of our
experiments to the state of the art. Our work outperforms the state of the art across all
evaluation metrics. A substantial improvement is observed in job completion time and
GPU utilisation, while waiting time exhibits a modest improvement.
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Figure 7. Comparison of makespan of our experiments to the state of the art in three scenarios of job
density with rescheduling every three minutes. The blue and green lines represent our experiments.
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Figure 8. Comparison of several evaluation metrics of our experiments to the state of the art in
the scenario that all jobs arrive simultaneously, with rescheduling every three minutes. The blue
and green lines represent our experiments, that is, similarity_gpu_ngpu and similarity_gpu_ngpu_bs,
respectively. The other lines represent the state of the art.

The observed improvement in our work can be attributed to taking into account
several influential factors regarding the training performance, including GPU architecture,
the number of GPUs used, the DL model, and the DL hyperparameter (batch size). The
state-of-the-art methods show awareness of the diverse training performance arising from
the DL model and GPU architecture combined, but overlook the number of GPUs and
batch size in making scheduling decisions.



Appl. Sci. 2024, 14, 2349

16 of 18

Table 3. Scheduling policies for comparison.

Policy Description

fifo First in, first out (in YARN [39])

isolation Dominant Resource Fairness [40]

min_total_duration Gavel to minimise makespan [8]

max_min_fairness Tiresias [41]

finish_time_fairness Themis [42]

similarity Our scheduling policy
similarity_gpu Decision on GPU architecture
similarity_gpu_ngpu Decision on GPU architecture and the number of GPUs
similarity_gpu_ngpu_bs Decision on GPU architecture, the number of GPUs, and

the adjustment of batch size

7. Conclusions and Future Works

In conclusion, this work presents a scheduling policy for DL training tasks in a hetero-
geneous GPU cluster, addressing the variability of training performance. It develops upon
the model-similarity-based scheduling policy by implementing a round-based mechanism
and job packing. The round-based mechanism empowers the scheduler to periodically
adjust scheduling decisions for a given job to optimise training performance. Furthermore,
job packing enables the concurrent training of multiple models to improve GPU utilisation,
particularly when a GPU is allocated for training a small model. As a result, it mitigates
queuing delay during high cluster load.

This work conducts various experiments considering three influential factors on
training performance: GPU architecture, the number of GPUs used in training, and batch
size. While batch size is typically a user choice, and its adjustment is optional for a scheduler
to improve cluster efficiency, this work demonstrates improvements when adjusting the
batch size along with a selection of GPU architecture and the number of GPUs used in
training. When comparing our work to the state of the art, our work outperforms across
all evaluation metrics, particularly under high cluster loads. We conclude that the model-
similarity-based scheduling policy is more effective when implemented with the round-
based mechanism and job packing than when implementing the model-similarity-based
scheduling policy alone.

Future works can be extended by improving the round-based mechanism to address
its current drawbacks, where resources may idle if a job is completed before the round ends.
One potential solution to address this drawback is to implement a predictive approach at
the beginning of each round. This approach involves assessing whether the jobs scheduled
for the current round are likely to finish before the round ends. If such a scenario is
anticipated, the scheduler can pre-determine the scheduling of a job in the queue that is
compatible with the allocated resources of the potentially finished job.
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