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Abstract: In order to improve the simulation efficiency under the premise of ensuring the fidelity
of synthetic aperture radar (SAR) simulation images, we propose a BVH-assisted fast SAR image
simulation method based on spatial segmentation. The beam scanning model is established based on
RD imaging geometric relation, and the bounding volume hierarchy (BVH) algorithm is used to assist
in obtaining the time-varying latticed radiation and shadow areas within the radar beam, combining
them with the real-time position of the sensors to complete the simulation of the electromagnetic
(EM) wave transmission. The ray tracing algorithm is used to calculate the multiple backscatter
fields of EM waves, including various material properties of the target surface. The SAR spatial
traversal is adopted to spatially segment the latticed radiation area, and the compute unified device
architecture (CUDA) kernel function is designed using the echo matrix cell method to make each cell
of the target echo matrix as a subfield of the backscattering field, and the position of the echo matrix
cell is traversed to obtain the target backscattering field. The target simulated echo is processed by the
range Doppler (RD) imaging algorithm to obtain the SAR-simulated image. The simulation results
show that compared with a CPU single-thread simulation, the simulation speed of the proposed
method is significantly improved, and the SAR simulation image has high structural similarity with
the real image, which fully verifies the effectiveness of the proposed method.

Keywords: SAR image simulation; ray tracing; multiple backscatter; echo simulation; bounding
volume hierarchies; CUDA

1. Introduction

SAR is an active and high-resolution microwave imaging sensor that has been widely
used in military and civilian applications [1,2]. At present, it is time consuming and
laborious to obtain some typical target SAR images by actual measurement means, and
with the help of SAR image simulation technology, SAR simulated images with different
imaging parameters can be obtained in a computerized virtual environment, which has a
very high application value [3].

Current SAR image simulation methods can be broadly categorized into two types:
physical mechanism-driven forward simulation and data-driven inverse simulation-based.
The physical mechanism-driven forward simulation method builds a SAR image simulation
model based on the scattering mechanism and signal propagation of radar, which can
simulate the SAR image of a real target or scene, but the computational complexity is high
and requires more computational resources. Stefan Auer et al. developed a SAR image
simulator for 3D targets that effectively modeled the effects of multiple scattering of EM
waves occurring with complex targets or scenes, which is still widely used today [4–6].
Franceschetti’s team proposed a series of SAR image simulation methods for urban building
targets, achieved better simulation results, and developed a set of 3D target SAR image
simulators [7–9]. Lu et al. used the GPU multi-threaded parallel to transmit EM waves
into the simulation scene and utilized ray tracing algorithms to map the 3D target directly
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to the SAR slant range coordinate system to quickly generate the target SAR simulation
image [10]. Xia et al. proposed a SAR image simulation method for urban structures based
on incremental length diffraction coefficients (ILDCs) and shooting and bouncing rays
(SBRs) and performed SAR image simulation for building models with sloped and flat roofs,
respectively [11]. Dong et al. used a combination of physical optics (POs), geometrical optics
(GOs), and the physical theory of diffraction (PTD) for target backscatter field calculations,
which were then combined with the frequency domain pulsed coherence method for echo
simulation and imaging processing [12]. Drozdowicz open-sourced a basic echo-based
SAR image simulation infrastructure designed to facilitate collaboration on SAR image
simulator development among interested researchers [13]. Chiang et al. combined POs
and GOs to carry out the target multiple backscatter field calculation, combined them with
the frequency domain echo model to generate the original echo signals, acquired the tank
SAR data set by focusing imaging processing, and achieved better simulation results [14].
Wu et al. based on the physical illumination model of high-frequency ray theory, carried
out the echo-based SAR image simulation on a typical military target to achieve some
good simulation results, and then a fast simulation architecture based on the CUDA was
established to effectively improve the efficiency of the SAR image simulation [15,16]. Balz
et al. utilized an improved physical illumination model to simulate the SAR image of a
3D scene and used the GPU to simulate the multiple scattering effects of the EM wave in
multi-thread parallel, achieving a good result and better simulation results [17].

Compared with the physical mechanism-driven forward simulation method, the data-
driven inverse simulation method simplifies the backscatter field calculation process to a
certain extent, mostly utilizing the existing SAR image data as a known backscatter coeffi-
cient matrix to participate in the echo simulation and then performing two-dimensional
focusing imaging processing on the generated echo signal. The phase of the echo signals
generated by this type of method is misaligned, and most of the existing studies have
been carried out to improve the simulation efficiency based on the inverse simulation
method. Some representative studies have been presented successively. Zhang et al. based
on the CUDA platform used multi-thread parallel echo simulations on the targets con-
stituting scene lattices and simultaneously generated master and slave images to obtain
interferometric SAR raw data [18]. Zhu et al. proposed an effective simulation method
for the raw echo signals of missile-borne SAR, which splits the scene into a number of
data blocks along the azimuthal trajectory, and then uses GPU multi-threads to simulate
each data block in parallel, which greatly accelerates the simulation speed of the raw
echo signals [19]. Chen et al. proposed an airborne bistatic SAR echo simulator based on
multi-GPUs, which effectively improves the simulation echo simulation speed [20]. Sheng
et al. used the existing SAR amplitude image as a backscatter coefficient matrix to bring it
into the echo model and based it on the CUDA platform to implement the parallel echo
simulation task for the used discrete units and subsequently proposed a local optimization
algorithm to further improve the simulation efficiency [21,22]. Zhang et al. proposed a
time domain SAR raw data simulation method based on multi-GPUs, which cannot only
simulate a large area of raw data through task division and scheduling but also improve
the efficiency of current GPU-based algorithms through access conflict optimization and
fine-grained parallel pipelines [23]. Xu et al. designed and implemented a multi-FPGA
parallel computing-based SAR real-time echo simulator to verify the correctness of the
validity through the natural scene target imaging results of point targets [24]. Zhang et al.
proposed a CPU/GPU collaborative SAR raw data simulation method in the time domain
and conducted CPU/GPU collaborative simulation fine-grained task partitioning and
scheduling experiments, which obtained a better-accelerated simulation result [25]. Zhang
et al. briefly introduced the multi-mode synthetic aperture radar simulation framework
and proposed a SAR raw data simulation method to assist the development strategy of the
Gaofen-3 and its ground processing system [26].

Most of the above proposed methods are centered around a single aspect of SAR
image simulation efficiency or fidelity and have achieved good simulation results. Most of
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the existing fast SAR image simulation methods choose to default the target backscatter
coefficient to a fixed value within the corresponding synthetic aperture time under the plane
wave assumption. Using the incident plane at the beam center as the phase reference plane
cannot generate the real azimuthal Doppler phase history, which still needs to be phase
corrected, but the amplitude of the fixed backscatter coefficient does not match the corrected
phase. In addition, the methods mentioned above cannot effectively record the sidelobe
signal within the 3db beamwidth and do not fully consider the SAR phase reference system
characteristics, simplifying the SAR echo simulation process, and can only meet the needs
of low- or medium-resolution SAR image simulation applications. For high-resolution
SAR image simulation, the Doppler bandwidth is large, the synthetic aperture time during
the process of the target from entering the radar beam to leaving becomes longer, the
azimuth angle of the incident EM wave changes, and the information contained in the echo
signal, such as the amplitude, phase, polarization, frequency, and so on, is also changing
all the time, and it increases the difficulty of reproducing the time-varying backscatter
coefficient of the target that are dynamically recorded by pulse repetition time. Improving
the simulation efficiency under the premise of ensuring the fidelity of SAR simulation
images is still an urgent problem and a hot issue for never-ending iterative research.

To address the aforementioned limitations, we propose a BVH-assisted fast SAR
image simulation method based on spatial segmentation, which can effectively meet
these demands. The method takes into account the time varying of the target backscatter
coefficient within the corresponding synthetic aperture time and builds a fast simulation
architecture, including the EM wave transmission simulation and multiple backscatter
field computation. Based on the spatial segmentation theory and using the echo matrix
cell method to design an efficient CUDA kernel function, each echo matrix cell is regarded
as a subfield of the total backscatter field, and the two-dimensional envelope window
corresponding to each cell is used as a constraint to remove the incoherent lattices in each
latticed block, which can effectively reduce the workload of each thread to perform the
task. Based on the CUDA platform, the target backscatter field can be quickly obtained by
traversing the full echo matrix cell in parallel, and the simulated echo is processed by the
RD imaging algorithm to obtain the target SAR simulated image.

The main contributions of this paper are as follows:

(1) A novel EM wave transmission simulation method based on RD imaging geometry
relation is designed. The method utilizes the scanning mode of SAR spatial traversal
and the BVH algorithm to assist in the generation of the latticed radiation area and
EM wave transmission simulations, considering the time-varying characteristics of
the latticed radiation area and shadow area.

(2) A novel fast SAR image simulation method based on spatial segmentation is proposed.
The method integrates the idea of spatial segmentation into the echo matrix cell
method based on the CUDA platform, including the time-varying characteristics of
the target backscatter coefficient and multiple scattering. It is applicable to distributed
composite scenes.

This paper is organized as follows. Section 2 introduces the BVH-assisted computation
of the target multiple backscatter field, mainly involving the content of the kernel function
to be designed. Section 3 introduces the workflow of fast SAR image simulation based on
spatial segmentation, mainly including the CUDA thread organization and the detailed
workflow of echo generation and imaging. Section 4 carries out some simulation tests
on some typical target models, and the simulation results are compared and analyzed
quantitatively and qualitatively to verify the effectiveness of the proposed method. Section 5
presents the conclusions.

2. BVH-Assisted Computation of the Target Multiple Backscatter Field

The main task of the target backscatter field calculation is to dynamically record the
amplitude and phase of the multiple backscattering that occur between the EM wave and
the target in real time. We utilize the RD imaging geometry relation and adopt the SAR
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spatial traversal mode to simulate beam scanning within beamwidth. Then, the intersection
lattices of the EM waves with the target surface are obtained to complete the effective
representation of the time-varying radiation and shadow areas within the SAR beams. In
this process, we use the BVH algorithm to reduce the intersection complexity between
EM waves and target model facets as a whole. Then, the task of EM wave transmission
simulation can be accomplished by transmitting discrete EM waves only to the latticed
radiation area at each sampling moment along the azimuth direction. On the basis of EM
wave transmission simulation, the ray tracing algorithm is used to dynamically record
the amplitude and phase of multiple scattering of EM waves, including various scattering
mechanisms and material properties of the target surface.

2.1. BVH-Assisted Simulation of Electromagnetic Wave Transmission

EM wave transmission simulation is the first task of target backscatter field calculation.
The workflow of BVH-assisted EM wave transmission is shown in Figure 1. The method
uses the geometric relationship between the real-time slant range and incidence angle in
the zero Doppler plane of the radar beam, adopts the SAR space traversal mode, discretizes
the target model surface facets in the real-time radiation area of the radar beam along the
azimuthal direction of each sampling moment into lattices, and takes the value of the lattice
spacing in line with the requirements of Nyquist’s sampling law so as to effectively store
the total radiation area of the radar beam in the form of lattices, while its shadow area
has no corresponding lattices. Then, combined with the BVH algorithm to simulate the
backscatter field, the beam radiation area of the radar beam can be effectively stored in
the form of lattices, while its shadow area has no corresponding lattices. Combined with
the real-time position of the radar sensor, only discrete EM waves are launched to all the
real-time point-matrix targets that are kept in the line of sight so as to complete the task of
simulating the EM wave launching and reproduce the time-varying radiation area of the
radar beam and the corresponding shadow area. The BVH algorithm is used to accelerate
the intersection of each EM wave with the target model in the process of latticing the target
model in the real-time radiation area of the radar beam. This method can reproduce the
time-varying characteristics of the radar beam radiation and shadow area and also provides
the basic conditions for the target multiple backscatter field calculation.

(1) Geometric scene construction. Using the RD geometric imaging model, the SAR
spatial traversal mode is adopted to determine the zero Doppler plane by the pulse repeti-
tion time (PRT). Then, the real-time slant range is obtained through the range gate within
the pulse, and the real-time incidence angle is calculated by combining it with the platform
flight height to complete the simulation of EM wave transmission in the Doppler plane and
determine the base scanning plane. The specific process is as follows.

(a) The SAR spatial traversal model is adopted to determine the position of the
zero Doppler plane by PRT and then obtain the instantaneous slant range by each preset
range gate within the pulse. Combined with the platform flight height, the instantaneous
incidence angle can be calculated. Then, the EM wave transmission simulation within
the zero Doppler plane can be carried out to determine the beam scanning reference. The
radar transmits pulses continuously by PRT, and the transmitted discrete pulse train can
be regarded as the discrete zero Doppler plane set. Then, according to the range of the
simulation scene, pulse duration, and range sampling frequency, the range gate position
in the pulse is divided. In order to ensure the quality of the echo simulation signal, the
distance gate size is smaller than the sampling interval and the sampling interval is smaller
than the theoretical resolution, according to the Nyquist sampling theorem. Instantaneous
slant range can be calculated from the slant range gate within the pulse. Finally, the
instantaneous incidence angle is calculated by combining the instantaneous slant range
and the platform height.
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Rmin =

√
(H · tan θ + ymin)
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θj = arccos(H/RJ) j ≤ N
→
v 0 =

[
0, sin θj, − cos θj

]
(1)

where M and N are the number of azimuthal sampling points and slant range gates
in corresponding SAR slant range image, respectively; xmax and xmin are the azimuthal
coordinates of the scene; Rmin and Rmax are the near range and far range, respectively; ymax
and ymin are the ground range coordinate of the scene; H is the platform height; ρr is the
slant range sampling space; RJ is the instantaneous slant range within the zero Doppler
plane; θj is the instantaneous incidence angle within the zero Doppler plane; and

→
v 0 is the

instantaneous incidence direction within the zero Doppler plane.
(b) According to the azimuthal range of the scene, the flight speed of the platform, and

pulse repetition frequency, the instantaneous position of the sensor within the zero Doppler
plane is determined. Then, the instantaneous incidence direction can be determined by
combining it with the incidence angle of EM waves. The number of slant range gates
corresponds to the number of discrete EM waves within the zero Doppler plane. The ray
casting theory is used to detect the collision between the EM waves and the target surface,
and the intersection facets and intersection point coordinates are recorded. The process of
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determining the scanning reference is essentially the process of simulating the discrete EM
wave transmission and recording the intersection point within the zero Doppler plane.

S =
[

xi, −H · tan θ, H
]

xi = i ∗ ρa + xmin

P = S + t ∗ →
v0(

P − P̂
)
·
→
N = 0

i ≤ M (2)

where S is the sensor position within the zero Doppler plane; xi is the sensor azimuthal
coordinate; ρa is the azimuthal sampling space; θ is the incidence angle; P is the intersection
point on the target surface; t is the propagation distance of the EM wave; P̂ is the coordinate

of an arbitrary point on the target surface; and
→
N is the normal vector of the facet on the

target surface.
(2) Base scanning plane rotation. As shown in Figure 2, the zero Doppler plane

scanning does not take into account the dynamic occlusion relationship between the target
and the sensor within the corresponding synthetic aperture time and has not yet been
able to reproduce the time-varying characteristic of the radar beam radiation area and
the shadow area, so only the zero Doppler plane is used as the base scanning plane here.
According to the beam pointing rotation characteristics in different SAR modes, the SAR
equivalent beam rotation angle is calculated, the zero Doppler plane is used as the base
scanning plane, and then the base scanning plane is rotated using the line between the
sensor and the nadir point as the center axis to determine the real-time scanning plane. The
specific process is as follows:
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Figure 2. Beam scanning model.

(a) Considering the rotational characteristics of beam pointing in different SAR modes
and the time-varying characteristics of the EM wave transmission direction within the
beamwidth, we uniformly take half of the beamwidth corresponding to the synthetic
aperture as the equivalent rotation angle. According to the calculated equivalent angle, the
determined base scanning surface will be rotated forward or backward, which is essentially
the overall rotation of the discrete EM wave within the base scanning surface. This can be
expressed by Equation (3). {

θs = arctan(Ls/R0/2)
θs−strip = 0.886λ/Da/2

(3)
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where θs is the equivalent rotation angle; Ls is the synthetic aperture length; R0 is the slant
range of scene center; θs−strip is the beamwidth with stripmap mode; λ is the wavelength;
and Da is the azimuthal length of real aperture.

(b) As shown in Figure 2, the zero Doppler scanning plane does not consider the
dynamic occlusion relationship between the target and the sensor within the corresponding
synthetic aperture time and has not yet been able to reproduce the time-varying radar beam
radiation area and the shadow area. According to beam pointing characteristics in different
SAR imaging modes, the SAR equivalent beam rotation angle can be calculated using the
synthetic aperture length and slant range of the scene’s center. Then, the zero Doppler
plane is used as the scanning reference plane. The platform flight direction is taken as the
positive direction, and the connection line between the sensor and the nadir point is taken
as the central axis ST. The half of the equivalent beam rotation angle is taken as the positive
or negative angle to rotate the scanning reference plane and coincide with the beam’s front
or backward edge. The equivalent beam front and backward edge planes and zero Doppler
planes generated by each PRT are taken as the beam scanning plane set.

F
[→

v
]
=
[→

v 0

]
·

 cos(θs) sin(θs) 0
− sin(θs) cos(θs) 0
0 0 1


M
[→

v
]
=
[→

v 0

]
·

 1 0 0
0 1 0
0 0 1


B
[→

v
]
=
[→

v 0

]
·

 cos(θs) − sin(θs) 0
sin(θs) cos(θs) 0
0 0 1


(4)

where F
[→

v
]

is the beam’s front edge; M
[→

v
]

is the zero Doppler plane; and B
[→

v
]

is the
beam’s backward edge.

(3): BVH-assisted EM wave transmission simulation. The main idea of the BVH
algorithm is that if the EM wave cannot hit the bounding box of a node, then it must not
hit the facets inside the box, and the invalid facets in the corresponding bounding box of
the node can be directly eliminated. If the EM wave does not hit the outermost bounding
box corresponding to the root node, it means that the EM wave has no direct interaction
with the target model. The construction process of the bounding box is to generate a binary
tree by dividing the root node from top to bottom, as shown in Figure 3. The internal node
does not contain facet information but provides spatial boundary information, and only
the leaf node contains a few facets.

(a) BVH assists the EM wave to intersect with the target model. As shown in Figure 3,
according to the spatial boundary relationship between EM waves and internal nodes at
all levels, the direction of the corresponding branches of nodes at all levels in the binary
tree is determined step by step, and the internal nodes containing the intersecting surface
facet are constantly hit. The leaf node contains only a small number of facets, which is the
last level node, and the calculation amount of traversing the facets of the leaf node is small.
The more compact the space of the bounding box corresponding to the internal nodes of
the same level, the smaller the overlap degree, which can reduce the calculation cost of
traversing the bounding box, corresponding to the nodes of the same level.
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The key points of BVH that assist the EM wave to intersect with the target model
are as follows. The axis-aligned bounding box (AABB) is used for efficiently handling
query operations on a large number of internal nodes. Then, the center coordinates of the
target model surface facets are arranged in ascending order, and the surface facets can
be sorted along the three spatial axes [X, Y, Z] of the current node. Then, we perform
continuous spatial segmentation one by one and then compare the computational costs of
all the segmentation positions and take the position with the lowest computational cost as
the optimal segmentation position among the three axes. Take the X-axis as an example,
generate a surface facet set [Xstar, Xend] according to the size of the center coordinates
of the model surface facets, and choose the method of successive dissections by surface
facets x ⊂ [Xstar, Xend]. The spatial surface area corresponding to the left box L[Xstar, i]
and the right box R[i + 1, Xend] can be calculated in real time and then brought into the
SAH computational cost equation. Then, we can determine the dissecting position of
the surface facet xi ⊂ [Xstar, Xend] corresponding to the smallest computational cost as
the optimal position of the dissecting along the X-axis. The other Y/Z-axes also follow
this rule to calculate these optimal profile positions and computational costs. The actual
profile location with the smallest computational cost among the three axes is selected as the
final actual profile location. Taking the x-axis as an example, the surface area S of a node
corresponding to AABB can be expressed as follows:

S = 2 ∗ [(X1 − X2)(Y1 − Y2) + (Y1 − Y2)(Z1 − Z2) + (X1 − X2)(Z1 − Z2)] (5)

where (X1, Y1, Z1) and (X2, Y2, Z2) are the spatial coordinates of the bounding box vertices
A and B, respectively. Using Equation (5), calculate the surface area of the left and right
child nodes corresponding to the bounding boxes A and B after the arbitrary dissection
of a node, and then the cost equation of SAH calculation can be specifically expressed by
Equation (6). 

Cost(A, B) = SA
SC

NA ∗ δ + SB
SC

NB ∗ δ + GCost

Cost(X) = min[Cost(A, B)]
FCost = min[ Cost(X) Cost(Y) Cost(Z) ]

(6)

where Cost(A, B) is the cost of dividing a node; Cost(X) is the minimum division cost
along the X axis; δ is the cost of intersecting a single surface cell, which can be set to unit 1;
SA is the surface area of the left child node corresponding to the bounding box A; SB is the
surface area of the right child node corresponding to the bounding box B; SC is the total area
of the bounding box corresponding to the node to be divided; NA is the number of surface
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facets contained in the bounding box A; NB is the number of surface facets contained in
the bounding box B; and GCost is the cost of constructing a binary tree, which can be set
to a fixed value. Similarly, the minimum cost Cost(Y) and Cost(Z) of the Y and Z axes
are calculated sequentially to find the optimal location of the minimum cost FCost, and the
internal nodes of the binary tree are constructed recursively by this division method.

(b) Lattice radiation area generation and EM wave transmission simulation. As
shown in Figure 4, the SAR beam radiation area can be quickly discriminated against
with the assistance of the BVH algorithm, and the target facets within the radiation area
are converted into lattices. According to the real-time complementary and time-varying
characteristics of the radiation area and the shadow area, the real-time shadow area is
generated by automatic removal of the beam occluded area or the target parts outside the
beam scanning range. The total lattice radiation area can be obtained by a union of the
lattice radiation areas determined by the beam scanning plane set. Finally, the task of EM
wave transmission simulation can be accomplished by transmitting EM waves only to the
latticed radiation area at each sampling moment along the azimuth direction.
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2.2. Calculation of the Multiple Backscatter Field

The basic scattering model of EM wave is the GO model, and according to the high-
frequency ray theory, Fermat’s theorem can be used to simulate the incidence and reflection
of EM waves, in which the main contributions to the scatter field of an electrically large-
size-distributed target are geometrically optically direct and reflected waves. We combine
the bidirectional reflectance distribution function (BRDF) and the high-frequency ray theory
with the ideal specular reflection of microfacets as the starting point for the scattering mech-
anism analysis, and according to the statistics of the orientation distribution of the normal
vectors of the microfacets, the macroscopic scattering mechanism can be subdivided into
diffuse, directional specular reflection, sub-surface scattering, diffraction, and absorption.
There is a certain overlap degree in the field areas of the various scattering mechanisms
mentioned above, which can be reasonably merged.

Time-varying magnetic and electric field excitation produces EM waves transmitting
to the target surface. A part of the EM waves enters the dielectric layer in front of the
target surface and is then transmitted from the sub-surface scattering emitted from the
shallow surface of the dielectric. The sub-surface scattering still belongs to the components
of diffuse scattering. While the carrier space of the line and point-like structure surface
are too small, the number of microfacets is limited, and the statistics of its normal vector
distribution is random. The scattering energy of the incident EM wave tends to be a disk
shaped or have conical distribution at the edge of a typical prismatic cleavage structure
or sharp structure. The non-directional scatter field listed above has a certain range of
overlapping areas with the diffuse reflection field based on the microfacets theory, which
is collectively categorized as diffuse scattering in this paper. The wavefront width of the
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specular reflection depends on the smoothness of the surface of the medium; for a given
smooth surface of the medium, the greater the gloss, the narrower the wavefront width,
and the more concentrated the forward scattered energy. The value of its projection in the
receiving direction of the reflection direction is affected by the angle between the receiving
direction and the direction of the specular reflection.

On the basis of the EM wave transmission simulation, we combine the actual properties
of the target material with a non-transparent surface in the test and regard the backscatter
energy received by the transceiver co-located SAR sensor as the sum of the diffuse and
specular energy. The property parameters of the target material include relative permittivity,
the specular coefficient, the diffuse coefficient, the specular index, and the energy decay
coefficient, which are explained in detail in the following material property assignment
session to ensure the fidelity of the target backscatter energy. Finally, the propagation
distance attenuation factor is set in conjunction with the classical radar equations to correct
the target backscatter field, and the multiple backscatter amplitude of each EM wave can
be calculated by Equation (7).

IS(k) =
Kd

k
π ∗ IT(k) ∗ max(0,

→
vk ·

→
Nk) + K f

k ∗ IT(k)max(0,
→
v′′

k ·→rk)
Ks

k

δk = 4πR2
k ∗
[

1
R4

k

]
∗ Is(k)

IT(1)
∗ ρ(εk)

→
r k =

→
v k − 2 ∗ max(0,

→
v k ·

→
Nk) ∗

→
Nk

IT(k) = IT(1) ∗ (1 − Klos1) ∗ (1 − Klos2) . . . . . . (1 − Klosk) (IT(k) < Iend )

(7)

The parameter subscript k indicates the instantaneous state of the k-th backward
sub-scattering. IS is the backscattering energy, IT is the incident energy, IT(1) is the initial
incident energy of the EM wave, and IT(k) is the residual energy value at the k-th scatter-

ing. δ is the backscatter coefficient;
→
N is the normal vector of the surface facet; Rk is the

instantaneous slant range; Kd is the diffuse coefficient; Kd

π indicates the diffuse scattering
mechanism to the surrounding area; K f is the specular reflection coefficient; and Ks is the
specular index and is used to control scattering energy along the receiving direction within
the projected range. ρ indicates the polarimetric scatter coefficient, ε is the relative permit-
tivity,

→
v is the direction of EM wave incidence, and

→
r is the direction of EM wave specular

reflection.
→
v′′ is the direction of energy reception and Klos is the energy decay coefficient.

Iend is the is the energy decay threshold, and it can be used to terminate the tracking of
the complex multiple scattering path of each discrete EM wave.

[
1

R4

]
is the propagation

distance attenuation factor, which is specifically set according to the relationship that the
fourth power of the propagation distance of EM waves is inversely proportional to the
backscattered energy. We mainly use the ray tracing algorithm to realize the path tracing of
multiple scattering of EM waves, and the key points are as follows. When the EM wave is
at k-th scattering, the reflection direction and the intersection point of the main energy axis
are taken as the new direction of incidence and the launching starting position of k + 1-th
scattering, respectively, so as to complete the scattering simulation of the EM wave in a
new round.

In describing the polarization state of EM waves, it is necessary to set up the global
and local coordinate systems. Vertical polarization means that the electric field vector of
the EM wave is parallel to the incident plane, and horizontal polarization means that the
electric field vector of the EM wave is perpendicular to the incident plane. Combined with
the small perturbation model theory, the target polarimetric scatter process is regarded
as the coordinate conversion process from the incident wave to the scatter wave. Usually,
the depolarization effect is generated throughout the multiple scattering processes of
the EM wave and the target backscatter field calculation is chosen to be carried out in
the local coordinate system, while the target backscatter field in the global coordinate
system is recorded by the sensor, and the depolarization effect can be represented in the
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process of the conversion between the local scattering coordinate system and the global
transmitting coordinates. Because the above polarization coordinate system conversion is
not the focus of this paper, we only briefly describe the functional relationship between
the polarimetric scatter coefficient, the local incident angle, and the relative permittivity;
the detailed derivation process can be referred to our previously published article [16].
Parallel or vertically polarized incident waves in the local coordinate system can only
produce horizontally or vertically polarized reflective waves, and according to the boundary
condition of continuity of the tangential component of the EM field at the interface of the
incident and reflective wave components, we can represent the polarization effect in the
global coordinate system and express the vertically and horizontally polarized scattering
coefficients at the intersection of the first scattering in the local coordinate system by
Equation (8). 

ρhh =
cos
(
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v ·

→
N
)
−
√

ε−sin2
(
→
v ·

→
N
)

cos
(
→
v ·

→
N
)
+

√
ε−sin2

(
→
v ·

→
N
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(ε−1)

(
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(
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→
N
)
−ε

(
1+sin2

(
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v ·

→
N
)))

(
ε cos

(
→
v ·

→
N
)
+

√
ε−sin2

(
→
v ·

→
N
))2

ρhv = 0

(8)

where ρvv is the horizontal polarimetric scatter coefficient, ρvv is the vertical polarimetric
scatter coefficient, and ρhv is the cross-polarimetric scatter coefficient. In the local coordinate

system,
→
v is the direction of EM wave incidence,

→
N is the normal vector of the surface facet,

and ε is the relative permittivity of the surface facet.
From the coordinates of the intersection point Pk calculated during the multiple

scattering processing, the slant range of the corresponding multiple scattering can be found.
Then, the slant range of the multiple scattering of the EM wave can be brought into the
SAR impulse response signal to obtain the phase, which contains two parts, the Doppler
phase and the range phase, which are used in the compression imaging process. The echo
signal of the EM wave is limited by two-dimensional azimuthal and range envelopes in
real time during the recording process. In the stop-and-go model, the real-time phase of
the k-th scattering of the EM wave can be obtained in Equation (9).

Rk =


√(

S′ − P′
0
)2

+
√(

P0 − P′
1
)2
+

. . . . . . +

√(
P′

k−1 − P′
k

)2
+

√(
P′

k − S′)2

/2

Pha(k) = exp
{
−j 4π f0Rk(η)

c

}
exp

{
jπKr

(
τ − 2Rk(η)

c

)2
} (9)

where Rk is half of the total distance of multiple scattering of EM wave transmission; S′

is the instantaneous sensor position; P′
0-P′

k is the intersection point of multiple scattering;
Pha(k) is the multiple scattering phase; f0 and Kr are the signal carrier frequency and
chirp rate, respectively; τ and η are the fast time and slow time, respectively. Combining
Equations (7)–(9) can simultaneously obtain the amplitude and phase of the EM wave
when scattering occurs, specifically referring to Equation (10) to vectorially superpose the
amplitude and phase of the multiple scattering field to obtain the backscatter field of the
EM wave, including multiple scattering.

⟨Pha(k)⟩ = [wr(τ − 2Rk(η)/c)× wa(η − ηc)]× Pha(k)

Es =
M
∑

k=1
δk · e⟨Pha(k)⟩ =

M
∑

k=1
[δk · cos(⟨Pha(k)⟩) + i · δk · sin(⟨Pha(k)⟩)] (10)
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where Es is the backscatter field of the EM wave; δk and ⟨Pha(k)⟩ are the amplitude and
phase of the EM wave after two-dimensional envelope constraints when the k-th scattering
occurs, respectively; and M is the total number of scattering.

3. Fast SAR Image Simulation Based on Spatial Segmentation

The specific workflow of fast SAR image simulation based on spatial segmentation
flow is shown in Figure 5. Firstly, the basic data preprocessing mainly includes the 2D
sampling time axis, mode facet set, and target latticed radiation area at the host side CPU,
and the basic data are imported into the GPU device side. Then, the spatial segmentation
processing is completed by dividing the latticed radiation area into a number of latticed
blocks, and each latticed block is denoted by (Pz, z < Z). The echo generation between the
latticed blocks has parallelizability. The azimuth and range positions of the target echo
matrix correspond to the thread index (X, Y) in the planar dimension of the 3D Grid, and
the position of the segmented latticed blocks corresponds to the thread index (Z) along the
longitudinal dimension (Z-axis) of the 3D Grid, respectively.
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On this basis, the CUDA kernel function design is completed by integrating the EM
wave transmission simulation and backscatter field calculation in Section 2. Each thread
executes the same CUDA kernel function, which contains the two modules of GPU I (EM
wave transmission simulation) and GPU II (backscatter field calculation) in Figure 5. Each
thread deals with each latticed block (Pz, z < Z) using the echo matrix cell method to set
the target echo matrix cell as a subfield of the target backscatter field. We use the echo
matrix cell (x, y) position to determine the two-dimensional sampling moments, and then
construct a two-dimensional envelope window to select the coherent lattices in the current
latticed block (Pz, z < Z). Then, we can transmit the discrete EM waves for the coherent
lattices and calculate the multiple backscatter field of each discrete EM wave using the
method in Section 2.2. All the multiple backscatter fields of EM waves for the coherent
lattices are superimposed as the backscatter field of the current latticed block (Pz, z < Z).
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The whole target SAR echo simulation task is packaged into the CUDA platform support
mode, and all the threads execute the CUDA kernel function. After all the threads have
finished executing the task, the backscattered field of all the latticed blocks along the
longitudinal dimension (Z-axis) of the 3D Grid is vectorially superimposed to obtain the
raw echo matrix. Finally, the RD algorithm is used to focus the target simulation echo
signal to obtain the target SAR simulated image.

3.1. CUDA Thread Organization Based on Spatial Segmentation

Combining the design characteristics of the CUDA kernel function and the character-
istics of the SAR phase reference system, we encode the correspondence between each echo
matrix cell and the thread index of the CUDA 3D Grid and design a thread organization
architecture that is compatible with the CUDA kernel function, as shown in Figure 6. The
azimuthal and range direction of the echo matrix are divided into grids corresponding to
the thread index (X, Y) of the planar dimension of the 3D Grid, respectively; the position of
the spatial segmentation processed latticed blocks corresponds to the thread index (Z) of
the longitudinal dimension of the 3D Grid, and the number of the latticed blocks determines
the size of the longitudinal dimension (Z-axis) of the 3D Grid.
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We give specific constraints among the size of the lattice radiation area, the number
of latticed blocks, the size of the 3D thread grid, the size of the 3D thread block, and the
actual configuration parameters of the computer, controlling the parameters of the CUDA
software into a reasonable range to ensure the effective operation of the CUDA program.
The constraints can be expressed in Equation (11).

sum_segs =⌈(P z +sub_seg − 1)/sub_seg⌉
gridDim.z =⌈(sum_segs + blockDim .z − 1)/blockDim.z⌉
gridDim.x =⌈(echo .cols + blockDim.x − 1)/blockDim.x⌉
gridDim.y =⌈(echo .rows + blockDim.y − 1)/blockDim.y⌉
blockDim.x ∗ blockDim.y ∗ blockDim.z ≤ maxThreadsPerBlock
gridDim.x ∗ gridDim.y ∗ gridDim.z ≤ maxBlocksPerGrid

(11)

where sub_seg is e size of the latticed block; sum_segs is e number of latticed blocks;
Pz denotes the number of lattice radiation areas; blockDim and gridDim denote the
size of the 3D thread grid and 3D thread block, respectively; and maxThreadsPerBlock
and maxBlocksPerGrid denote the capacity size of the thread block and the thread net,
respectively. echo.cols and echo.rows are the number of sampling points along the azimuth
and range directions of the target echo matrix, respectively. The index value of the planar
dimension of the thread grid corresponds to each cell of the target echo matrix, and the



Appl. Sci. 2024, 14, 3340 14 of 25

number of rows and columns of the echo matrix is determined by the parameters of the
SAR system and the area of the simulation scene, which can be referred to in Equation (12).

Ls = 0.886λ/Da · R0
Na = (xmax − xmin + Ls)/Vr · PRF
Nr = (2Rmin/c − 2Rmax/c + Tr)Fr

(12)

where Ls is the synthetic aperture length; Na and Nr are the number of azimuthal and range
sampling points, matching with the number of rows and columns of the echo matrix; λ is
the wavelength; Da is the azimuthal length of real aperture; R0 is the shortest slant range in
the scene; xmax and xmin are the azimuthal maxima and minima of the simulation scene,
respectively; Vr is the effective radar velocity; PRF is the pulse frequency; Rmax and Rmin
are the near and far slant range, respectively; c is the light speed; Tr is the pulse width; and
Fr is the range sampling frequency.

In order to further reduce the workload of each thread, each echo matrix cell matching
with the two-dimensional envelope window is utilized to select the coherent lattices in
each latticed block, and only a small number of coherent lattices falling into the two-
dimensional envelope window are launched with EM waves and tracked for their multiple
scattering paths. This step substantially reduces the amount of computation in each
thread and accomplishes the local optimization of the CUDA kernel function. Each 2D
envelope window is mainly created based on the 2D sampling time axis. The CUDA
thread organization architecture based on the spatial segmentation we designed effectively
coordinates the relationship among the SAR phase reference system characteristics, the
echo matrix cells, and the hardware resources of the CUDA platform. The echo matrix
cell method with regard to the target 2D echo matrix cell (x, y) is used as the subfield
of the target backscatter field, which is equivalent to assigning each thread to each echo
matrix cell, and each thread handles one latticed block (Pz, z < Z). This provides the basic
conditions for the CUDA platform to efficiently call the GPU multi-threads to execute the
SAR echo simulation task in parallel.

3.2. SAR Echo Generating and Imaging

After each thread finishes the task of executing the designed kernel function, the echo
signal of the corresponding latticed blocks can be obtained, as shown in Figure 7, which is
stored in two matrices with a real part and an imaginary part, respectively. The number of
latticed blocks placed in each echo matrix cell (x, y) is matched with the number of threads
in the longitudinal dimension (Z-axis) of the 3D Grid, and the echo signal of the latticed
blocks along the Z-axis in parallel are vectorially superimposed to obtain the echo matrix
cell (x, y) information. The target echo matrix can be obtained by traversing the full cell
positions of the echo matrix. The target SAR-simulated image can be obtained by focusing
on the target echo matrix using the RD imaging algorithm.

The specific steps for generating echo signals and imaging based on the CUDA plat-
form using each thread to execute the CUDA kernel function in parallel are as follows:

(1) Based on the current position of the echo matrix cell
(

x ≤ Na y ≤ Nr
)
, the sampling

moments along the azimuthal and range directions can be locked, as determined by
the divided azimuthal and range directions of the time axis;

(2) Each thread directly deals with the EM waves transmitted by each latticed block. The
azimuthal and range envelope constraints on the echo matrix cell (x, y) are used to se-

lect the coherent lattices (Pz, Pz ≤ Ns < N) in the current latticed block
(

Pz,
z ≤ Z

Pz ≤ N

)
.

Then, the discrete EM waves for the coherent lattice target are transmitted. Multiple
scattering path tracking of the transmitted EM waves is carried out, and the EM waves
correspond to the coherent lattices Pi

z in turn. Using the multiple backscatter field
calculation method in Section 2.2, the backscatter coefficient amplitude σi

k of the EM
wave corresponds to the coherent lattices, and Pi

z is obtained; at the same time, the
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corresponding phase information Phai
k is obtained from the real-time slant range Ri

k
of Pi

z. By multiplying the amplitude σi
k by the sine or cosine of the phase Phai

k, the real
part ai

k and the imaginary part bi
k ∗ j of the corresponding echo signal can be obtained,

respectively; the echo emulation signals for each latticed block are recorded as follows:

Echoz =
K
∑

k=1

Ns
∑

i=1
σi

k∗Phai
k =

[
K
∑

k=1
ai

k

K
∑

k=1
bi

k ∗ j
]

.

(3) By superimposing the echo matrix cell (x, y) corresponding to the echo of the latticed
blocks along the longitudinal dimension Z of the grid, the echo matrix cell (x, y) can

be denoted as Echo(x,y) =
Z
∑

z=1
Echoz;

(4) Each thread executes steps (2) to (3) independently. Traversing the positions of all the
cells of the target echo matrix in parallel can quickly complete the echo simulation

task. The raw echo matrix EchoT =
Na
∑

x=1

Nr
∑

y=1
Echo(x,y) is obtained and stored as complex

numbers [a + bi];
(5) Finally, the raw echo matrix is downloaded from the GPU to the CPU. The RD

imaging algorithm is used to focus the simulated echo matrix in two dimensions to
obtain the simulated SAR image of the target, and the process of SAR echo imaging
can be equated to the two-dimensional deconvolution process of reconstructing the
backscatter coefficient of the target.
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Figure 7. Parallel SAR echo simulation.

The proposed method utilizes the parallel computing advantage of the CUDA plat-
form, integrating the SAR phase reference system and spatial segmentation theory. It
adopts the echo matrix cell method to regard each target echo matrix cell as a subfield of
the backscatter field to configure the 3D Grid planar dimensional index. Then, it segments
the radar beam lattice radiation area into several latticed blocks to configure the 3D Grid
longitudinal dimensional index and finally packages the entire target echo simulation task
into the CUDA 3D Grid support mode. Finally, the whole target echo simulation task is
packaged into the CUDA 3D Grid support mode, and the parallel echo simulation result
of each latticed block is then spliced, which can quickly obtain the target SAR simulation
echo signal. Meanwhile, the fast SAR image simulation architecture based on the CUDA
platform designed in this paper can effectively reproduce the complete working process
of the radar from transmitting the EM wave to receiving an echo, taking into account the
time-varying characteristics of the target backscatter coefficient within the corresponding
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synthetic aperture time and overcoming the defects of the simulation with a fixed target
backscatter coefficient under the assumption of a plane wave.

4. Discussion of Simulation Results

We select aircraft carrier targets and airplane targets, respectively, to carry out a SAR
image simulation. The material property parameters can be flexibly configured according
to the actual situation. In order to fully verify the validity of the method in this paper, the
single and multiple scattering simulation results of the aircraft carrier target are compared,
which are used to verify the reliability of the multiple backscatter field computation method
proposed in Section 2.2 of this paper. The simulation results are compared with the real
SAR images to verify the fidelity of the simulation results. The simulation test is carried
out for the composite scenario of the multi-ships and the sea surface, and the simulation
time consumption is given, which verifies the high efficiency of the proposed method. In
order to further validate the generality of the proposed method, the simulation test of a
small airplane target is added and compared with its real SAR image. After the above
comprehensive testing and analysis, the effectiveness of the proposed method can be
fully verified.

4.1. Test Parameters

Table 1 gives the basic SAR system parameters of the test. The CUDA configuration
parameters are as follows: CUDA version 10.0. The shared memory size is 49,152 bytes.
The number of registers per block is 65,536. The dimensions of the block are 1024, 1024,
and 64. The dimensions of the Grid are 2147, 483,647, 65,535, and 65,535. The GPU clock
rate is 1.70 GHz, see Table 2 for details.

Table 1. System parameters.

System Parameters No. I No. II

Bandwidth 180 MHz 180 MHz
Pulse duration 1.0 µs 1.0 µs

Range sample space 0.68 m 0.75 m
Incidence angle 60◦ 45◦

Center frequency 15 GHz 15 GHz
Platform height 2.0 km 2.0 km

Effective radar velocity 300 m/s 300 m/s
Doppler bandwidth 400 Hz 200 Hz

PRF 450 Hz 250 Hz
Azimuth sample space 0.66 m 1.20 m

Table 2. Configuration parameters.

GPU
Version

CUDA
Version

Graphics
Memory

Compiler
Environment

CPU
Version Total Memory Operation

System

NVIDIA
GeForce
RTX3060

10.0 6G VS2019
11th Gen Intel(R)

Core (TM)
i7-11800H

16 G Windows 10

The property parameters of the main components of the materials used in the test
are shown in Table 3, which can be flexibly changed according to different application
requirements. Usually, it is necessary to sample the materials on the surfaces of the target
components and conduct comprehensive physical tests to obtain the material property
parameters. Since the selected test target is non-cooperative, we set the material property
parameters of the main material composition of the target surface reasonably based on
objective experience. These material property parameters can be flexibly changed according
to the actual situation, and the closer the material properties of the parameter are to the
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actual value, the more realistic the simulation results. The vacuum relative permittivity is
usually set to 1, and the relative permittivity of metal materials is larger than that of the
vacuum, which is used to quantify the influence of different materials on the polarimetric
scatter intensity. the reflection coefficient is related to the anisotropy of the material
microfacet normal vector distribution: when the diffuse coefficient is 1, and it indicates
that the distribution of the microfacet normal vectors is completely anisotropic in all
aspects. When the specular reflection coefficient is 1, it indicates that the distribution of
the microfacet normal vectors is completely homogeneous in all aspects. The reflection
index is used to constrain the specular surface distribution. The reflectance index is used to
constrain the projection range of specular reflected energy in the receiving direction. The
surface of a natural object is usually complex with a certain degree of roughness and gloss,
and the diffuse coefficient and specular reflection coefficient are between 0 and 1, which
are used to regulate the proportion of the normal vector distribution of the microfacet.
When EM waves are incident with the surface, some of the energy will be absorbed, and
the energy decay coefficient is used to quantify the wave-absorbing capacity of different
materials, thus controlling the number of recurrences of multiple scatterings of EM waves.

Table 3. Material property parameters.

Material
(Main Component)

Relative
Permittivity

Diffuse
Coefficient

Specular
Coefficient

Specular
Index

Energy Decay
Coefficient

Aluminum 8.00 0.75 0.80 50.00 0.20
Fiber-reinforced plastics 8.50 0.80 0.60 50.00 0.10

Special steel 9.50 0.65 0.80 30.00 0.25
Copper–nickel 12.00 0.70 0.50 50.00 0.15

Inconel 10.50 0.75 0.40 30.00 0.10
Nickel–titanium 15.00 0.65 0.70 40.00 0.20

4.2. Analysis of Simulation Results

The test first takes the Japanese helicopter aircraft carrier model as an example and
refers to the material parameter list in Table 3 to assign values to the surface material
parameters of the target’s main functional parts in turn. This test is mainly based on
the actual geometric structure of the target and the amount of information related to the
material. It then disassembles, assigns parameters, and splices the target in a refined way.
As shown in Figure 8a, the test disassembles the Japanese helicopter carrier into four main
functional parts. The target model is in OBJ file format, and its surface cell size is dual scale.
Large surface facets are used for planar structure components and small surface facets are
used for curved structure components, which not only ensures that the target has a detailed
geometric texture but also effectively prevents the surface facets from being overdivided,
which reduces the complexity of the calculation of the target multi-backscatter field. The
total number of target model facets (length 166 m × width 22 m × height 57 m) is 204,362,
according to the sampling rate in Table 1 (No. I). The interval of lattices is set to half the
system sampling space, in compliance with the Naquist sampling law. The number of
target lattices is 125,972.

As shown in Figure 9, in order to facilitate the demonstration of the process of fast SAR
image simulation based on spatial segmentation proposed in this paper, the target latticed
radiation area is initially segmented into six latticed blocks, and the located subspaces
are labeled with different colors. The CUDA kernel function designed is executed in
parallel on the CUDA platform to quickly obtain the amplitude and phase of the echo
signal corresponding to each latticed block. The simulation time consumption of the test is
detailed in Table 4, and compared with the CPU simulation time, the acceleration ratio can
reach 210 times.
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Table 4. Time consumption.

Model SAR Image Size
(HH)

Lattice
Number CPU Time GPU Time Speedup

Rate

Japanese
helicopter

carrier

Azimuth 680
samples 125,972 65.14 h 0.31 h 210.1×

Range 796
samples

In order to better demonstrate the amplitude difference between single and multiple
scattering, the amplitude difference of both is taken. In Figure 10, it can be visualized that
multiple scattering is mainly concentrated in the command tower, secondary scattering
mainly occurs at the edge of the hull enclosure, and single scattering mainly occurs on
the flight deck, and the flight deck is also arranged with a number of dihedral angular
of the catapult and the flame plate, which can be a secondary scattering. After the above
comparative analysis, the reliability of the calculation method of multiple backscatter fields
proposed in Section 2.2 of this paper can be effectively verified.
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The real SAR image of the Japanese helicopter carrier is shown in Figure 11 (left),
with the theoretical resolution of 1 m, and other system parameters as shown in Table 1
(No. I). The simulation results obtained by the method proposed in this paper are linearly
stretched in amplitude to highlight the target silhouette; see Figure 11 (middle). As shown
in Figure 11 (right), both geometric features can almost be fit together, and the amplitude
distribution is generally consistent, with some local differences in details.

Meanwhile, Table 5 gives some common structural similarity metrics including the
normalized correlation coefficient, mean hash similarity, and cosine similarity, indicating
that there is a high degree of structural similarity between the simulation results and the
real SAR images. Through the above qualitative and quantitative comprehensive analysis,
it can be effectively verified that the target simulation results obtained using the proposed
method have good fidelity.

Table 5. Quantitative evaluation of simulation results.

Reference Image Normalized
Cross-Correlation

Mean Hash
Similarity

Cosine
Similarity

Real SAR image 0.89 0.91 0.93

Based on the above simulation test of the Japanese helicopter carrier, the simulation
study of the composite scenario of multiple ships and the sea surface proceeded, as shown
in Figure 12a, by selecting the ship 1 (length 305 m × width 75 m × height 60 m, 53,499
surface facets), the ship 2 (length 200 m × width 120 m × height 30 m, 127,443 surface
facets), the ship 3 (length 167 m × width 22 m × height 57 m, 204,362 surface facets), and
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ship 4 (length 127 m × width 16 m × height 40 m, 48,766 surface facets) for sea surface
posture simulation. As shown in Figure 12b, we use a directional spectrum of the sea
wave made up of the JONSWAP spectrum and Donelan directional extension function to
construct the 3D sea surface background [27,28]. The sea area is set to 1200 m × 1200 m,
the wind speed is 10 m/s, the wind direction is 45◦, and the number of sea surface facets is
289,040, which can be flexibly replaced according to different sea conditions and application
requirements. The test selects the parameters in Table 1 (No. II). The total facet number in
the composite model of the multi-ships targets and sea surface is 723,110. The interval of
lattices is set to half the system sampling space, which is less than the theoretical resolution
and higher than the requirement of the Naquist sampling law; the latticed radiation area is
shown in Figure 12c, and the number of lattices is 3,928,125.
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Figure 13 shows the SAR image simulation results of the composite model of the
sea surface and ships. Usually, there is a “four-path” scattering phenomenon between
the sea surface and the ships, including the single and multiple scattering of the ship
self-body, the second scattering from the sea surface to the ship, the second scattering from
the ship to the sea surface, and the multiple scattering among the sea surface, ship, and
sea surface. The backscatter field of the composite scene is the vector superposition of
the “four paths” backscatter field. As shown in Figure 13, the geometry of the carrier’s
command tower on the sea surface is more complex and prone to multiple scattering, with
stronger backscatter and higher display brightness. The flight deck is mostly a planar
structure with only single scattering occurring, and it is relatively darker. The flight deck
is also arranged with multiple catapults, flame arresters, and dihedral angle structures,
displaying some sporadic bright spots. The dihedral scattering between the sea surface and
the carrier’s side occurs on the edges of the ship. For the flight deck of the ship 1 carrier, the
head geometry is obviously elevated, the local incidence angle becomes smaller, and the
position shows slightly brighter. The ship 4 is relatively small in size, the tower geometry
is stepped, the backscatter is stronger, and the amplitude is brighter. The simulation time
consumption of the test is detailed in Table 6, and the comparison results with the CPU
single-threaded simulation time consumption are given. The overall simulation details are
more realistic and consistent with the microwave scattering theory, which can effectively
verify the effectiveness of the proposed method.
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Figure 13. Simulation results of the composite model of the sea surface and ships.

Table 6. Time consumption.

Model SAR Image Size (HH) Lattice
Number CPU Time GPU Time Speedup

Rate

Composite
model of

the sea and
ships

Azimuth 1021
samples 3,928,125 242.51 h 0.92 h 263.6×

Range 1319
samples

In order to further verify the generality of the proposed method, the simulation test
on a small airplane target is added. As shown in Figure 14a, we select the Quest Kodiak
100 model (the model size is 11 × 14 × 5 m, the number of surface facets is 13,765).
The test selects the parameters in Table 1 (No. I). The simulation results are shown in
Figure 14b. Comparing the simulation results with the real SAR images, the distribution of
geometric and radiometric features is still approximately the same. The main reasons for
the amplitude differences in local details are as follows. (1) The geometric and material
parameters of the constructed target model have errors with the real target; (2) some system
parameters of the open dataset are unknown, which are different from the parameters
in Table 1 used in the test; (3) and the specific position of the target model with respect
to the scene center is shifted from the real situation, and there is a difference in the local
incidence angle.

Comprehensively analyzing the simulation time in Tables 4, 6 and 7 shows that the
proposed method can effectively improve the simulation efficiency of SAR images. After a
comprehensive comparison and analysis of the above comprehensive test results, it can be
fully proved that the proposed method can effectively improve the simulation efficiency
under the premise of ensuring the fidelity of SAR simulation images.
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Table 7. Time consumption.

Model SAR Image Size
(HH)

Rotation
Angle

Lattices
Number CPU Time GPU Time Speedup

Rate

Quest Kodiak 100
Azimuth

355
samples

0◦ 6996 56.96 min 0.29 min 196.4×
60◦ 9244 73.70 min 0.32 min 230.3×

Range 577
samples

120◦ 9229 77.79 min 0.38 min 204.7×
180◦ 6623 46.60 min 0.21 min 221.9×

5. Conclusions

We propose a BVH-assisted fast SAR image simulation method based on spatial
segmentation and build a simulation architecture to realize fast SAR image simulation
of distributed complex targets, including the simulation of EM wave transmission and
the calculation of a multiple backscatter field The method utilizes the BVH algorithm to
assist the EM wave transmission simulation and then adopts the ray tracing method for
backward multiple scattered field calculation. Then, an efficient CUDA kernel function
is designed based on the spatial segmentation theory and the echo matrix cell method,
regarding each cell as a subfield of the total backscatter field. The corresponding two-
dimensional envelope window of each cell is used as a constraint, effectively reducing
the workload of the single-thread execution task. Finally, based on the CUDA platform,
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the target backscatter field is quickly obtained by traversing the positions of all cells
of the echo matrix in parallel, and the simulated echo is processed by the RD imaging
algorithm to obtain the target SAR simulated image. The test results show that the method
proposed in this paper can effectively improve the simulation efficiency under the premise
of ensuring the fidelity of the simulated SAR image. With the rapid development of the
hardware acceleration platform, the following research will be carried out based on a
high-performance parallel hardware platform and integrated spatial iterative segmentation,
which will further improve the practical value of SAR image simulation technology.
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