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Abstract: Neural machine translation (NMT) typically relies on a substantial number of bilingual
parallel corpora for effective training. Mongolian, as a low-resource language, has relatively few
parallel corpora, resulting in poor translation performance. Data augmentation (DA) is a practical
and promising method to solve problems related to data sparsity and single semantic structure by
expanding the size and structure of available data. In order to address the issues of data sparsity and
semantic inconsistency in Mongolian–Chinese NMT processes, this paper proposes a new semantic-
context DA method. This method adds an additional semantic encoder based on the original
translation model, which utilizes both source and target sentences to generate different semantic
vectors to enhance each training instance. The results show that this method significantly improves
the quality of Mongolian–Chinese NMT tasks, with an increase of approximately 2.5 BLEU values
compared to the basic Transformer model. Compared to the basic model, this method can achieve the
same translation results with about half of the data, greatly improving translation efficiency.

Keywords: Mongolian neural machine translation; data sparseness; semantic-context data augmentation

1. Introduction

Data augmentation (DA) is a technology that employs relevant methods to expand
data when the training data are limited. It has shown remarkable effects in various deep
learning and machine learning tasks. While extensively and successfully applied in the
field of computer vision [1], there is no in-depth research on natural language processing
(NLP) and there has been limited success in achieving performance improvements. The
existing data augmentation methods can generally be divided into two categories: one is
word-replacement methods, and the other is relying on translation models for DA.

The first method is mainly to replace the words in the training data to achieve the
effect of DA. Fadaee et al. [2] improved the quality of sentence translation by replacing high-
frequency words with low-frequency words in language models. Xia et al. [3] proposed a
universal framework for implementing data augmentation, which can obtain data from rich
to scarce languages. Zhu et al. [4] proposed a method for enhancing “soft” contextual data
by randomly selecting words and then obtaining “soft words” closely related to the context
of the word through a language model. Zhou et al. [5] reordered the target sentence to
match the order of the source language and used it as an additional source for training-time
supervision. Liu et al. [6] proposed a causal relationship based on language models and
phrase alignment, which constructs a pseudo-parallel corpus by generating counterfactual
aligned phrases.

For the second method, the DA effect is mainly achieved by generating pseudo-
parallel corpora through translation models. Sennrich et al. [7] were the first to propose
the use of monolingual corpora for data augmentation. Fadaee [2] and Sugiyama [8]
used back-translation methods to reverse-translate monolingual data from the target lan-
guage, generating more source-language-enhanced versions. Isaac et al. [9] proposed a
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reverse-translation method with labels, which labels real data and pseudo-data differently,
so that the model can effectively distinguish these two types of data. Edunov et al. [10]
demonstrated through experiments that adding a certain proportion of noise to the gen-
erated pseudo-data can effectively improve translation quality. Wu et al. [11] proposed a
bilingual data extraction method called “Extract Edit” for generating high-quality bilin-
gual data through substitution and back-translation. Jiao et al. [12] proposed a method
of alternating training with real data and comprehensive data, which significantly im-
proved the performance of translation. Wu et al. [13] used reverse translation to generate
pseudo-bilingual data by separately generating source and target languages from third-
party single-axis languages. Zhang et al. [14] proposed using self-learning algorithms to
generate pseudo-parallel corpora from monolingual data, and also using two NMT models
in a multitasking learning framework to predict translations and reorder source sentences.
Abdulsumin et al. [15] proposed an improvement on self-learning methods, namely itera-
tive self training methods. Hoang et al. [16] improved the performance of NMT by iterating
reverse translation in high- and low-resource situations. Zhen et al. [17] established adver-
sarial networks to improve the performance of NMT models. Zhang et al. [18] introduced
a generative adversarial network into unsupervised machine translation, mapping the
distribution of source and target words into a shared semantic space. Wei et al. [19] pro-
posed a new data augmentation model—continuous semantic augmentation—to improve
translation quality.

However, there are few studies on DA methods in Mongolian neural machine trans-
lation (MNMT). The structure of Mongolian sentences takes the subject–object–predicate
form, which is different from most target languages in vocabulary, grammar and rhetorical
devices [20]. Therefore, the development of MNMT has been restricted by the scarcity of
parallel corpora for a long time. In MNMT, some simple DA techniques, such as insertion,
deletion, modification, and other methods to expand the parallel corpus, often result in a
large semantic difference between the generated enhanced sentences and the original sen-
tences, and the diversity of the generated training samples is limited. Ji et al. [21] adopted a
new preprocessing technique of generative adversarial networks and mixed morphological
noise for the problem of unknown words in Mongolian–Chinese NMT. Hei et al. [22]
proposed a word segmentation method based on BERT DA, significantly improving the
performance of Mongolian–Chinese NMT. Although some studies have been devoted to
improving the quality of Mongolian–Chinese NMT, there are few studies on the DA of
Mongolian–Chinese materials, especially on the semantic DA in Mongolian–Chinese NMT.

Therefore, in response to the scarcity of corpora and semantic inconsistency in Mongolian–
Chinese NMT, we propose a method based on semantic-context DA, which does not generate
explicit training samples, but uses semantic vector fusion to directly integrate enhancement
into the training process. This method can significantly improve the quality of MNMT.
Specifically, we initially trained a semantic encoder using contrastive learning to map
source and target sentences into the same semantic space. Post training optimization,
we sampled K source sentence vectors from the semantic space where source and target
sentences intersect, and then fused them with the vectors output by the original encoder.
Finally, the fused semantic rich vector was input into the decoder for decoding operation.
We evaluated our framework on Mongolian–Chinese translation tasks, which is a much
better method than using the baseline model.

The main contributions of this paper are as follows:
(1) Aiming to address the problem of data sparsity and missing semantics in MNMT,

this paper proposes a semantic-context DA technique and use different DA methods to
generate pseudo-parallel corpora.

(2) We train an additional semantic encoder using the method of contrastive learning
to extract the semantic information of the source and target in the Mongolian–Chinese
NMT process.

(3) The model proposed in this paper shows significant performance on both the
Mongolian and Chinese low-resource datasets as well as the datasets generated through DA.
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2. Semantic-Context Data Augmentation

Semantic-context DA is a technique that merges source and target data for DA. It can
simultaneously utilize the semantic information of the source and target during training to
generate diverse semantic information-rich vectors. These vectors can be fused with the
vector generated by the encoder and then translated to improve translation performance.
This method augments the original sentences without requiring additional training samples.
A shared semantic space exists between the source and target languages of NMT, established
by a semantic encoder, which contains many vector variants with the same semantics as
the original training sample. This method can alleviate the problems of data sparsity and
semantic inconsistency in Mongolian–Chinese NMT.

Therefore, for data augmentation within the semantic space, this paper utilizes Trans-
former as the primary network and the pre-trained model XLM-R (Cross-lingual Language
Model with RoBERTa architecture) [23] as an additional semantic encoder. The XLM-R
model is based on the RoBERTa (Robustly optimized BERT approach) architecture, but in
essence, the XLM-R model is a deep learning model based on Transformer’s self-attention
mechanism. By pre-training the model on large-scale text data, the semantic representation
and features learned by the XLM-R model can capture the semantic information and lan-
guage structure in the text. This general semantic representation is beneficial for various
downstream natural language-processing tasks, because it provides a general representa-
tion that can be applied to different tasks and fields. A specific structure diagram of XLM-R
is shown in Figure 1. XLM-R is used as a semantic encoder, which can dynamically allocate
attention weights according to different positions and semantic relationships in the input
sequence. At the same time, the model can better understand the semantic content of the
input text, and take into account the relationships between and importance of words in the
text when encoding, resulting in more accurate and rich semantic coding.

Figure 1. XLM-R structure diagram.

The pre-trained semantic encoder is proficient in capturing both grammar and seman-
tic information within the text. Within the semantic encoder, a forward function ϕ(. : θ

′
)

parameterized by θ
′

is defined, enabling the mapping of discrete sentences into continuous
vector representations [19]. This semantic encoder aims to convert the source sentence
x and the target sentence y into real-valued vectors, rx = ϕ(x : θ

′
) and ry = ϕ(y : θ

′
),

respectively. By mapping the semantic information of Mongolian and Chinese into the
same vector space, the encoder achieves semantic representation and comprehension of
these two languages. For the generation of semantic regions, the following method is
used. Assuming (x(i), y(i)) and (x(j), y(j)) are two randomly selected training instances
from the training corpus, the adjacent semantic region v(rx(i) , ry(i)) is defined as the union
of two closed balls centered on rx(i) and ry(i) , respectively. The radius of the two balls is
d = ||rx(i) − ry(i) ||2, which is the Euclidean distance between rx(i) and ry(i) . d is also con-
sidered a relaxation variable for determining semantic equivalence, meaning that a vector
whose distance from rx(i) or ry(i) does not exceed d is semantically equivalent to rx(i) or ry(i) .
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Using the method of comparative learning to optimize the semantic space range,
each vector generates a semantically similar region in a continuous space, that is, an
adjacent semantic region that contains variants of the same semantic representation as the
original sentence. The adjacent semantic region v(rx, ry) in the semantic space contains
multiple semantic variants of the described sentence pairs (x, y), and contains many vector
representations of similar semantics in Mongolian and Chinese. We construct negative
samples in comparative learning by applying convex interpolation between the current
instance and other instances in the same training batch for instance comparison. The
negative sample and design are as follows:

rx′(j) = rx(i) + λx
(
rx(j) − rx(i)

)
, λx ∈

(
d
d′

x
, 1
]

(1)

ry′(j) = ry(i) + λy

(
ry(j) − ry(i)

)
, λy ∈

(
d
d′

y
, 1

]
(2)

Here, d
′
x = ||rx(i) − rx(j) ||2, d

′
y = ||ry(i) − ry(j) ||2 in the two formulas above, where d

′
x and d

′
y

are numbers larger than d, or rx′(j) = rx(j) and ry′(j) = ry(j) .
Following this design, through the interpolation of multiple instances within the

same training batch, the adjacent semantic region of the i-th training instance can be
comprehensively established. We dynamically adjust the values of λx (or λy) during the
training process, as referenced in [24]. We optimize this vector space using contrastive
learning methods and sample the source language vectors within the vector space. The
sampling method employs normal distribution sampling to generate random semantic
representations, which are subsequently fused with the original training samples to enhance
the contextual semantic data of the training set.

When conducting comparative learning, we generate a semantic space with more
similar semantic information by optimizing the loss of the difference between the semantic
similarity between the negative sample and the original sentence vector and the semantic
similarity between the positive sample and the original sentence vector. s(x, y) represents
the similarity function between the positive and negative samples, thereby deriving the
loss function for contrastive learning, as depicted in Formula (3):

LossCL(x(i)) = max(s(rx′(j) , rx(i))− s(ry(i) , rx(i)) + η, 0) (3)

Similarly, we also expect ryi and rxi to be as similar as possible, but different from all other

instances in the same training batch. Therefore, LossCL(y(i)), as shown in Formula (4):

LossCL(y(i)) = max(s(ry′(j) , ry(i))− s(rx(i) , ry(i)) + η, 0) (4)

The comparative loss of training batches can be expressed as

LossCL = Lossx(i) + Lossy(i) (5)

The loss function is established based on the Max-Margin Loss Function, where the
constant η represents the margin. Specifically, the aim is to enhance the similarity score of
positive samples while diminishing the similarity score of negative samples. In essence, η
represents the maximum allowable difference between the two scores; any further increase
in the difference would not yield any reward, thereby ensuring the model’s generalization
ability. Moreover, if the similarity score of negative examples is less than the constant η,
the loss function is adjusted to bring their distance closer to η. The loss function for the
translation model is the cross-entropy loss function, depicted in Formula (6):

Losstrans = CrossEntropy(y, ŷ) (6)
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When integrating semantic-context DA models with translation models, the fusion
loss function is

TotalLoss = w1 ∗ LossCL + w2 ∗ Losstrans (7)

where w1 and w2 are the weights assigned to LossCL and Losstrans, respectively. These
weights can be arbitrary positive numbers, and their sum does not have to equal 1. Their
values depend on the relative importance you assign to each loss function during training.
To select suitable weights, it is common to conduct experiments and adjustments. One
can try different weight combinations and then assess the model’s performance using a
validation set or cross-validation to find the optimal weight configuration. In the optimized
adjacent semantic region, the normal distribution sampling method is used to sample
K(r1, r2 . . . rk) source language vectors in the position where the source language semantic
space coincides with the target language semantic space. The vector sampled by this method
contains a representation of source language semantic information and target language
semantic information, which makes the semantics richer. Among them, r(k)ϵv(rx, ry), K
are hyperparameters that determine the number of sampling vectors. The result of normal
distribution sampling will yield a vector within a certain range of values, allowing the
generation of new samples with a certain degree of continuity. These sampled semantic
vectors are combined with the semantic vectors generated by the Transformer encoder. The
resulting merged semantically enriched vectors are then fed into the decoder for decoding
operations. The fusion formula is

rz = (r + r1 + r2 + . . . + rk)/(k + 1) (8)

3. Mongolian–Chinese Translation with Semantic-Context Data
Augmentation Technique

This paper combines the architecture approach of the Transformer model with semantic-
context data augmentation, and the model is named Sem-NMT. The specific structure is
shown in Figure 2.

Figure 2. Semanticcontext data enhancement structure figure.

The Transformer model consists of multiple encoders and decoders. When the Trans-
former model is working, the encoder encodes the input sentence and transfers the encoded
information to the decoder. The decoder translates Mongolian into Chinese based on encod-
ing information. Each encoder in this model establishes communication with all decoders,
allowing each decoder to access the necessary information. The internal structure of each
encoder layer on the encoder side of the model remains identical, with the self-attention
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layer being the most crucial component. During translation, the self-attention layer serves
to guide the model on which words to prioritize, calculating the attention value for each
word. The processing of the self-attention layer can better extract the features of the data.
The calculation formula of the self-attention mechanism is as follows:

Attention(Q, K, V) = so f tmax(
QK⊤
√

dk
)V (9)

where Q, K, and V are obtained by multiplying three different parameter matrices, WQ,
WK, WV , with the embedding vectors of the words. These three vectors describe the
information contained in the vocabulary from different perspectives. In this paper, dk = 64
and

√
dk = 8. Both the encoder and decoder sides of this model employ a multi-head

attention mechanism. After embedding the words, a word can be input into different
self-attention layers, producing multiple distinct self-attention output values. Subsequently,
these values are concatenated, and a parameter matrix of appropriate dimensions is used
to reduce the dimension of the concatenated self-attention output. Finally, they are fed into
a fully connected layer for further computation. Through this operation, we can obtain
semantically rich vectors, the structure of which is shown in Figure 3.

Figure 3. Multi-headed self-attention mechanism.

However, the multi-head self-attention layer alone cannot capture positional infor-
mation within Mongolian sentences. This article employs positional encoding to capture
structural information within sentences. The formula for positional encoding is as follows:

PE(POS, 2i) = sin(
pos

1000
2i

dmodel

) (10)

PE(POS, 2i + 1) = cos(
pos

1000
2i

dmodel

) (11)

In the formula, dmodel is the dimension of the embedding vector for Mongolian words, and
i is the component index of the embedding vector for Mongolian words, with a value range
of 1 to dmodel . pos is the positional index of words in Mongolian. Formulas (10) and (11),
respectively, encode the parity component index in the Mongolian word embedding vector.
The utilization of trigonometric functions is attributed to their unique properties, enabling
the transformation of Mongolian word encoding from the right side of the sentence to
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reflect linear changes in the word encoding on the left side of the sentence. This coding
method can capture the absolute position information and relative position information of
Mongolian words. Figure 4 illustrates the utilization of positional encoding for Mongolian
words. This involves acquiring the positional encoding of Mongolian words, adding it to
the corresponding term of the word embedding vector, and subsequently inputting it into
the translation model for training.

Figure 4. The application of word embedding vector and position information.

Mongolian is a low-resource language with relatively few parallel corpora. Nowadays,
machine translation requires a large number of corpora to train an excellent translation
model. For Mongolian, we need to use DA methods to improve the translation performance
of the model. Aiming to address the problem of data sparseness and semantic inconsistency
in Mongolian–Chinese neural machine translation, this paper adds a semantic encoder
to extract semantic information from training samples on the basis of the Transformer
translation model. Specifically, this paper maps Mongolian and Chinese to the same
semantic space through a semantic encoder, and optimizes the semantic space by means of
comparative learning. The vector in the semantic space is sampled and fused with the vector
in the Transformer encoder and sent to the decoder for decoding operation. The fused
vector simultaneously incorporates the semantic information from both the source and
target. By merging multiple vectors, the diversity of semantic information is augmented,
following which the enhanced vector is directed to the decoder for the decoding process.
The unique architecture of the Transformer decoder allows for the extraction of Mongolian
information from various perspectives. It offers diverse Mongolian information to the
decoder through its distinctive interactions.

4. Experiments

This section initially presents the bilingual parallel corpus dataset utilized in this
paper, along with the evaluation metrics employed in this study. Subsequently, it outlines
the experimental settings where Sem-NMT is applied to the Mongolian–Chinese transla-
tion task and other low-resource languages. Finally, it provides the experimental results
alongside the corresponding analysis.

4.1. Experimental Data and Evaluation Indicators

Before the translation task, we augmented the Mongolian–Chinese parallel corpus
to generate a pseudo-parallel corpus. Then, we merged this pseudo-parallel corpus with
the original Mongolian–Chinese corpus to conduct research on Mongolian–Chinese NMT.
The dataset of Mongolian–Chinese NMT we used was a 30 w Mongolian–Chinese parallel
corpus selected from the school laboratory and a 270 w Mongolian–Chinese pseudo-
parallel corpus generated by a DA method. The DA methods employed in this paper
included simple augmentation, back-translation, and iterative back-translation. The simple
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data augmentation techniques involved random exchange, random insertion, synonym
replacement, and random deletion. When conducting a simple DA, attention must be
given to potential issues such as the number of operations k for random exchange, random
insertion, and synonym replacement in a real Chinese sentence. Additionally, the setting of
the operation word p in the random deletion operation should be considered. Here, we
let k = p ∗ l, where l is the length of the sentence, so that the number of operations can be
dynamically adjusted according to the length of the sentence to ensure higher quality of the
generated pseudo-sentences. In the Mongolian–Chinese translation task, we set the ratio of
operation words to 0.1, and the relevant experiments are shown in Figure 5. The number
of new corpora constructed was set to n = 1. The cosine similarity calculation method
was used to calculate the similarity when the synonym is replaced, and the threshold
was set to 0.8. The BPE (Byte Pair Encoding) word segmentation method dynamically
generates vocabulary through character-based merging operations, thereby solving some
limitations of traditional word segmentation methods such as fixed vocabulary size and
sparse vocabulary. It is an important word segmentation method in low-resource-language
processing. Therefore, this paper adopted the BPE word segmentation method for text. The
data are shown in Table 1.

Figure 5. Determination of operation-word ratio.

Table 1. The scale of bilingual parallel corpora used in the experiment.

Corpus Type Training Set Validation Set Test Set

Initial corpus 30 w 2000 2000

Easy data augmentation 60 w 4000 4000

Back-translation 60 w 4000 4000

Iterative back-translation

IT1(Zh-Mn): 60 w
IT2(Mn-Zh): 90 w
IT3(Zh-Mn): 120 w
IT4(Mn-Zh): 150 w

5000 5000

For the evaluation index, this paper adopted the widely used automatic machine
translation evaluation method and the bilingual translation quality evaluation auxiliary tool
BLEU (Bilingual Evaluation Understudy). BLEU is an automated indicator for evaluating
the quality of machine translation. It is evaluated by comparing the n-gram (consecutive
n words) overlap between the system-generated translation and the reference translation.
The higher the BLEU value, the more overlap between the translation generated by the
system and the reference translation, and the better the translation quality.
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4.2. Experimental Settings

We divided the training process into two parts. The aim of the first part was to train a
single semantic encoder for semantic-context data augmentation. The aim of the second
part was to train a Transformer NMT model with semantic data augmentation.

The purpose of the first part was to use the XLM-R pre-training model as our semantic
encoder. XLM-R is a language model based on the RoBERTa architecture, which has strong
semantic coding ability. By pre-training the model on a large-scale multilingual corpus,
XLM-R can learn common semantic representations and features. As a semantic encoder,
XLM-R can convert the input text into a semantically rich vector representation, which
contains the semantic information and context of the input text. In our experiment, we
chose the XLM-R model as our semantic encoder and evaluated its performance on our
task. It can map the text of different languages into a shared semantic space. Here, we
used the semantic encoder to map Mongolian and Chinese into a semantic space and used
the method of comparative learning to optimize the semantic space. The parameters were
set using the parameters of the XLM-R Base. The number of encoder layers was 12, the
number of attention heads was 12, and the number of hidden units was 768.

The purpose of the second part was to train an NMT model with DA. Sampling
semantic vectors from the optimized semantic space and merging these vectors with the
semantic vectors output by the Transformer encoder, the fused semantic vectors were
then fed into the decoder for decoding operations. The translation model uses the basic
Transformer architecture [25]. The basic Transformer architecture is a deep learning model
based on a self-attention mechanism for sequence-to-sequence learning tasks. It consists of
an encoder and a decoder, where the encoder is responsible for encoding the input sequence
into a context-sensitive representation. The self-attention mechanism of the Transformer
architecture can capture the semantic information and context relationship in the input
sequence, resulting in rich semantic coding. Specifically, both the encoder and decoder are
composed of six blocks. The dimensions of the embedded sub-layer and the feedforward
sub-layer were set to 512 and 1024, respectively. The number of attention heads was set to
4. The default learning rate was 0.003.

4.3. Experimental Results and Analysis

As shown in Table 2, the table presents the results of various methods in the Mongolian–
Chinese translation task. From the data in the table, it can be concluded that the semantic-
context data enhancement method proposed by us has a better translation effect on multiple
different datasets than the existing DA strategies, such as back-translation [7], soft context
data enhancement [4], SwitchOut [26], etc.

Table 2. BLEU of translation results.

Model
Initial

Corpus
Easy Data

Augmentation
Back-

Translation
Iterative

Back-Translation

Transformer 30.2 30.8 31.1 31.6

SwitchOut 31.3 31.6 31.9 32.4

SemAug 30.78 31.16 31.62 31.56

SCA 31.02 31.17 32.03 32.17

Sem-NMT (ours) 32.73 33.15 33.57 34.55

The experimental results also show the importance of large-scale training data for
MNMT. We observed that using simple DA, back-translation, and iterative back-translation
DA methods and our proposed semantic-context DA method significantly improved trans-
lation quality. However, the method proposed in this paper generally achieved the best
results and outperformed the other DA methods in the testing set. Because our method
uses both the source and target sentence vectors in the translation process, we can obtain a
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vector representation with rich semantic information. By using our method and the existing
method in the pseudo-parallel corpus generated by different DA methods, it is obvious
that with the expansion of the corpus scale, the translation effect is constantly improving.
Due to its direct operation of sentences, simple data augmentation easily leads to issues
of missing semantics. Compared with the back-translation and iterative back-translation
methods, the translation results on the pseudo-parallel corpus generated by simple DA
are poor. In general, the expansion of corpus size can effectively improve the quality of
Mongolian–Chinese translation tasks.

The main feature of Mongolian syntax is that the subject and object come before the
predicate verb, and their order is not fixed. This syntactic structure often leads to structural
confusion when translating Mongolian into other languages. As shown in Figure 6, several
typical representative sentences were selected to translate Mongolian into Chinese using
the Sem-NMT model. From the translation result of the first sentence, it can be seen that
when translating ordinary sentences, the translated sentences are roughly the same as
the reference translation. From the second translation result, it can be seen that passive
sentences can easily be translated into content that is contrary to the original semantics
in MNMT. This is because Mongolian grammar takes the subject–object–verb structure,
while Chinese takes the subject–verb–object structure, which is not very conducive to
translating complex sentences. In future research, the translation model also needs to be
further improved to account for the corresponding grammatical structure of Mongolian
and Chinese. Through the analysis of the translation results of Mongolian and Chinese,
the translation model can effectively alleviate the problem of unknown words, and the
translation effect of some place names and specific nouns is particularly prominent.

Figure 6. Translation sample.

Figure 7 show the changes in the loss and accuracy of the Sem-NMT model during
training. From this graph, it can be seen that in the early stages of model training, the
loss function decreases rapidly, and the accuracy of translation improves rapidly. With the
increase in training time, the change in loss also increases, but the increase is small, and
finally tends to stabilize. As the training time increases, the accuracy of model translation
also continuously improves and tends to stabilize when reaching a certain value. Based on
the changing trends of these two graphs, it can be seen that our proposed method is stable
and effective in overall training. Compared to the basic Transformer model, the Sem-NMT
model has improved convergence speed and accuracy to a certain extent, indicating that
the Sem-NMT data augmentation model proposed in this paper can significantly improve
the quality of Mongolian–Chinese neural machine translation.

In order to explore the translation performance of this method in other low-resource
languages, we obtained publicly available datasets from the internet. The Vietnamese–
Chinese dataset was selected from CWMT2020, and 30 w sentences were extracted for
training, while the Tibetan–Chinese dataset was selected from the Opus corpus [27] and pre-
processed using the method of OpusFilter [28]. Then, 30 w sentences of the Tibetan–Chinese
parallel corpus were extracted as the training set. Table 3 shows the specific translation results.
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Figure 7. Changes in loss and accuracy during the translation process.

Table 3. Translation results of Sem-NMT on different datasets.

Model Mn-Ch Vi-Ch Ti-Ch

Transformer 30.26 31.4 19.98

SwitchOut 31.32 29.38 20.34

SemAug 30.78 29.14 20.51

SCA 31.02 28.77 20.87

Sem-NMT (ours) 32.73 32.15 21.78

From the above translation results, it can be seen that the Sem-NMT data augmentation
model proposed in this paper can not only achieve good translation results in Mongolian–
Chinese neural machine translation tasks, but also increase the BLEU values by 0.8 and 1.8
in low-resource Vietnamese–Chinese and Tibetan–Chinese translation tasks, respectively.
So, the Sem-NMT data augmentation model proposed in this paper can effectively improve
the quality of low-resource machine translation.

In summary, the semantic-context DA method we proposed can achieve good results
in the Mongolian–Chinese NMT task. It improves the BLEU value by 2.5 for the basic
Transformer model. Compared to the basic model, this method can achieve the same
translation results with about half of the data, greatly improving translation efficiency. In
addition, by combining simple DA, backtracking, and iterative backtracking methods on
this basis, the translation quality has also been significantly improved.

5. Conclusions

In the context of the robust evolution of data augmentation methods in NMT, this
study explores the data augmentation challenges within MNMT. Aiming to solve the
problem of data sparseness and semantic inconsistency in MNMT, this paper proposes an
MNMT method based on semantic-context DA. This method adds an additional semantic
encoder to the Transformer translation model to extract the semantic information of the
source and target languages. This study maps Mongolian and Chinese into a shared
semantic space by semantic encoding, and applies comparative learning to optimize the
space that contains rich semantic vector variants. Subsequently, a semantic vector is
sampled from this space, fused with the vector generated by the encoder, and then fed
into the decoder for translation. This DA method can use the semantic information of
both the source and target to improve translation performance during the training process.
Compared with the baseline model, the data augmentation method proposed in this paper
significantly improved the translation results, especially in the translation of low-frequency
words such as place names and names, and its effectiveness has also been verified in other
low-resource datasets.
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While the use of semantic-context data augmentation methods to generate diverse
training samples alleviates the issue of resource scarcity in MNMT, there still exists a
discernible gap between the generated samples and the original training data. In future
endeavors, we aim to further explore methods to optimize data augmentation techniques,
striving to enhance the quality of MNMT, specifically focusing on the issues of grammar
and semantic alignment between Mongolian and Chinese.
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