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Abstract: As the leading platform of online education, MOOCs provide learners with rich course
resources, but course designers are still faced with the challenge of how to accurately improve the
quality of courses. Current research mainly focuses on learners’ emotional feedback on different
course attributes, neglecting non-emotional content as well as the costs required to improve these
attributes. This limitation makes it difficult for course designers to fully grasp the real needs of
learners and to accurately locate the key issues in the course. To overcome the above challenges, this
study proposes an MOOC improvement method based on text mining and multi-attribute decision-
making. Firstly, we utilize word vectors and clustering techniques to extract course attributes that
learners focus on from their comments. Secondly, with the help of some deep learning methods
based on BERT, we conduct a sentiment analysis on these comments to reveal learners’ emotional
tendencies and non-emotional content towards course attributes. Finally, we adopt the multi-attribute
decision-making method TOPSIS to comprehensively consider the emotional score, attention, non-
emotional content, and improvement costs of the attributes, providing course designers with a priority
ranking for attribute improvement. We applied this method to two typical MOOC programming
courses—C language and Java language. The experimental findings demonstrate that our approach
effectively identifies course attributes from reviews, assesses learners’ satisfaction, attention, and
cost of improvement, and ultimately generates a prioritized list of course attributes for improvement.
This study provides a new approach for improving the quality of online courses and contributes to
the sustainable development of online course quality.

Keywords: MOOC; text mining; multi-attribute decision-making; course improvement; deep learning

1. Introduction

Massive Open Online Courses (MOOCs), a significant innovation in teaching tech-
nology, offer a diverse array of high-quality open online courses globally [1], effectively
overcoming numerous limitations of traditional offline learning in terms of cost, space, and
background [2,3]. Simultaneously, the openness of MOOCs presents a novel opportunity
for higher education institutions to create a richer and enhanced learning experience for
learners through strengthened collaboration in knowledge sharing [4]. The emergence of
MOOCs has not only facilitated the global sharing of educational resources but has also
breathed new life into educational equity and popularization efforts [5]. MOOCs are now
at the forefront of education [6]. Since the inception of the “Year of MOOCs” in 2012, the
utilization of MOOCs has been steadily increasing worldwide. This trend has been further
accelerated by the COVID-19 pandemic, which prompted the transition of numerous offline
courses to online formats [7]. Consequently, people have become increasingly reliant on
MOOCs, with millions of new users signing up on their platforms [8]. By 26 January 2024,
China had launched over 76,800 MOOCs, catering to a staggering 1.277 billion learners
within the country. MOOCs are now at the forefront of education [9].
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However, despite the booming development of MOOCs, the rapid surge in the number
of courses has given rise to numerous challenges, including a high dropout rate [10–12]
and inconsistent quality [13], thereby hampering the sustainable progress of MOOCs. Since
learner satisfaction plays a pivotal role in extending the duration of product usage [14], it
has become imperative to pinpoint the issues prevailing in MOOCs and furnish targeted
recommendations to course designers, aiming to enhance learner satisfaction.

MOOCs enable learners to share their views and perceptions of courses through posted
reviews. These reviews encompass a diverse array of learner needs, expectations, and
suggestions [15], serving as a rich resource for enhancing course quality. By delving deeply
into these comments, we can gain insights into the learners’ satisfaction and dissatisfaction
levels towards various course attributes [16], enabling us to provide targeted improvement
directions to course designers [17], such as the research of Geng et al. [18] and Liu et al. [19].

Text mining is the process of extracting valuable information from text data [20].
By analyzing the satisfaction and dissatisfaction expressed by reviewers, valuable in-
sights can be gained into consumer requirements, which in turn can guide product
improvements [21–23]. For the product attributes that people are less satisfied with, it
may be the product attributes that need to be improved [24,25]. These studies usually first
mine the attributes of the product or service from the reviews, as well as the sentiment
related to the attribute, and then determine the satisfaction and attention to the attribute.
Ultimately, the decision on which attributes require improvement is made based on a
combination of satisfaction levels and attention received from customers.

Text mining can also be employed to identify attributes in MOOCs that learners are dis-
satisfied with, enabling instructors to subsequently target these attributes for improvement.

However, there is a relative lack of research on MOOC improvement through text
mining, and previous studies rarely considered the non-emotional content and improve-
ment cost of product attributes. Indeed, online reviews encompass both emotional and
non-emotional content, both of which are equally valuable for analysis [26]. One of the
primary reasons that individuals write online reviews on e-commerce platforms is to allevi-
ate consumer uncertainty during the shopping process [27]. Therefore, we can infer that
the non-emotional reviews penned by learners on MOOCs serve to assist those reading
the reviews in better comprehending the course content. Therefore, we can infer that
the non-emotional reviews written by learners on MOOCs are meant to help the readers
of the reviews understand the course content better. In turn, the attributes contained in
non-emotional reviews may be important to future learners, in a reviewer’s opinion.

When determining which product attributes require improvement, the associated cost
is a critical consideration. In the realm of product development, cost often serves as a
pivotal factor in prioritizing attribute enhancements [28]. Similarly, the same principle
applies to course improvement. If learners express dissatisfaction with a particular course
attribute but the cost of enhancing that attribute is substantial, it may not necessarily receive
a high priority for improvement. Alternatively, even if learners express satisfaction with a
particular attribute, it may still be prioritized for improvement if the cost of enhancing it is
relatively low.

Hence, a comprehensive approach is necessary for course improvement, considering
learner satisfaction, non-emotional content, attention, and the cost of enhancing various
attributes. This makes it a multi-attribute decision-making (MADM) problem to identify
course attributes that need to be improved. MADM refers to the problem of making
decisions for multiple alternatives with multiple evaluation criteria [29].

To address the aforementioned problems, we aim to introduce a novel approach that
integrates text mining and multi-attribute decision-making (MADM) for the improvement
of MOOCs. This framework will enable us to extract course attributes that learners prior-
itize, along with their emotional and non-emotional responses towards these attributes.
Subsequently, it will provide recommendations for course enhancement.
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The remainder of this paper is organized as follows: In Section 2, we introduce related
work. Section 3 describes the research approach. Section 4 presents the details of our
experiments. Section 5 presents our conclusions and suggestions for future research.

2. Related Work

In this section, we review works that are pertinent to our topic. Specifically, we
consider recent studies focusing on MOOC review text mining, as well as those that explore
product or service improvement through review text mining.

2.1. MOOC Review Text Mining

As the accumulation of learner reviews continues to grow on MOOC platforms and
text mining technology becomes more sophisticated, there has been a surge in research
exploring the analysis of MOOC review texts.

Kastrati et al. [30] proposed a weakly supervised aspect-based sentiment analysis
method for MOOC reviews, which can effectively reduce the dependence of the model on
the number of training samples. Mrhar et al. [31] proposed a sentiment analysis method
that combines Bayesian neural networks, convolutional neural networks (CNNs), and
long short-term memory (LSTM). This method demonstrates promising results in the sen-
timent analysis of MOOC comments. Wang et al. [32] employed the ALBERT-BiLSTM
model for sentiment analysis of MOOC reviews, revealing superior performance com-
pared to existing methodologies. To enable data-driven design automation, Dina et al. [33]
proposed a text-mining-based approach that automatically extracts feature sentiment
pairs from MOOC reviews. In order to improve the performance of sentiment analysis,
Liu et al. [34] combined BERT and part-of-speech information in MOOC reviews of senti-
ment. Liu et al. [35] proposed an MOOC-BERT model to automatically identify learners’
cognition from online reviews, which has been verified to be superior to representative
deep learning models in recognition and cross-curriculum.

Lundqvist et al. [36] categorized learners in MOOCs into beginner, experienced, and
unknown categories and conducted a comparative analysis of the attitude differences
among these learner groups in MOOCs. To gain insights into learners’ preferences and
concerns, Geng et al. [18] employed a combination of machine learning techniques and
statistical analyses to mine reviews from NetEase, and they found learners pay more
attention to the teaching and platform rather than the course content. Hew et al. [37]
identified the influencing factors of learner satisfaction through text mining techniques.
Nie et al. [38] introduced a comprehensive scoring methodology for MOOCs. This ap-
proach initially mined individuals’ satisfaction levels with various course aspects from
MOOC reviews, subsequently employing the Analytic Hierarchy Process (AHP) to generate
an overall course rating. Chen et al. [39] used a structural topic model in MOOC reviews
and found that the topics vary depending on the emotions or categories of the courses
involved. Li et al. [6] undertook a comprehensive investigation to identify the key factors
that contribute to the success of MOOCs. They categorized MOOCs into two distinct types
and conducted a detailed analysis to uncover the influencing factors associated with each
type. Gomez et al. [9] performed an extensive analysis of a large corpus of review text
data, uncovering that numeric ratings alone provide limited guidance to learners in the
course selection process. However, they identified that text mining can be effectively em-
ployed to aid course selection, as MOOC reviews contain abundant valuable information.
Nilashi et al. [40] introduced a multi-stage text-mining-driven approach aimed at uncover-
ing the influencing factors of learner satisfaction in MOOCs. Furthermore, to ensure the
reliability and practical implications of their proposed method, they validated its efficacy
through a survey methodology. Based on online reviews, Wang et al. [41] discovered that
not all online review topics exert an influence on overall learner satisfaction.

It is evident that recent research on MOOC text mining has primarily focused on
methodological studies, with a strong emphasis on extracting valuable content from MOOC
reviews. Notably, there has been a significant focus on exploring the influencing factors of
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learner satisfaction. However, a notable gap exists in the literature regarding the provision
of course improvement suggestions based on these mined influencing factors. This study
aims to bridge this gap and provide practical recommendations for enhancing the quality
of MOOCs and learner satisfaction.

2.2. Review Text-Mining-Based Product or Service Improvement

Online reviews encompass consumers’ varying degrees of satisfaction and dissatis-
faction towards various products or services. Consequently, numerous studies have been
devoted to the text mining of online reviews, aiming to facilitate product enhancement and
the creation of innovative offerings.

Zhou et al. [24] utilized Latent Dirichlet Allocation (LDA) [42] to extract product
attributes from Amazon reviews. Subsequently, they employed a rule-based sentiment
analysis approach to categorize the sentiment associated with these attributes. Finally,
they leveraged the Kano model to identify the attributes that required improvement.
Their approach is a typical approach of text-mining-based product improvement, such as
Lee et al. [25]. Liu et al. [43] enhanced the efficacy of the traditional Kano model for product
improvement by integrating it with the fuzzy Analytic Hierarchy Process (AHP) and
Quality Function Deployment (QFD). This integrated approach provided a comprehensive
framework for prioritizing and optimizing product attributes, leading to more targeted
and effective product enhancements. Chen et al. [44] undertook a comprehensive text
mining analysis of high-speed rail reviews, successfully extracting six passenger demands.
Utilizing large-scale group decision-making techniques, they aggregated the satisfaction
levels of 100 passengers across these six demands, finally deriving the six demands’ degrees
of satisfaction and rankings. Chen et al. [22] took into account both explicit and implicit
features during the extraction of product attributes. They employed neural network training
to determine the relative importance of each feature, subsequently mapping these attributes
to the Kano model. Previous studies employing text mining and the Kano model have
not considered the consumers’ affective needs. In order to address this issue, Jin et al. [45]
adopted the Kansei-integrated Kano method to obtain the priority of product feature
improvement. This method incorporates affective design and is more comprehensive than
the traditional Kano model. Goldberg et al. [46] used the attribute mapping framework
introduced by MacMillan and McGrath, successfully extracting attributes from reviews
to offer innovation insights. Their approach to mining attributes from online reviews
surpasses previous methods in terms of depth and precision. Huang et al. [47] combined
the Latent Dirichlet Allocation (LDA) topic model and Quality Function Deployment (QFD)
to mine customer requirements and competition information from online reviews for new
product development. Ji et al. [48] proposed a large-scale group decision-making method
to integrate the satisfaction of individual consumers on product attributes to form group
satisfaction. Joung and Kim [49] utilized text mining techniques to cluster consumers based
on their preferences. Initially, they mined the product attributes that consumers prioritize
from online reviews. Subsequently, they employed neural networks to determine the
importance of these attributes and clustered consumers accordingly, leveraging the attribute
importance weights. Zhang and Song [50] combined text mining and large group decision-
making methods to make product improvement decisions. Through a comparative analysis
with intuitive and expert decision-making approaches, they demonstrated the reliability
and effectiveness of their proposed method, surpassing both comparison methods. While
numerous studies have primarily centered on enhancing products or services through
text mining, often neglecting non-emotional content and the associated costs of attribute
improvement, they primarily focus on consumer attention and satisfaction.

2.3. Review the Ranking Method of Multi-Attribute Decision-Making

Whether it be a purchase decision in daily life or a task scheduling decision at work,
decision-making forms a crucial aspect of people’s daily lives and professional endeav-
ors [51]. Some decisions can be relatively straightforward, with minor consequences if
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a wrong choice is made. However, other decisions can be highly intricate, such that
even a slight error can lead to significant repercussions, necessitating a profound and
cautious approach. Generally speaking, a decision problem in real life typically involves
numerous criteria or attributes that must be taken into account concurrently to arrive
at a well-informed decision. The exploration of such challenges is frequently labeled as
multi-criterion decision-making or multi-attribute decision-making, which entails selecting
the most suitable option from a finite set of alternatives.

The literature introduces some of the most renowned MADM methods, including
PROMETHEE, TODIM, VIKOR, and TOPSIS, which are designed to tackle ranking prob-
lems effectively [52–55]. Qin et al. [56] initially extracted product attributes, weight values,
and emotional tendencies from online reviews. Subsequently, they employed the Ran-
dom Multi-criteria Acceptance Analysis (SMAA)-PROMETHEE method, to derive product
ranking outcomes. Zhang et al. [57] proposed an innovative product selection model that
integrates sentiment analysis with the intuitionistic fuzzy TODIM method. This model aims
to assist potential customers in ranking alternative products based on consumers’ opin-
ions regarding product performance. Liang et al. [51] introduced a quantitative approach
for hotel selection leveraging online reviews. Furthermore, they innovatively developed
the DL-VIKOR method, which ranks hotels based on customer satisfaction scores and
the weights of extracted attributes. Nilashi et al. [58] conducted a cluster analysis using
self-organizing mapping (SOM) to categorize hotel features. Subsequently, they employed
the similarity to Ideal Solution Prioritization technique (TOPSIS) to rank these features.
Additionally, neural fuzzy technology was utilized to reveal customer satisfaction levels,
providing a comprehensive understanding of hotel performance. Li et al. [55] introduced
a novel approach for product ranking that integrates the mining of online reviews with
an interval-valued intuitionistic fuzzy technique (TOPSIS). This method aims to assist
consumers in selecting products that align with their individual preferences.

No single multi-attribute decision analysis method (MADM) can be unilaterally desig-
nated as the best or worst, as each has its own unique strengths and limitations [59]. Each
MADM method possesses distinct advantages and limitations, and its effectiveness de-
pends heavily on how it is tailored to specific outcomes and objectives within the planning
process. Consequently, the selection of an appropriate MADM model should be guided
by specific scenarios and requirements rather than solely relying on general evaluations.
TOPSIS, originally developed by Hwang and Yoon in 1981, is a straightforward ranking
method, both conceptually and in terms of its application [60]. TOPSIS offers three notable
benefits: it is comprehensive; it requires minimal data; and it produces intuitive and easily
comprehensible results [55]. Given its excellent performance in our investigation [61], the
method combining the interval intuitionistic fuzzy set with TOPSIS was chosen as the
ranking method for this study.

After considering the above studies, we first use text mining techniques to extract
the attributes that learners pay attention to, the corresponding emotional tendency and
attention degree of the attributes from online reviews, and determine the satisfaction degree
of the attributes. We then use a multi-attribute decision-making approach to prioritize
attribute improvements.

3. Methods

Our objective is to leverage text mining techniques in MOOC reviews to identify prior-
ity areas for improvement in MOOC attributes. Our method consists of the following steps:
(1) collection and preprocessing of data; (2) extraction of course attributes; (3) identification
of emotional and non-emotional content linked to the course attributes; (4) ascertainment
of the cost associated with attribute improvements; and (5) generation of a prioritized list
of attribute improvements (see Figure 1).
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3.1. Data Collection and Preprocessing

We implemented a Python crawler to scrape online reviews on MOOC platforms.
After that, we conducted the following preprocessing:

Step 1: Removing duplicate reviews. Removing duplicate reviews can help us improve
the efficiency and quality of text mining.

Step 2: Text segmentation. As some reviews are long in length, they may contain
multiple course keywords. We first used symbols (e.g., “.”, “?”, “!”, “. . .”) to segment
longer reviews into short sentences, trying to make each sentence contain only one course
keyword. Then we segmented the sentences into word lists to facilitate course attribute
extraction and sentiment analysis.

Step 3: Removing stop words, including meaningless punctuation (e.g., !?#@). Remov-
ing stop words not only prevents subsequent steps from wasting time on non-informative
words but also enhances the accuracy and efficiency of determining emotional and non-
emotional content. As we intend to employ deep-learning-based text classification methods
for the identification of emotional and non-emotional content, the presence of stop words
can potentially compromise the performance of these models.

Step 4: Data labeling. Given that our sentiment analysis task relies on machine learning
algorithms, labeled datasets are essential for training classifiers. Therefore, it is imperative
to label the data, classifying them into four distinct categories: positive, negative, neutral,
and non-emotional.

Step 5: Part-of-speech tagging. To extract alternative attribute words for courses,
which are typically nouns, we must first determine the part-of-speech of each word in the
course reviews.

Among them, for word segmentation and part-of-speech tagging, we utilized the jieba
word segmentation tool, a highly renowned Chinese word segmentation utility in Python.

3.2. Course Attributes Extraction

Previous studies mainly used the LDA topic model or word embedding to extract
and classify product attributes, where word embedding methods do not require manual
interpretation of each topic [49]. Therefore, we used the word embedding method to extract
and classify course attributes. Our approach consisted of the following steps:

Step 1: Nouns were extracted from all the reviews for a course, that is, words that start
with “n” in the POS tags. Course attributes are usually nouns, so we extract the nouns in
course reviews as our alternative attribute words. The number of extracted nouns is usually
large, and the main attributes of a course may be limited to a few, so we needed to find a
way to cluster these nouns and then treat each cluster as an attribute. Clustering algorithms
usually take input in vector form, so we needed to convert nouns into vector form.

Step 2: To convert the selected nouns into a vectorized format, we employed the
FastText word embedding approach. Word embedding is a technique that maps words
onto a vector space, allowing each word to be represented by a unique vector. Furthermore,
words with similar meanings tend to have word vectors that are proximate in Euclidean
space. This characteristic makes word embedding an ideal approach for converting words
into vectors and subsequently clustering them. A representative word embedding method
is FastText [62], which considers the morphology of words, that is, the n-grams of word
characters. For example, the 2-g of the word “where” includes “wh”, “he”, “er”, and “re”.
FastText for words that do not occur during training can be represented by the sum of its
character n-grams, which allows FastText to represent any word. The pre-trained Chinese
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FastText word vectors (https://dl.fbaipublicfiles.com/fasttext/vectors-crawl/cc.zh.300.
bin.gz (accessed on 1 February 2024)) are used to represent the nouns in our work.

Step 3: For noun clustering, we employed a combined approach incorporating Affinity
Propagation (AP) clustering [63] and manual intervention. AP is one of the most classical
and widely used clustering methods that clusters the close words into the same cluster and
the far words into different clusters by calculating the distance. A significant advantage of
AP clustering is that it does not require the specification of the number of clusters upfront.
After AP clustering, we manually proofread the clustering results to make the meaning of
words in each cluster as close as possible and delete meaningless words.

Step 4: The words in each cluster after clustering are induced to summarize the course
attributes. By summarizing the nouns in each cluster into attributes, we can know the main
attributes of a course that learners pay attention to.

Step 5: The nouns’ frequency of different attributes was counted, as was the total
word frequency of an attribute. This approach is based on the assumption that a higher
frequency of an attribute word indicates greater learner attention and importance placed
on that specific attribute.

3.3. Determination of the Emotional and Non-Emotional Content Corresponding to the
Course Attributes

To identify the emotional and non-emotional content associated with the course
attributes, we built a deep-learning-based text classification model. This model was trained
to categorize review text into four distinct classes: positive, negative, neutral, and non-
emotional. For ease of presentation, the classification of a review belonging to these four
classes was collectively referred to as sentiment classification. We used a simple means
to determine the course attribute and its corresponding sentiment class in a review: if
a review contains a word belonging to an attribute whose sentiment tendency has been
determined to be non-emotional, we consider the attribute to be non-emotional in this
review. For example, in the sentence “The teacher’s mandarin is good”, obviously, this
is a positive review, and if mandarin belongs to the attribute “expressive ability”, we can
assume that the emotional tendency of expressive ability in this sentence is positive (see
Figure 2). We have highlighted the keywords that appear in the sentence in red in the
Figure 2 and highlighted the corresponding attribute in the box. First and foremost, we
carefully selected a specific number of comments from the vast pool of online feedback to be
manually annotated. Positive sentiment comments are labeled as 1, negative sentiment as
−1, neutral sentiment as 0, and comments lacking emotional expression are designated as
2. Subsequently, a subset of these annotated comments was utilized to train a deep learning
model, while the remaining comments served as a validation set to assess the model’s
accuracy. After rigorous testing, the model exhibiting the highest predictive accuracy was
chosen to analyze the emotional tendencies of the remaining unlabeled comments.

The pivotal aspect lies in developing a deep-learning-based sentiment classification
model that can effectively categorize and analyze the sentiment expressed in reviews. The
reason why we choose deep learning for sentiment classification is that in recent years,
deep learning has gradually become the mainstream model for sentiment classification,
and with the help of pre-trained language models such as BERT [64], the accuracy of
sentiment classification has also been greatly improved. Deep learning is a machine
learning technique rooted in artificial neural networks, requiring the integration of various
deep learning modules to construct a complete model. Our deep-learning-based sentiment
classification model is structured into three distinct modules: the embedding layer, the
intermediate layer, and the output layer.

https://dl.fbaipublicfiles.com/fasttext/vectors-crawl/cc.zh.300.bin.gz
https://dl.fbaipublicfiles.com/fasttext/vectors-crawl/cc.zh.300.bin.gz
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3.3.1. Embedding Layer

As previously mentioned in Section 3.2, word embeddings serve as a mechanism
to transform words into a vectorized format. The embedding layer specifically handles
the vectorization of words within the deep learning model. We utilized the BERT model
directly for word embedding due to its exceptional performance in downstream tasks,
particularly sentiment classification. In this paper, we directly used Chinese BERT (https://
huggingface.co/bert-base-chinese (accessed on 2 February 2024)) pre-trained by Hugging
Face to help us with word embedding. Hugging Face (https://huggingface.co/ (accessed
on 1 February 2024)) is an artificial intelligence community, providing people with a large
number of artificial intelligence code and application programming interface (API), so
that people can implement artificial intelligence with low cost. The inputs and outputs in
BERT-based embedding can be seen in Figure 3.
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The inputs in BERT embedding are words (for English) or characters (for Chinese)
of a sentence, which are [CLS], w1, w2, . . ., wn, [SEP], where w1, w2, . . ., wn are words or
characters of a sentence of length n (the number of English words or Chinese characters),
“[CLS]” is a symbol specifically used for text classification, and “[SEP]” represents a sentence

https://huggingface.co/bert-base-chinese
https://huggingface.co/bert-base-chinese
https://huggingface.co/
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separator or terminator. When we input sentences, Hugging Face automatically adds these
two symbols to the original sentences without us having to manually do so. The outputs
are x[CLS], x1, . . ., xn, and x[SEP], which are the vector representation of all inputs.

3.3.2. Intermediate Layer

Compared with the embedding layer and output layer, which are relatively fixed, the
intermediate layer changes more. In order to avoid using only one intermediate layer and
resulting in poor performance of the trained classifier, we compared six intermediate layers:
base BERT, feed-forward neural network (FFNN), CNN, LSTM, LSTM combined with
attention mechanism (LSTM + attention), and LSTM combined with CNN (LSTM + CNN).

(1) Base BERT

One of the simplest uses of the BERT architecture is baseBERT, which uses BERT for
word embeddings and then feeds the vector representation of “[CLS]” into a linear layer
classifier (see Figure 4).
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(2) FFNN

FFNNs are the most primitive deep learning modes. A representative model is the
deep average network (DAN) [65], as shown in Figure 5. Its main structure includes the
embedded, average, linear, and output layers. In our work, we adopted the following
structure depicted in Figure 5. The embedding size within our DAN was set to 100.
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(3) CNN

CNNs (convolutional neural networks) extract features from the input text by applying
convolutional filters, enabling the capture of local n-gram patterns. Max-pooling layers
then select the most important features, and fully connected layers classify the text. In our
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work, we used the structure based on the work of Kim [66]. We employed 100 kernels of
three different sizes (2, 3, and 4) for feature extraction, followed by max-pooling for pooling
(see Figure 6).
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(4) LSTM

LSTM networks are a type of RNN designed to handle sequential data. In sentiment
classification, LSTMs process text one token at a time, capturing contextual information
through their memory cells. The final hidden state is then fed into a classification layer to
predict the label. We used Bidirectional LSTM (BiLSTM) in our work (see Figure 7). The
hidden layer size of the LSTM is 100 and the output size of the first linear layer is 128.
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(5) LSTM+attention

The ordinary LSTM-based text classification method only uses the output of the last
time step as the input of the classifier, while the LSTM+attention-based method aims to
weight the output of all time steps to obtain the input of the classifier (see Figure 8), which
can consider more semantic information.
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We used the calculation of Yang et al. [67] to achieve αt as follows:

ut = tanh(Wsht + bs) (1)

αt =
exp

(
ut

Tus
)

∑
t

exp(utTus)
, (2)

Then we can obtain the weighted sentence representation v as follows:

v = ∑
t

αtht, (3)

where Ws, bs, us are parameters, αt is the weight of the output ht, and v is the sentence
representation after the weighted sum.

(6) LSTM+CNN

The LSTM+CNN structure is able to combine the advantages of LSTM and CNN,
where LSTM is able to capture long-term dependencies and CNN is able to extract local
features. We added residual structure to help convergence. The model we used can be seen
in Figure 9.
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3.3.3. Output Layer

The output layer is unified as softmax layer for most deep-learning-based sentiment
classification. The softmax layer can be calculated as follows:

softmax(zi1, zi2, . . . , zic, . . . , ziM)

=
(

ezi1

∑n
i=1 ezi1 , ezi2

∑n
i=1 ezi2 , . . . , eziM

∑n
i=1 eziM

)
= (P(cls1|si), P(cls2|si), . . . , P(clsM|si))

(4)

By utilizing our proposed sentiment classification method, we can extract the attributes
mentioned in each review along with their corresponding sentiment. Subsequently, we
calculate the overall count of reviews that involve distinct attributes and various emotional
responses, as depicted in Figure 10.
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3.4. Determination Attributes Improvement Cost

For different course attributes of a course, it is difficult to obtain precise attribute
improvement costs, but we can ask experts to judge the difficulty of different attributes to
be improved and rank the difficulty. Given the difficulty rankings, we can use the rank
sum weight method (RSW) to estimate the cost and obtain the proportion of each attribute
improvement cost in the total cost. The RSW method is a method to determine attribute
weights in MADM, which is able to generate quantitative weights of attributes based on
the attribute importance ranking given by experts [68]. The proportion of each attribute
improvement cost in the total cost can be calculated as follows:

costi =
n − ri + 1

∑n
i=1(n − ri + 1)

(5)

In Formula (5), ri represents the improvement difficulty ranking of the ith attribute;
the more difficult it is, the higher the ranking. n represents the total number of attributes.
It is easy to see that in Formula (5), for all attributes, the denominator is a constant value,
while the value of the numerator varies according to the ranking of the ith attribute; the
higher the ranking, the larger the numerator, and then the larger the proportion of the
estimated cost.

3.5. Generation of the Priority of Attributes Improvement

After the previous steps, we obtained six evaluation criteria for each course attribute:
the number of positive reviews (c1), the number of neutral reviews (c2), the number of
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negative reviews (c3), the number of non-emotional reviews (c4), the attribute frequency
(c5), and the improvement cost (c6) (see Table 1).

Table 1. Evaluation matrix for all course attributes.

Attributes c1 c2 c3 c4 c5 c6

a1 x11 x12 x13 x14 x15 x16
. . . . . . . . . . . . . . . . . . . . .
an xn1 xn2 xn3 xn4 xn5 xn6

In Table 2, c1,. . .,c6 represent evaluation criteria, a1,. . .,an represent course attributes,
and xij represents the value of the jth evaluation criterion of the ith attribute.

Table 2. An example of attributes and attribute words.

Attributes Attribute Words

Teacher’s expressive ability Language, speaking speed, voice, . . .
Teaching level Thinking, clear thinking, enlightening, . . .

Teaching method Method, format, teaching, . . .
Exercise Question, example problem, mistake, . . .

Learning threshold Getting started for beginners, beginners, advanced level, . . .
Course organization Teaching content, basics, key points of the course, . . .
Supporting materials Teaching material, data, courseware, . . .

Platform Video, subtitle, clarity, . . .
Experience of learning Effect, feeling, classic, . . .

Professional knowledge C language, code, algorithm, . . .

Given the varying number of attribute words across different attributes, it is unfair
to simply tally the total number of reviews expressing various sentiments for all the
attribute words within a single attribute, especially for those with fewer attribute words.
We normalize the values of c1, c2, c3, and c4 using the number of reviews involving the
attribute with positive, negative, neutral and no sentiment divided by the total number
of reviews involving the attribute. For c5, we take the average of the number of reviews
involving each word in an attribute.

So, we use the following formulas to calculate xi1, xi2, xi3, xi4, and xi5:

xi1 =
∑w∈Sai

Npos
w

Nai

(6)

xi2 =
∑w∈Sai

Nneu
w

Nai

(7)

xi3 =
∑w∈Sai

Nneg
w

Nai

(8)

xi4 =
∑w∈Sai

Nnon
w

Nai

(9)

xi5 =
∑w∈Sai

Nw

|Sai |
(10)

xi6 can by calculated by Formula (5). In Formulas (6)–(10), w represents the index of
word, Sai represents the set of attribute words for attribute ai, |Sai | represents the cardi-
nality of set Sai , Nw represents the number of reviews involving wth word, Nai represents
the number of reviews involving any words in Sai and Npos

w , Nneg
w , Nneu

w , and Nnon
w repre-

sent the number of positive, neutral, negative, and non-emotional reviews involving wth
word, respectively.
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Our task is to decide the priority of course attribute improvement. c1 represents
the degree of learners’ satisfaction. Obviously, the higher the degree of satisfaction, the
lower the priority for improvement. Therefore, it is a cost criterion. The neutral reviews
indicate that learners are not very satisfied with the mentioned attributes; that is, they
still have a certain degree of dissatisfaction, and thus, c2 is the benefit criterion. Similarly,
c3 is a benefit criterion. Although reviews without emotional content do not express
satisfaction or dissatisfaction, if certain attributes are mentioned by learners in reviews,
it means that learners may pay more attention to these attributes. Thus, c4 the is benefit
criterion. c5 represents the total attention and is therefore a benefit criterion. The higher the
improvement cost, the more difficult the improvement. Obviously, c6 is the cost criterion.

Next, we employed the multi-attribute decision-making (MADM) approach to assess
the attributes. Specifically, we utilized the Technique for Order Preference by Similarity
to Ideal Solution (TOPSIS) method [69] to determine the priority scores for attribute im-
provement. TOPSIS determines a score for each alternative by calculating the distance
between the true alternative and two ideal alternatives: the positive ideal alternative (a
dummy alternative constructed with the best value of each attribute of all alternatives) and
the negative ideal alternative (a dummy alternative constructed with the worst value of
each attribute of all alternatives). The calculation process for TOPSIS has been detailed in
our previous work [70].

The TOPSIS method requires the weights of various indicators to be determined
beforehand. Therefore, we adopted the entropy weight method (EWM) to determine
the weights of each indicator. Since the entropy weight method is an objective weight
calculation method that determines the weight of an indicator based on the amount of
information, it can reduce the deviation caused by subjective factors when determining the
weight of indicators and make the results more practical. It has been widely used [71]. The
calculation steps are as follows:

Step 1: Data standardization.
To eliminate the influence of varying scales and magnitudes, the original data must be

normalized. The normalization formula is as follows:

zij =
xij − min

(
xj
)

max
(
xj
)
− min

(
xj
) (11)

where xij is the original value of the jth evaluation criterion of the ith alternative, zij is the
normalized value, and min

(
xj
)

and max
(
xj
)

are the minimum and maximum values of
the jth evaluation criterion, respectively.

Step 2: Calculate the entropy value of each criterion.
Compute the entropy value for each criterion. The entropy value reflects the degree of

dispersion in the criterion data. The formula is as follows:

ej = − 1
ln n∑n

i=1 pij ln pij (12)

where ej is the entropy value of the jth evaluation criterion, n is the number of alternatives,
pij is the proportion of the jth evaluation criterion value for the ith alternative to the sum
of that criterion, which can be calculated by pij =

zij

∑n
i=1 zij

, and ln is the natural logarithm.

Step 3: Calculate the dispersion coefficient of each criterion.
The dispersion coefficient is the reciprocal of the entropy value and reflects the ability

of a criterion to distinguish between evaluation objects. The formula is as follows:

dj = 1 − ej (13)

Step 4: Calculate the weight of each criterion.
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Determine the weight for each criterion based on its dispersion coefficient. The weights
are proportional to the dispersion coefficients. The formula is as follows:

wj =
dj

∑m
j=1 dj

(14)

where wj is the weight of the jth evaluation criterion, and m is the number of criteria.

4. Results
4.1. Data Collection and Preprocessing

As we said in Section 3.1, we used a Python crawler to crawl the review data from the
Chinese University MOOC (https://www.icourse163.org/ (accessed on 1 February 2024)).
As the largest online course platform in China, the Chinese University MOOC boasts a
significant volume of reviews. We gathered reviews for two courses: C language and Java
language, spanning from January 2018 to November 2022. The numbers of reviews for the
two courses are 12,560 and 3980, respectively.

We then segmented the reviews by splitting the reviews with multiple sentences into
a single sentence and filtering out those with sentences less than five characters in length.
It should be noted that we added some turning words for sentence segmentation, such as
“but” and “however”, because the text before and after these words often have different
sentiments. Although some sentences were removed because they were less than five
characters, some long reviews were split into multiple sentences, resulting in 11,327 and
3865 sentences, respectively.

Subsequently, we conducted part-of-speech (POS) tagging on both datasets, focusing
on extracting nouns and their respective document frequencies. Document frequency
refers to the count of review sentences in which a particular term appears. We then filter
out words with too few document frequencies. Since the number of reviews in the two
courses is different, it is not fair to filter words with the same criterion. Hence, for the
C language course, we eliminated nouns with a document frequency of less than five,
while for the Java language course, we excluded those with a document frequency of
less than two. We manually weeded out nouns or noun phrases unrelated to the course
content, such as “thank you”, “not interesting”, and “a waste of time”. Consequently, we
arrived at 340 alternative attribute words for the C language course and 350 for the Java
language course.

4.2. Course Attributes Extraction

As previously mentioned in Section 3.2, we implemented loading FastText word vec-
tors and AP clustering in Python. We then filtered and reorganized the clustered results,
resulting in 10 attributes for both courses. The original results are in Chinese; for the conve-
nience of readers, we use the translation results of the original words as attribute words and
show a part of the attribute words for each attribute (see Table 2). The complete results in
Chinese are shown on github (https://github.com/yangpeiailong/Text-Mining-and-Multi-
Attribute-Decision-Making-based-Course-Improvement-in-MOOCs/tree/main/mooc/data/
1attributes (accessed on 10 February 2024)).

4.3. Determination of the Emotional and Non-Emotional Content Corresponding to the
Course Attributes

As stated in Section 3.3, we intend to utilize deep learning for sentiment analysis.
However, deep learning models require labeled samples for training. Therefore, we man-
ually annotated a subset of samples selected from our collected dataset. To prevent a
decline in training accuracy due to imbalanced data, we aim to maintain a similar number
of samples across all classes during the labeling process. Consequently, apart from the
reviews collected for the two courses, we also gathered feedback from other similar courses.
Despite this, neutral reviews remain relatively scarce. Therefore, we can only ensure that

https://www.icourse163.org/
https://github.com/yangpeiailong/Text-Mining-and-Multi-Attribute-Decision-Making-based-Course-Improvement-in-MOOCs/tree/main/mooc/data/1attributes
https://github.com/yangpeiailong/Text-Mining-and-Multi-Attribute-Decision-Making-based-Course-Improvement-in-MOOCs/tree/main/mooc/data/1attributes
https://github.com/yangpeiailong/Text-Mining-and-Multi-Attribute-Decision-Making-based-Course-Improvement-in-MOOCs/tree/main/mooc/data/1attributes
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the number of other classes of data is similar and the number of neutral reviews is rela-
tively small. The training sample consisted of 572 positive, 125 neutral, 537 negative, and
531 emotionless comments, amounting to a total of 1765 comments.

Subsequently, we trained six deep-learning-based classifiers using these samples and
evaluated their performance. The settings of our deep learning models are as follows:

(1) Our deep learning models have been implemented using Pytorch 2.2.0 with a GTX
1080Ti graphics card and 32 GB of RAM.

(2) The loss functions were the cross-entropy loss functions, and the gradient descent al-
gorithm was adaptive motion estimation or stochastic gradient descent, with learning
rates ranging from 1 × 10−1 to 1 × 10−5.

(3) The number of epochs is 40.
(4) The numbers of training and test batches were 32 and 100, respectively.
(5) The embedding word vector size of the BERT-based models was 768.
(6) The pre-trained BERT model utilized was the BERTModel, in conjunction with the

BERTTokenizer tools from the Hugging Face transformer toolkit. This toolkit pro-
vides a Pytorch interface, enabling training and utilization with various intermediate
structures, all implemented using Pytorch.

(7) We use accuracy to evaluate the performance of all six models, which can be calculated
as follows:

accuracy =
NT
N

(15)

where NT represents the number of samples that are correctly classified, and N rep-
resents the number of samples. To calculate the accuracy, we employed five-fold
cross-validation, a technique that evaluates machine learning algorithms by dividing
the available data into k equal-sized subsets. The model is trained k times, with
k−1 subsets used for training and one subset reserved for validation. This iterative
process ensures that each subset is utilized for validation once during the k iterations,
thereby providing an unbiased assessment of the model’s performance. The source
code is available at github (https://github.com/yangpeiailong/Text-Mining-and-Multi-
Attribute-Decision-Making-based-Course-Improvement-in-MOOCs/tree/main/mooc/
codes (accessed on 10 February 2024)). The accuracy of the six classifiers is shown in
Figure 11.
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It is evident that base BERT exhibits superior performance among the six classifiers,
making it the preferred choice for data labeling. Following the labeling process, we tallied
the number of reviews expressing different sentiments for each attribute. These results are
presented in Appendix A.

Appendix A reveals that across all attributes, the number of positive reviews consis-
tently dominates, indicating a general satisfaction with the attributes of these two courses.
Nevertheless, the extent of satisfaction exhibits considerable variation among different
attributes. Notably, attributes such as “Teaching Level” and “Teaching Method” enjoy high
satisfaction levels, with the combined count of neutral and negative reviews comprising
less than one-third of the total. In contrast, attributes such as “Exercise” exhibit lower
satisfaction levels, with neutral and negative reviews comprising nearly half of the total
feedback. This underscores the varying degrees of satisfaction across different attributes.

4.4. Determination Attributes Improvement Cost

To minimize the risk of biased judgments resulting from reliance on a sole expert’s
opinion, we disbursed the extracted attributes and corresponding attribute words to six
experts for independent review. This approach guaranteed that each expert, leveraging
their unique professional expertise, would base their judgments solely on their thorough
comprehension of the attributes. Consequently, a more balanced and comprehensive
evaluation of the cost of attribute improvement was achieved.

Since both courses belong to the programming category and share identical attributes,
it is reasonable to presume that the cost of enhancing these attributes would be comparable.
Therefore, in order to streamline the ranking process, we did not ask experts to individually
rank each attribute for each course. Instead, we requested a unified ranking for the
attributes across both courses. The resulting rankings are presented in Table 3.

Table 3. The ranking results of improvement cost of all attributes.

Attributes Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Expert 6

Teacher’s expressive ability 7 9 10 10 10 10
Teaching level 2 1 2 1 1 1

Teaching method 8 5 6 5 5 6
Exercise 9 6 7 9 7 7

Learning threshold 3 3 5 6 4 4
Course organization 5 3 1 2 3 3
Supporting materials 10 8 8 8 8 8

Platform 6 8 8 7 9 9
Experience of learning 4 6 4 4 5 5

Professional knowledge 1 2 3 3 2 2

Table 3 reveals that while there exist minor disparities in experts’ assessments re-
garding the cost of attribute improvement, the overall trend remains consistent. All ex-
perts agree that enhancing attributes such as “Teaching level”, “Course organization”,
and “Professional knowledge” involves a relatively high cost. Conversely, attributes like
“Teacher’s expressive ability”, “Exercise”, and “Supporting materials” are considered easier
to improve.

This finding resonates strongly with our intuitive understanding. The enhancement of
attributes such as teachers’ professional knowledge, teaching level, and course organization
is deeply ingrained in their extensive learning and experience. Consequently, these aspects
are inherently challenging to improve in the short term. In contrast, other attributes, which
are not intrinsically tied to teachers, can be relatively easier to improve upon.

The calculation of Formula (5) requires a set of rankings, but our six experts have
provided us with a total of six sets of rankings, which makes it impossible for us to directly
bring the results of Table 3 into Formula (5) for calculation. Nonetheless, considering that
there is little difference in the judgments of the experts, we directly calculate the averages
of the rankings across six experts for each attribute and then bring it into Equation (5) to
calculate the improvement cost.
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4.5. Generation of the Priority of Attributes Improvement

Utilizing Equations (6)–(10) and the preceding results, we constructed the decision
matrices for both courses, as presented in Tables 4 and 5.

Table 4. The decision matrix of C language.

Attributes c1 c2 c3 c4 c5 c6

Teacher’s expressive ability 0.701 0.044 0.067 0.188 41.200 0.040
Teaching level 0.868 0.036 0.032 0.064 167.167 0.162

Teaching method 0.775 0.053 0.067 0.105 26.682 0.093
Exercise 0.468 0.115 0.363 0.054 32.313 0.068

Learning threshold 0.829 0.037 0.044 0.090 69.148 0.119
Course organization 0.754 0.046 0.121 0.079 53.631 0.139
Supporting materials 0.641 0.086 0.206 0.066 24.000 0.056

Platform 0.620 0.068 0.193 0.118 45.500 0.063
Experience of learning 0.715 0.059 0.141 0.085 21.017 0.111

Professional knowledge 0.604 0.051 0.133 0.211 54.333 0.149

Table 5. The decision matrix of Java language.

Attributes c1 c2 c3 c4 c5 c6

Teacher’s expressive ability 0.753 0.087 0.060 0.100 19.500 0.040
Teaching level 0.849 0.040 0.034 0.076 57.452 0.162

Teaching method 0.765 0.074 0.078 0.083 10.700 0.093
Exercise 0.352 0.125 0.460 0.063 10.789 0.068

Learning threshold 0.849 0.043 0.043 0.065 26.500 0.119
Course organization 0.735 0.059 0.111 0.095 23.237 0.139
Supporting materials 0.744 0.041 0.140 0.074 10.333 0.056

Platform 0.654 0.067 0.202 0.077 12.667 0.063
Experience of learning 0.746 0.057 0.122 0.075 5.598 0.111

Professional knowledge 0.582 0.085 0.116 0.217 10.714 0.149

Based on the results in Tables 4 and 5, we can use Formulas (11)–(14) to calculate the
criteria weights. Because our evaluation criteria include benefit and cost criteria, for cost
criteria, we transform them into benefit criteria by calculating their reciprocals. The results
are shown in Table 6.

Table 6. The criteria weights of both courses.

Attributes c1 c2 c3 c4 c5 c6

C language 0.178 0.173 0.156 0.169 0.156 0.169
Java language 0.177 0.175 0.149 0.172 0.156 0.170

Then, we can use TOPSIS to calculate the improvement priority score and ranking of
each attribute of the two courses. The results are shown in Table 7.

Table 7. The decision matrix of Java language.

Attributes
C Language Java Language

Scores Rankings Scores Rankings

Teacher’s expressive ability 0.384 6 0.344 4
Teaching level 0.412 3 0.395 2

Teaching method 0.224 8 0.221 8
Exercise 0.518 1 0.527 1

Learning threshold 0.224 9 0.220 9
Course organization 0.216 10 0.244 7
Supporting materials 0.392 5 0.270 6

Platform 0.413 2 0.331 5
Experience of learning 0.244 7 0.179 10

Professional knowledge 0.392 4 0.392 3
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5. Discussion
5.1. Single Criterion Analysis

We first analyzed the results in Tables 4 and 5, which reflect the performance of the
attributes of the two courses on the six criteria.

We first analyzed the three criteria c1, c2, and c3, which are the proportion of positive,
neutral, and negative reviews among all learners’ comments on an attribute and directly
reflect learners’ satisfaction with the attribute. For an attribute, the higher c1 is, or the lower
c2 and c3 are, the higher the learner’s satisfaction is; otherwise, the lower the satisfaction
is. It is not difficult to find that for the two programming courses, there is little difference
in the attribute satisfaction of learners for between the two courses. The two attributes
that learners are most satisfied with are “Teaching level” and “Learning threshold”. The
majority of the learners believed that the teachers in both courses possess a commendable
level of expertise, and the courses were tailored to cater to beginners. The attributes that
the learners felt performed well are “Teachers’ expressive ability”, “Teaching methods”,
“Course organization” and “Learning experience”. It means that the teachers of these
two courses have good expression ability, can basically tell the course content clearly,
and adopt appropriate teaching methods. The schedule of the course is reasonable, and
the key and difficult points are prominent. The learner’s listening experience was good.
For “Supporting material”, Java language performs well, while C language performs
moderately. For C, it may be necessary to provide more high-quality supporting material.
The satisfaction of the “Platform” and “Professional knowledge” of the two courses is
general, which means that learners are dissatisfied with the services provided by the MOOC
platform to a certain extent, and the amount and depth of professional knowledge provided
by the courses may need to be improved. Finally, learners expressed dissatisfaction with
the “Exercise” aspect of both courses, indicating that there is ample room for improvement
in terms of exercise difficulty and quantity.

We then analyzed c4. It is the proportion of non-emotional reviews for an attribute. As
previously mentioned in Section 1, although non-emotional reviews do not directly reflect
satisfaction or dissatisfaction, the attributes that reviewers mentioned in non-emotional
reviews are the attributes that they thought might be of importance to future learners. It is
evident that “Professional knowledge” is a relatively crucial attribute. A possible reason for
this could be that in technical courses, learners tend to prioritize the quantity and quality
of professional knowledge imparted by the instructor. Additionally, the expression of
professional knowledge in reviews tends to utilize more non-emotional descriptions. This
does not imply that other attributes are less significant; however, they may be more easily
expressed through emotional reviews.

For c5, it is the average of the number of reviews involving each word in an attribute.
A higher value of c5 means that people pay more attention to the attribute word in this
attribute and, accordingly, pay more attention to this attribute. Learners of both courses pay
significant attention to attributes such as “Teaching level”, “Learning threshold”, “Course
organization”, and “Teacher’s expressive ability”. These four attributes directly influence
the learning effectiveness of students. Hence, this finding aligns with our intuitive under-
standing. “Professional knowledge” and “Platform” are of much interest in C language but
not so much in Java. This divergence might be attributed to the widespread perception of C
as a programming language closer to hardware, distinguished by its low-level and intricate
syntax and structure. Consequently, learners often require a deeper level of proficiency and
educational guidance to comprehend and utilize it effectively. On the contrary, Java’s more
refined and straightforward syntax may not necessitate extensive expertise, particularly for
novice learners. The remaining attributes are of lesser concern to learners. The potential
reason is that these attributes may have a minimal impact on the learning outcomes and
may not hold significant value for future learners, as perceived by those who have already
completed the learning process.

c6 has already been discussed in Section 4.4, so we will not add anything further.
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5.2. Comprehensive Analysis

We then analyzed the results in Table 7, which reflect the comprehensive performance
of the attributes of the two courses.

We began our analysis with the top-ranked attributes: “Exercise”, “Teaching level”,
“Professional knowledge”, and “Platform”. Among these, “Exercise” receives the lowest
satisfaction rating and is relatively inexpensive to improve, thus carrying the highest
priority. For “Teaching level”, although it has the highest satisfaction and improvement
cost, it still has a high improvement priority because it is the attribute that learners pay
the most attention to. For “Professional knowledge”, despite its low attention and high
improvement cost, it still has a high improvement priority because of its low satisfaction.
For “Platform”, although it does not have high attention, it has low improvement cost and
low satisfaction, so it has high priority.

Next, we analyzed the attributes that are in the middle ranking: “Teacher’s expressive
ability” and “Supporting materials”. For “Teacher’s expressive ability” and “Supporting
materials”, although their improvements are less costly, they have medium satisfaction,
medium attention, and therefore medium improvement priorities.

Finally, we delved into the lower-ranked attributes: “Course organization”, “Experi-
ence of learning”, “Teaching method”, and “Learning threshold”. “Course organization”
and “Experience of learning” carry low improvement priority due to their medium satisfac-
tion ratings, low attention levels, and high costs of improvement. For “Teaching method”,
since they have high satisfaction, low attention, and a medium cost of improvement, they
have a low priority for improvement. For “Learning threshold”, despite its high attention, it
has low priority for improvement due to its high satisfaction and high cost of improvement.

Following the aforementioned analysis, our method is capable of comprehensively
taking into account various facets of improving course attributes, thereby encouraging a
more comprehensive approach when contemplating improvements to MOOCs.

5.3. Implications and Future Research

The limitations of this study and potential future research avenues primarily encom-
pass the following aspects: Firstly, a sentiment analysis might not be sufficiently precise.
The sentence-level sentiment analysis method we employed assumes that the sentiment
expressed in a sentence corresponds to the attributes mentioned within it. However, this
approach can be limited when a sentence contains multiple attributes and varying emo-
tions. Future research should focus on employing more fine-grained sentiment analysis
methods, such as aspect-level sentiment analysis, to enhance the precision of sentiment
analysis. Second, the way we determine costs is not necessarily accurate. As our attribute
improvement costs are determined through the voting of six experts, this sample size may
not be sufficient and introduces a degree of subjectivity, potentially leading to inaccura-
cies in cost judgments. Therefore, a comprehensive and thorough investigation into the
costs associated with course improvements is crucial. Thirdly, we have employed only
one method for multi-attribute decision-making, namely TOPSIS. However, there may be
other, more suitable methods available. It is imperative to explore and discuss whether
other multiple-attribute decision-making techniques might outperform TOPSIS in certain
scenarios. Fourthly, our experiments were limited to only two courses: C language and
Java language. Consequently, the experimental results obtained may not be universally
applicable. To validate the generalizability of our method, it is necessary to apply it to
courses across diverse fields.

6. Conclusions

Based on the learner’s perspective, this paper presents a method that leverages text
mining and multi-attribute decision-making frameworks to enhance the attributes of
MOOCs, taking into account both non-emotional reviews and improvement costs. Initially,
the method collected online reviews from MOOC platforms and extracted pertinent course
attributes from these reviews. Subsequently, the review text was categorized into four
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sentiment groups—positive, neutral, negative, and non-emotional—utilizing deep learning
techniques. To ascertain the improvement costs associated with each attribute, an expert
voting mechanism was utilized. Finally, a decision matrix was constructed, and the TOPSIS
method was employed to prioritize the attributes for improvement. To validate the effec-
tiveness of our proposed method, it was applied to two programming courses: C language
and Java language. The experimental results demonstrate the utility of our approach. The
main contributions of this study are as follows:

(1) Regarding data selection, this study employed learners’ online comments as the
analytical dataset to establish a text mining model specifically tailored for MOOC
online comments. The outcomes offer a real-time and visual representation of learners’
preferences and needs.

(2) Given the limited resources available, realizing their rational utilization holds sig-
nificant importance in enhancing the overall quality of courses. Previous studies
have primarily focused on determining the priority of attribute improvements solely
based on learners’ satisfaction levels, neglecting the crucial aspect of cost. Never-
theless, cost plays a pivotal role in the improvement process of course attributes. In
scenarios where the cost of enhancing a specific attribute is prohibitively high, it
becomes imperative to deliberate on whether to pursue such improvements despite
their low satisfaction rating. Consequently, this study builds upon previous research,
incorporating both cost considerations and non-emotional reviews, thereby enabling
course managers to undertake a more comprehensive evaluation when aiming to
enhance courses.

(3) This study introduces a novel approach that integrates text mining and multi-attribute
decision-making frameworks to effectively enhance MOOC attributes from the learn-
ers’ perspective. By incorporating non-emotional reviews and considering improve-
ment costs, our method offers a comprehensive and practical solution to course
managers. The utilization of deep learning techniques in sentiment analysis ensures
accurate categorization of reviews, while the expert voting mechanism provides a
reliable estimation of improvement costs. The TOPSIS method then facilitates the
prioritization of attributes for improvement, enabling course managers to make in-
formed decisions. This approach not only addresses the challenges associated with
managing overwhelming information but also ensures that limited resources are
allocated efficiently.

(4) Overall, at the theoretical level, this study contributes to enriching relevant research
on MOOC improvement by adopting a learner-centric perspective. It also serves as
a valuable reference for similar studies. From a managerial perspective, the utiliza-
tion of text mining and multi-attribute decision-making techniques enables a more
precise analysis of curriculum attributes, thus addressing the challenge of managing
overwhelming information faced by course managers. Furthermore, it offers course
managers a more comprehensive framework to prioritize the improvement of course
attributes across six dimensions: positive emotion, neutral emotion, negative emotion,
no emotion, attention, and cost.
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Appendix A

Table A1. The number of reviews in different sentiments for each attribute for C language.

Attributes Positive Neutral Negative Non-Emotional

Teacher’s expressive ability 284 18 27 76
Teaching level 4278 177 159 313

Teaching method 428 29 37 58
Exercise 224 55 174 26

Learning threshold 1382 62 74 150
Course organization 2199 135 353 230
Supporting materials 193 26 62 20

Platform 273 30 85 52
Experience of learning 851 70 168 101

Professional knowledge 611 52 135 214

Table A2. The number of reviews in different sentiments for each attribute for Java language.

Attributes Positive Neutral Negative Non-Emotional

Teacher’s expressive ability 113 13 9 15
Teaching level 1682 80 68 150

Teaching method 156 15 16 17
Exercise 62 22 81 11

Learning threshold 558 28 28 43
Course organization 823 66 124 106
Supporting materials 90 5 17 9

Platform 68 7 21 8
Experience of learning 329 25 54 33

Professional knowledge 185 27 37 69
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