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Abstract: The single-image super-resolution task benefits has a wide range of application scenarios,
so has long been a hotspot in the field of computer vision. However, designing a continuous-scale
super-resolution algorithm with excellent performance is still a difficult problem to solve. In order
to solve this problem, we propose a continuous-scale SR algorithm based on a Transformer, which
is called residual dense Swin Transformer (RDST). Firstly, we design a residual dense Transformer
block (RDTB) to enhance the information flow before and after the network and extract local fusion
features. Then, we use multilevel feature fusion to obtain richer feature information. Finally, we use
the upsampling module based on the local implicit image function (LIIF) to obtain continuous-scale
super-resolution results. We test RDST on multiple benchmarks. The experimental results show that
RDST achieves SOTA performance in the fixed scale of super-resolution tasks in the distribution, and
significantly improves (0.1∼0.6 dB) the arbitrary scale of super-resolution tasks out of distribution.
Sufficient experiments show that our RDST can use fewer parameters,and its performance is better
than the SOTA SR method.

Keywords: Transformer; super-resolution; continuous-scale

1. Introduction

Single-image super-resolution (SISR) refers to the technical means to restore a low-
resolution image to a high-resolution image. It is widely used in the fields of medical
imagery [1,2], remote sense image [3,4], monitoring, and security [5,6]. Therefore, this
technology has long been a research hotspot in the field of computer vision. In most of
today’s application scenarios, people expect to enlarge an image to any scale without
losing the high-frequency details of the image. However, because a low-resolution image
can correspond to multiple different high-resolution images, SISR becomes an ill posed
problem. How to use the single model to approximate the optimal solution in the super-
resolution space of arbitrary scale amplification is still a difficult problem. Therefore,
it is of great significance to study a continuous-scale super-resolution algorithm with
excellent performance.

SISR algorithms can be divided into two categories: traditional methods and deep-
learning-based methods. Yang [7] drew on the idea of compressed sensing, performed
sparse representation of low-resolution images, and used prior knowledge to complete the
dictionary learning of high-resolution images to achieve super-resolution reconstruction;
Gao et al. [8] used locally linear embedding in manifold learning. To achieve linear mapping
from low-resolution space to high-resolution space, both Glasner [9] and Huang [10]
proposed the example-based super-resolution method; the difference between the methods
being that the latter transforms the patch to find a more similar patch in the low-resolution
to high-resolution images. However, the super-resolution effect of these traditional methods
is limited, and they struggle to meet application requirements in real life. Algorithms based
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on deep learning, especially based on convolutional neural networks, exhibit excellent
performance that traditional methods do not have. Since Dong [11] first brought CNN into
the SR field, countless SISR algorithms have been developed, and the SRCNN structure has
been improved. Most of them use residual connections, dense connections, and iterative
supervision to continuously deepen the CNN [12–15]. Although this approach solves
the problem of limited receptive field caused by CNN fixed-size convolution to a certain
extent, it still does not fundamentally solve the problem of global information loss. In
addition, there are very few studies on super-resolution at any scale. Lim et al. [16] used
multiple upsampling modules for training to achieve integer multiples of multiscale super-
resolution. Refs. [17,18] used the pooling layer and local implicit functions to achieve
arbitrary scales of super-resolution, but they both focused on building modules that can
achieve arbitrary scales of upsampling, while ignoring the importance of feature extraction.

The development of the Transformer [19] in the field of CV, especially the emergence
of the ViT [20] and Swin Transformer [21], has provided new ideas for scholars in the field
of SISR. ViT was the first method to successfully apply Transformer to the computer field
and achieve the same or even surpassing the effect of CNN. It slices the image and performs
patch embedding, using it as the input sequence of the Transformer. Based on this, some
scholars [22–24] have proposed performing super-resolution tasks and realized new SOTA
performance at that time. On this basis, the Swin Transformer uses the idea of CNN to
introduce a shift window to enhance the performance of network local feature extraction
and reduce the amount of calculation. Based on this, ref. [25] introduced the idea of partial
windows to further improve the super-resolution effect. It is obvious that none of these
Transformer-based methods can make full use of the low-level and high-level information
and cannot achieve image super-resolution on a continuous scale.

Benefiting from the inspiration of the Swin Transformer and LIIF, we propose a residual
dense Swin Transformer to solve the continuous-scale super-resolution with excellent
performance. We propose the residual dense Transformer block (RDTB) structure on the
basis of the Swin transfomer. By introducing residual connections and dense connections,
we realize information interaction between all levels, propose local feature fusion (LFF) to
promote feature fusion within the block, and design global feature fusion (GFF) to achieve
information flow between blocks. Through the information complementation between
the bottom and high levels, the network can pay attention to the low-frequency and high-
frequency information of the image at the same time; the Transformer’s self-attention
mechanism can be used to take into account the local and global information in the image.
We combine the patch-embedded characteristic of the Transformer with the implicit local
continuous expression of the image, and we better combine feature extraction with the
upsampling module to achieve continuous-scale super-resolution reconstruction.

In summary, our contributions are as follows:

(1) A high-performance super-resolution network RDST is proposed. The network makes
full use of the low- and high-level information in the image and is combined with an
LIIF upsampling module to achieve continuous-scale super-resolution reconstruction
of a single model.

(2) A novel RDTB structure is proposed, which uses LFF to perform local information
fusion on features within blocks and uses GFF to perform global information fusion
on the features between blocks. At the same time, it combines the shallow information
to fully explore the information expression in low-resolution images.

(3) Through a comparison experiment with a fixed multiple in the distribution and a
continuous-scale super-resolution experiment on the benchmark, it is shown that
RDST is equal to the state-of-the-art (SOTA) method in the super-resolution results
for the fixed multiple, and the super-resolution results at magnification outside the
dataset distribution are greatly improved.

2. Related Work

This section gives a brief review of the CNN-based and Transformer-based SISR methods.
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2.1. CNN-Based Super-Resolution Method

With the rise of deep learning, especially convolutional neural networks, the SISR
algorithm based on CNN has made brilliant achievements. The SRCNN [7] proposed by
Dong et al. is the pioneering work of CNN applied to SR. With the help of sparse coding,
they introduced CNN to SR tasks, creating a precedent for the study of SISR based on deep
learning. Later, in response to the slower speed of SRCNN [7], they proposed FSRCNN [26],
which uses postsampling and deconvolution layers to reduce network parameters, which
greatly improves the speed of the algorithm, but the super-resolution effect is not improved
compared to that of SRCNN [7]. The VDSR [12] of Kim et al. enhances the super-resolution
effect by deepening the network structure, but the problem that it creates is that the network
parameters are greatly increased. DRCN [13] uses the idea of iteration to deepen the
network, and residual learning and recursive supervision strategies are used to stabilize the
network training process. Although the network parameters are reduced, the calculation
amount is not, and there is also the problem that the network is difficult to train. In order to
overcome the training difficulties caused by network deepening, SRResNet introduces the
idea of local residuals. DRRN [27] combines the ideas of local residuals, global residuals,
and convolutional layer recursion to reduce the computational cost and improve the
effect of the algorithm. In EDSR, the BN layer in the residual block is not needed, and
it also stacks deeper networks by reducing the computational cost. SRDenseNet draws
on the idea of DenseNet [28] and uses the complementary fusion of features of different
depths for super-segmentation tasks. RDN [15] is a further improvement on DRRN. It
applies a dense residual block and introduces local residual learning and global residual
learning to improve the effect of the model. RCAN [29] introduces channel attention into
the residual block and uses the RCAB structure to improve network expression ability.
MSRN [30] extracts rich feature information from a multiscale perspective. Although the
CNN-based methods have made many achievements, the characteristics of the convolution
kernel always limit the global feature extraction ability of such networks, which cannot
fundamentally achieve the effective fusion of global and local features.

2.2. Transformer-Based Super-Resolution Method

After [19,31,32] made brilliant achievements in the field of NLP, scholars have tried to
apply Transformer to the field of computer vision, challenging the dominance of CNN in
computer vision. With the introduction of ViT, DeiT [33], Swin Transformer, etc., scholars
have proposed a Transformer-based SISR. IPT [22] introduces Transformer into the under-
lying visual tasks and uses ImageNet pretraining and multitask learning and performs
well on the dataset of SISR tasks; ESRT [23] combines the backbone of CNN with Trans-
former and uses Transformer’s powerful global modeling capabilities to enhance the CNN.
Swin-IR [25] includes the RSTB structure based on Swin Transformer, effectively using the
sliding window mechanism to achieve long-distance modeling and using fewer parameters
to obtain better performance. Although these algorithms have achieved varying degrees
of improvement, they are currently based on Transformer. All of the super-resolution
algorithms focus on how to apply Transformer to a fixed-multiple super-resolution image
task. They fail to solve the super-resolution task of any multiple, and they fail to make full
use of the low-level information and high-level information in the network.

3. Methodology
3.1. Network Architecture

As can be seen in Figure 1, the RDST proposed in this paper is composed of three
main parts: shallow feature extraction, multilevel feature extraction, and an upsampling
module. Multilevel feature extraction consists of several RDTBs and multilevel feature
fusion composition. The input of the model is a low-resolution RGB image, and the output
is a continuous-scale super-resolution image.
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Figure 1. Flowchart of residual dense Swin Transformer.

3.1.1. Shallow and Multilevel Feature Extraction

First, we use a 3 × 3 convolutional layer to extract the shallow features from low-
resolution images ILR ∈ RH×W×Cin , which is expressed in Formula (1):

F0 = HSFE(ILR) (1)

where HSFE(·) refers to the shallow feature extraction module, and H, W, Cin, and Cout are
the length, width, number of channels and the number of output channels of the shallow
features, respectively. On the one hand, the application of the convolutional layer can make
good use of the underlying features of the image to restore an image that is more in line with
the perception of the human eye. On the other hand, it is conducive to subsequent global
residual learning and stabilizes the training process of the network. Subsequently, we use
multiple RDTBs to extract each level’s features Fi,LF ∈ RH×W×Cout , which is expressed in
Formula (2):

Fi,LF = HRDTB−i(Fi−1,LF)i ∈ 1, 2, 3, · · · , N (2)

where HRDTB−i(·) represents the ith RDTB, and Fi−1,LF is the feature extracted by the ith
RDTB. Each RDTB block takes the output of the previous RDTB block as the input, uses
the Swin Transformer layer (STL) in the block to extract image features, and uses local
feature fusion. To enhance the feature interaction within the block, local residuals are
introduced to connect the training process of stabilizing the network and strengthen the
feature expression ability of the network. Finally, the final feature expression is obtained
through the multilevel feature fusion module HMLFF(·), which is expressed in Formula (3):

FMF = HMLFF(F0, F1,LF, · · · , FN,LF)
= HGFF(F1,LF, · · · , FN,LF) + F0

(3)

Here, HGFF(·) represents the global feature fusion function between blocks. Through
multilevel feature fusion and the introduction of global residuals, the network makes
full use of the low-level and high-level features in the image to improve the network’s
reconstruction effect.

3.1.2. Upsampling Module Using LIIF

Inspired by [18], we use the local image implicit function fθ(·) in the upsampling
module to express the discrete image continuously, namely, I = f θ(z, x). The input of
the function is any coordinate x to be predicted, the corresponding feature vector is z,
and the output is the RGB value I at this coordinate. The corresponding eigenvectors
of the actual predicted coordinates cannot be obtained directly, so they are estimated by
using the eigenvectors of the four nearest coordinates around the predicted coordinates.



Appl. Sci. 2024, 14, 3678 5 of 14

The specific super-resolution process is as follows: We first perform feature unfolding on
the fusion feature FMF in the upsampling module, and we use our own information to
enrich each feature vector in the feature map. The specific method is expressed in the
following formula:

F(n,i,j)
MF = Concat

({
F(n,i+k,j+k)

MF

})
k ∈ −1, 0, 1 (4)

where F(n,i,j)
MF represents the nth feature vector in fusion feature FMF and its coordinates are

(i, j). Then, we use the nearby feature vector to predict the RGB value of the corresponding
coordinate xq; the specific process is as follows:

I(n)
(

xq
)
= ∑

t∈00,01,10,11

St

S
· fθ(F(n,i,j)

MF , xq − v(n)t ) (5)

where v(n)t represents the coordinates of the corresponding feature vector F(n,i,j)
MF , St is the

rectangular area of the diagonal coordinates of xq, v(n)t , S is the total area corresponding
to the four eigenvector coordinates, and fθ(·) represents the function of the RGB value of
the predicted coordinates. Considering that the relationship between the position of the
pixel to be predicted and its surrounding pixels is different when the actual magnification
is different, the cell parameter is also introduced into the function fθ(·), which refers to the
size of the pixel under different magnifications. In the actual prediction process, a five-layer
MLP can be used to achieve a super-resolution, continuous-scale of image.

3.2. Residual Dense Transformer Block

As can be seen in Figure 1, RDTB is composed of several STLs and a convolutional
layer. Taking the ith RDTB as an example, for the input fusion feature Fi−1,LF, feature
extraction and learning are performed through the multilayer STL, and local feature fusion
is used to interactively flow features at different levels to enhance RDTB’s local information
extraction capacity. Finally, the residual connection is introduced to obtain the fusion
feature Fi,LF. It is expressed in Formula (6).

Fi,LF = HLLF(Fi−1,LF) (6)

where HLLF(·) represents the local feature fusion function in the block.

Swin Transformer Layer

STL is improved from the Transformer structure based on self-attention. This spe-
cific structure is shown in Figure 1. It uses window multihead self-attention (W-MSA)
to calculate the global attention within the window and solves the problem of the huge
computational cost of the Transformer for the image; it also uses shift window–multihead
self-attention (SW-MSA) to realize window information interaction between the two so as
to achieve global information modeling. The specific process is expressed in the follow-
ing formula:

F̂i,j = WMSA
(

LN
(

Fi,j−1
))

+ Fi,j−1 (7)

Fi,j = MLP
(

LN
(

F̂i,j
))

+ F̂i,j (8)

F̂i,j+1 = SWMSA
(

LN
(

Fi,j
))

+ Fi,j (9)

Fi,j+1 = MLP
(

LN
(

F̂i,j+1
))

+ F̂i,j+1 (10)

where Fi,j−1 represents the output feature of the jth STL in the ith RDTB, F̂i,j is the output
feature of W-MSA, and j ∈ 2, 4, · · · , 2M, LN(·) is layer normalization; since STL calculates
the self-attention of the patch in the window, its position coding method is also different
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from that of the traditional ViT. Using relative position coding, the calculation of the
self-attention mechanism in the window can be expressed as

Attention(Q, K, V) = So f tMax(
QKT
√

d
+ B)V (11)

where Q, K, and V are query, key, and value matrices, respectively; and B is the relative
position weight that can be learned.

3.3. Multilevel Feature Fusion

It can be seen in Figure 1 that after each RDTB extracts local fusion features, we propose
the use of multilevel feature fusion, which makes full use of the low-level information and
high-level information extracted from the network to enhance the feature expression ability
of the network. Multilevel feature fusion can be divided into two steps: global feature
fusion and global residual learning.

3.3.1. Global Feature Fusion

Global feature fusion performs further information exchange on the local fusion
features extracted from each level of RDTB. By concat splicing each level of fusion features
Fi,LF, first use 1 × 1 convolution to achieve channel-dimensional information interaction
and reduce network parameters, and then use 3 × 3 convolution to enhance local context
information to obtain global fusion features FGF, which can be expressed as

FGF = Conv3×3Conv1×1(Concat([F1,LF, · · · , Fi,LF])) (12)

where Concat(·) represents the splicing of channel dimensions.

3.3.2. Global Residual Learning

In order to introduce more high-frequency information from the image, before upsam-
pling, we use global residual learning to connect the shallow features F0 extracted above
and the global fusion features FGF with long jumps to obtain the final multiscale fusion
feature FMF. The application of long-hop connections enables the network to learn residual
information at a coarse-grained level, which further improves the ability to express features.
The specific process can be expressed as

FMF = FGF + F0 (13)

4. Experiments
4.1. Dataset and Metrics

During the training process, we used 800 high-definition images in DIV2K [34] as the
model’s training set; in the testing phase, we evaluated the model on several recognized
benchmarks: Set5 [35], Set14 [36], BSD100 [37], Urban100 [36], and Manga109 [38]. At the
same time, in order to evaluate and compare SR algorithms more objectively, we used
PSNR and SSIM [39] as indicators to measure model performance. It is worth noting that
the Transformer-based SR method needs to process the image block, so the algorithm in
this paper had the same data boundary processing as SwinIR in the experiment.

4.2. Implementation Details

During the training process, we set the RDTB number, STL number, window size,
embed dim and attention head number to 6, 6, 8, 64 and 8, respectively. We randomly
cropped low-resolution images into 48 × 48 tiles as the input. We used the Adam optimizer
to train the model for 1000 rounds, the batch size was set to 64, the initial learning rate was
set to 0.0001, and the learning rate was halved every 200 rounds. In the training phase, it
was ensured that the magnification of each batch of images was the same, and the value
of the magnification was randomly distributed from 1 to 4. Our model was implemented
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based on the pytorch framework and trained on 4 Tesla V100 GPUs. In this study, the
L1 loss function was used to optimize and learn the parameters of RDST. The formula is
as follows:

Loss = ∥IHR − ISR∥ (14)

where IHR and ISR represent high-resolution images (gt) and reconstructed super-resolution
images, respectively.

4.3. Comparative Experiment

We compared the algorithm in this paper with several typical fixed multiple SISR
algorithms, including SRCNN, DRRN, SRDenseNet, EDSR, and RCAN. Each algorithm
was tested on 5 benchmarks. It should be noted that the comparison algorithm indicators
were from the original paper. The SRCNN and EDSR indicators in the Manga109 data were
from RCAN, and the DRRN indicators were from RDN. RDST-s* means the RDST-s model
trained on Div2K + Flickr2K

4.3.1. In-Distribution

Table 1 shows the PSNR index of each algorithm’s ×2, ×3, and ×4 fixed multiples. It
can be seen that the RDST in this paper achieved the best performance. Compared with
the previous classic neural network algorithms SRCNN, DRRN, and SRDenseNet, RDST
shows powerful feature extraction capabilities.

Table 1. Comparison with classical SISR methods. Best and second best performance are in red and
blue colors, respectively.

Method Scale
Set5 Set14 B100 Urban100 Manga109

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

Bicubic ×2 33.67 0.9299 30.32 0.8688 29.55 0.8431 26.87 0.8403 30.82 0.9339
SRCNN ×2 36.66 0.9542 32.45 0.9067 31.36 0.8879 29.5 0.8946 35.6 0.9663
DRRN ×2 37.74 0.9591 33.23 0.9136 32.05 0.8973 31.23 0.9188 37.6 0.9736

SRDenseNet ×2 -/- -/- -/- -/- -/- -/- -/- -/- -/- -/-
EDSR ×2 38.11 0.9602 33.92 0.9195 32.32 0.9013 32.93 0.9351 39.1 0.9773
RCAN ×2 38.27 0.9614 34.12 0.9216 32.41 0.9027 33.34 0.9384 39.44 0.9786

RDST-s* ×2 38.32 0.9617 34.41 0.9243 32.44 0.9025 33.4 0.9398 39.73 0.9793

Bicubic ×3 30.4 0.8682 27.63 0.7742 27.2 0.7385 24.45 0.7349 26.95 0.8556
SRCNN ×3 32.75 0.909 29.3 0.8215 28.41 0.7863 26.24 0.7989 30.48 0.9117
DRRN ×3 34.03 0.9244 29.96 0.8349 28.95 0.8004 27.53 0.8378 32.42 0.9359

SRDenseNet ×3 -/- -/- -/- -/- -/- -/- -/- -/- -/- -/-
EDSR ×3 34.65 0.928 30.52 0.8462 29.25 0.8093 28.8 0.8653 34.17 0.9476
RCAN ×3 34.74 0.9299 30.65 0.8482 29.32 0.8111 29.09 0.8702 34.44 0.9499

RDST-s* ×3 34.82 0.9304 30.77 0.8501 29.36 0.812 29.28 0.8742 34.82 0.9519

Bicubic ×4 28.43 0.8104 26.09 0.7027 25.95 0.6675 23.14 0.6577 24.9 0.7866
SRCNN ×4 30.48 0.8628 27.5 0.7513 26.9 0.7101 24.52 0.7221 27.58 0.8555
DRRN ×4 31.68 0.8888 28.21 0.7721 27.38 0.7284 25.44 0.7638 29.18 0.8914

SRDenseNet ×4 32.02 0.8934 28.5 0.7782 27.53 0.7337 26.05 0.7819 -/- -/-
EDSR ×4 32.46 0.8968 28.8 0.7876 27.71 0.742 26.64 0.8033 31.02 0.9148
RCAN ×4 32.63 0.9002 28.87 0.7889 27.77 0.7436 26.82 0.8087 31.22 0.9173

RDST-s* ×4 32.66 0.9013 28.99 0.791 27.82 0.745 27.07 0.8147 31.8 0.9232

Figure 2 shows the visual effects of the algorithm in this paper and the classic SR
algorithms with for super-resolution and fixed-size images. Figure 1 shows the results for
four times, three times, and two times scale factors from top to bottom. For the “img078”
in Urban100 and the “zebra” in Set14, the super-segmentation result of RDST preserves the
texture details in the image. Compared with the other methods, it has fewer artifacts and is
more suitable for human perception. For the “bird” in Set5, our super-score results are also
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very close to the original HR results. The good visual effects show that RDST makes full
use of multilevel features and Transformer’s global modeling capabilities.

Figure 2. Visual results with a scale factor of 4, 3, and 2.

4.3.2. Out of Distribution

Different from the ordinary fixed magnification SR method, our proposed RDST
can achieve super-resolution effects for any multiple with the help of LIIF. In order to
further explore the combination capabilities of different encoders with LIIF, CNN-based
models were selected, including EDSR baseline (EDSR(b)) and RDN, and compared with
the proposed RDST. RDST-t, RDST-s, and RDST-b refer to the tiny, small, and base versions
of RDST, respectively. The number of RDTBs and the number of STLs in the block were
four, six, and eight, respectively.

As Table 2 shows, RDST-s and RDST-b almost captured the best PSNR indicators for
each scale. Especially for the PSNR index outside the distribution, our method is generally
0.1∼0.6 dB higher than the model based on CNN combined with LIIF. This finding fully
proves the excellent generalization ability of RDST and the powerful feature extraction
ability of the RDTB that we designed. The powerful extra-distribution performance is
also due to the combination of Transformer’s unique encoding and LIIF for continuous
image expression. Figures 3–5, respectively, show the visual effects of 6 times, 18 times,
and 30 times the super score. It can be clearly seen from the figures that our proposed
RDST can also achieve good visual effects even at multiples outside of the hyperdivision
distribution. Compared with other methods, RDST can better retain texture details such as
“glass boundary” and “railing shape”, retain more high-frequency details of the image, and
produce super-resolution high-quality images that are more suitable for the human eye.



Appl. Sci. 2024, 14, 3678 9 of 14

Table 2. Quantitative comparison (average PSNR) with CNN methods on benchmark datasets.Best
and second best performance are in red and blue colors, respectively.

Dataset Method Metric
In Distribution Out of Distribution

×2 ×3 ×4 ×6 ×8 ×12 ×18 ×24 ×30

Set5

bicubic
PSNR 33.67 30.40 28.43 25.93 24.40 22.56 20.95 20.03 19.32
SSIM 0.9299 0.8682 0.8104 0.7206 0.6582 0.5948 0.5605 0.5485 0.5468

Dense-LIIF PSNR 37.74 34.13 31.89 28.65 26.69 24.39 22.36 21.26 20.42
SSIM 0.9594 0.9250 0.8911 0.8245 0.7665 0.6846 0.6032 0.5752 0.5694

EDSR(b)-LIIF PSNR 37.99 34.40 32.21 28.94 27.01 24.60 22.51 21.40 20.49
SSIM 0.9603 0.9271 0.8950 0.8316 0.7764 0.6949 0.6136 0.5803 0.5710

RDN-LIIF PSNR 38.17 34.68 32.50 29.15 27.14 24.86 22.66 21.50 20.57
SSIM 0.9610 0.9292 0.8988 0.8361 0.7809 0.7070 0.6175 0.5829 0.5713

RDST-t PSNR 38.09 34.51 32.37 29.35 27.55 24.96 22.95 21.76 21.11
SSIM 0.9607 0.9280 0.8971 0.8404 0.7916 0.7090 0.6277 0.5891 0.5795

RDST-s PSNR 38.17 34.69 32.52 29.58 27.71 25.15 23.10 21.91 21.18
SSIM 0.9610 0.9293 0.8991 0.8447 0.7952 0.7171 0.6403 0.5978 0.5796

RDST-b
PSNR 38.20 34.67 32.60 29.68 27.78 25.22 23.15 21.83 21.17
SSIM 0.9612 0.9293 0.8998 0.8458 0.7969 0.7208 0.6414 0.5919 0.5822

Set14

bicubic
PSNR 30.32 27.63 26.09 24.34 23.19 21.72 20.44 19.60 19.02
SSIM 0.8688 0.7742 0.7027 0.6174 0.5667 0.5145 0.4807 0.4637 0.4526

Dense-LIIF PSNR 33.35 30.13 28.41 26.26 24.77 23.01 21.50 20.55 19.68
SSIM 0.9150 0.8381 0.7772 0.6893 0.6333 0.5662 0.5156 0.4881 0.4674

EDSR(b)-LIIF PSNR 33.60 30.34 28.63 26.47 24.93 23.13 21.61 20.66 19.81
SSIM 0.9173 0.8430 0.7827 0.6963 0.6393 0.5715 0.5197 0.4919 0.4701

RDN-LIIF PSNR 33.97 30.53 28.80 26.64 25.15 23.24 21.73 20.78 19.85
SSIM 0.9209 0.8470 0.7875 0.7028 0.6465 0.5779 0.5237 0.4955 0.4719

RDST-t PSNR 33.81 30.50 28.76 26.74 25.31 23.51 21.95 20.96 20.38
SSIM 0.9199 0.8457 0.7854 0.7063 0.6527 0.5843 0.5312 0.5005 0.4834

RDST-s PSNR 33.98 30.62 28.88 26.87 25.46 23.62 22.06 21.00 20.46
SSIM 0.9214 0.8478 0.7883 0.7108 0.6564 0.5876 0.5343 0.5020 0.4848

RDST-b
PSNR 33.92 30.64 28.91 26.91 25.49 23.63 22.03 20.98 20.48
SSIM 0.9209 0.8481 0.7889 0.7119 0.6576 0.5881 0.5345 0.5015 0.4852

B100

bicubic
PSNR 29.55 27.20 25.95 24.53 23.66 22.50 21.34 20.57 19.93
SSIM 0.8431 0.7385 0.6675 0.5871 0.5440 0.5031 0.4746 0.4597 0.4514

Dense-LIIF PSNR 32.02 28.97 27.46 25.73 24.69 23.40 22.13 21.31 20.63
SSIM 0.8968 0.8017 0.7315 0.6426 0.5907 0.5375 0.4981 0.4766 0.4642

EDSR(b)-LIIF PSNR 32.18 29.11 27.60 25.84 24.80 23.48 22.22 21.39 20.68
SSIM 0.8992 0.8059 0.7368 0.6484 0.5960 0.5413 0.5009 0.4785 0.4653

RDN-LIIF PSNR 32.32 29.26 27.74 25.98 24.91 23.57 22.29 21.45 20.74
SSIM 0.9010 0.8098 0.7420 0.6547 0.6018 0.5454 0.5033 0.4808 0.4669

RDST-t PSNR 32.24 29.18 27.66 26.03 25.13 23.81 22.70 21.68 21.29
SSIM 0.8999 0.8078 0.7397 0.6579 0.6131 0.5534 0.5131 0.4842 0.4744

RDST-s PSNR 32.31 29.27 27.75 26.11 25.21 23.88 22.77 21.76 21.37
SSIM 0.9009 0.8100 0.7426 0.6607 0.6161 0.5559 0.5147 0.4858 0.4758

RDST-b
PSNR 32.34 29.29 27.77 26.13 25.22 23.89 22.77 21.76 21.37
SSIM 0.9012 0.8104 0.7430 0.6615 0.6169 0.5565 0.5150 0.4862 0.4759

Urban100

bicubic
PSNR 26.87 24.45 23.14 21.63 20.73 19.61 18.63 18.03 17.61
SSIM 0.8403 0.7349 0.6577 0.5635 0.5137 0.4658 0.4376 0.4260 0.4193

Dense-LIIF PSNR 31.50 27.72 25.72 23.47 22.20 20.71 19.47 18.72 18.18
SSIM 0.9212 0.8421 0.7729 0.6687 0.6018 0.5250 0.4708 0.4461 0.4320

EDSR(b)-LIIF PSNR 32.15 28.21 26.16 23.80 22.48 20.91 19.63 18.84 18.30
SSIM 0.9284 0.8538 0.7879 0.6848 0.6167 0.5357 0.4772 0.4496 0.4345

RDN-LIIF PSNR 32.87 28.82 26.68 24.20 22.79 21.15 19.80 19.00 18.44
SSIM 0.9351 0.8662 0.8039 0.7029 0.6340 0.5488 0.4852 0.4548 0.4377

RDST-t PSNR 32.42 28.45 26.39 24.15 22.77 21.22 19.91 19.15 18.52
SSIM 0.9310 0.8588 0.7950 0.7005 0.6320 0.5526 0.4911 0.4627 0.4414

RDST-s PSNR 32.82 28.82 26.71 24.38 22.98 21.40 20.03 19.27 18.61
SSIM 0.9349 0.8660 0.8044 0.7104 0.6416 0.5605 0.4957 0.4665 0.4438

RDST-b
PSNR 32.93 28.90 26.79 24.47 23.01 21.42 20.05 19.27 18.65
SSIM 0.9356 0.8676 0.8065 0.7130 0.6436 0.5620 0.4960 0.4657 0.4444
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Table 2. Cont.

Dataset Method Metric
In Distribution Out of Distribution

×2 ×3 ×4 ×6 ×8 ×12 ×18 ×24 ×30

Manga109

bicubic
PSNR 30.82 26.95 24.90 22.69 21.45 19.98 18.76 17.99 17.46
SSIM 0.9339 0.8556 0.7866 0.6958 0.6460 0.5977 0.5722 0.5624 0.5571

Dense-LIIF PSNR 38.12 32.93 29.96 26.22 24.14 21.77 19.97 18.93 18.25
SSIM 0.9757 0.9407 0.9018 0.8242 0.7638 0.6830 0.6209 0.5909 0.5744

EDSR(b)-LIIF PSNR 38.67 33.53 30.58 26.77 24.57 22.04 20.14 19.06 18.34
SSIM 0.9770 0.9450 0.9096 0.8380 0.7791 0.6954 0.6287 0.5954 0.5768

RDN-LIIF PSNR 39.26 34.21 31.20 27.33 25.04 22.36 20.35 19.20 18.44
SSIM 0.9781 0.9487 0.9170 0.8508 0.7948 0.7099 0.6386 0.6014 0.5806

RDST-t PSNR 39.06 33.99 31.00 27.10 24.86 22.35 20.46 19.37 18.44
SSIM 0.9779 0.9475 0.9151 0.8463 0.7894 0.7084 0.6412 0.6057 0.5810

RDST-s PSNR 39.33 34.32 31.33 27.44 25.16 22.57 20.61 19.49 18.53
SSIM 0.9784 0.9496 0.9189 0.8532 0.7980 0.7165 0.6470 0.6100 0.5837

RDST-b
PSNR 39.39 34.42 31.45 27.53 25.23 22.62 20.65 19.51 18.55
SSIM 0.9785 0.9500 0.9198 0.8545 0.7997 0.7188 0.6490 0.6110 0.5844

Bicubic RDST (ours)EDSR(b)−LIIF RDN-LIIF

Bicubic RDST (ours)EDSR(b)−LIIF RDN-LIIFB100: 37073.png

Urban100: img024.png

Figure 3. Visual results with a scale factor of 6.

Bicubic RDST (ours)EDSR(b)−LIIF RDN-LIIF

Bicubic RDST (ours)EDSR(b)−LIIF RDN-LIIFB100: 37073.png

Urban100: img024.png

Figure 4. Visual results with a scale factor of 18.

Bicubic RDST (ours)EDSR(b)−LIIF RDN-LIIF

Bicubic RDST (ours)EDSR(b)−LIIF RDN-LIIFB100: 21077.png

Urban100: img047.png

Figure 5. Visual results with a scale factor of 18.



Appl. Sci. 2024, 14, 3678 11 of 14

4.4. Ablation Experiment and Discussion
4.4.1. Impact of LFF and GFF

Table 3 shows the impact of LFF and GFF on the performance of the model. The four
models in the table have the same RDTB number (6), STL number (6), window size (8),
channel number (64), and attention head number (8), and the models were all tested on
Manga109. It can be found from the PSNR indicators in the table that the addition of LFF
and GFF enhances the flow of information before and after the network, improves the
performance of the model, and verifies the effectiveness of LFF and GFF.

Table 3. Add Ablation study of LFF and GFF. Best performance are in red color, respectively.

LFF GFF Metric ×2 ×3 ×4 ×6 ×8 ×12 ×18 ×24 ×30

× ×
PSNR 39.32 34.26 31.24 27.36 25.09 22.51 20.58 19.47 18.51
SSIM 0.9785 0.9491 0.9179 0.8515 0.7957 0.7141 0.6453 0.6088 0.5827

✓ × PSNR 39.38 34.36 31.35 27.44 25.14 22.54 20.59 19.46 18.5
SSIM 0.9785 0.9497 0.919 0.8535 0.7982 0.7166 0.6471 0.6094 0.5826

× ✓
PSNR 39.26 34.22 31.18 27.34 25.05 22.48 20.55 19.45 18.49
SSIM 0.9783 0.9488 0.9171 0.8507 0.7949 0.7138 0.6452 0.6087 0.5827

✓ ✓
PSNR 39.33 34.32 31.33 27.44 25.16 22.57 20.61 19.49 18.53
SSIM 0.9784 0.9496 0.9189 0.8532 0.7980 0.7165 0.6470 0.6100 0.5837

It is worth noting that we also found a very interesting phenomenon. For the results
within the distribution, the model that only adds LFF obtained the best effect at each magni-
fication; for the results out of distribution, the model that combines LFF and GFF obtained
the best effect at each magnification. We guess that this is because for a super-resolution
image of multiples within the distribution, more attention is paid to the high-level features
of the network, and LFF can provide enough local semantic information to reconstruct the
image. For a super-resolution image for multiples outside the distribution, each level of the
network needs to complement each other to achieve a better reconstruction effect.

4.4.2. Imapact of Head Number

Table 4 shows the influence of the number of multihead attentions in the Transformer
structure on the performance of the model, and the models were all tested on Manga109.
In order to more intuitively compare the impact of different numbers of attention heads
on RDST. We also drew a scatter line chart for the PSNR indicators of the three zoom
scales within and outside the distribution, as shown in Figure 3. For the convenience of
presentation, we denote the models as RDST1, RDST2, RDST4, and RDST8.

Combining the data in Table 4 with the broken line in Figure 6, we can clearly see that
for the over-score effect within the distribution, RDST8 obtains the best PSNR value; for
the over-score effect outside the distribution, RDST2 obtains the best PSNR value. Through
a large number of previous studies, it is known that different numbers of attention heads in
the same layer of Transformer can learn information in different subspaces, but the attention
patterns of most heads are the same. Therefore, we guess that for the super-resolution tasks
in the subdivisions, the scaling factor is small, different feature information can be obtained
from different heads, and feature information can be supplemented from heads with similar
attention patterns, thereby improving the performance of the model. When the model
performs an out-of-distribution super-resolution task, the scaling factor is large, and the
heads with the same attention mode cannot achieve good information complementation.
On the contrary, unnecessary information similar to noise is introduced, resulting in a large
number of heads, causing the model’s performance to decline.
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Table 4. Ablation study of head number. Best performance are in red color, respectively.

Heads ×2 ×3 ×4 ×6 ×8 ×12 ×18 ×24 ×30

1 38.92 33.87 30.94 27.12 24.9 22.38 20.47 19.38 18.45
2 39.00 33.94 31.00 27.15 24.93 22.4 20.50 19.41 18.47
4 38.99 33.92 30.95 27.09 24.87 22.34 20.45 19.37 18.44
8 39.06 33.99 31.00 27.10 24.86 22.35 20.46 19.37 18.44

Figure 6. PSNR for different numbers of attention heads.

5. Conclusions

This paper proposed a Transformer super-division model RDST that can perform
continuous-scale super-resolution tasks and has excellent performance. Based on Trans-
former, we introduced dense connection and local residual learning, and we designed
RDTB with better feature extraction capabilities. Through multilevel feature fusion, we
make full use of the information of each layer of the model, and then LIIF continuously
expresses the fused features to obtain continuous-scale super-score results. The proposed
RDST was tested on multiple benchmarks and achieved performance close to or even
better than SOTA methods in fixed multiples within the segment, especially for arbitrary
multiples outside of the distribution, producing considerable improvements compared
to the other methods. In general, the overall performance of RDST is better than that of
state-of-the-art SR methods.
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