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Abstract: The inherent complexity of large ships makes it challenging to evaluate ship designs
systematically and scientifically. Knowledge-based expert systems can be reasonable solutions.
However, this problem needs more rationality and better operability, especially in complicated
ship-equipment suitability evaluation problems with numerous indicators and complex structures.
This paper presents a hybrid multi-criteria decision-making (MCDM) framework to extend the ship-
equipment suitability evaluation to group decision-making settings, where individual consistency
and group consensus are thoroughly investigated to improve rationality and operability. As a
result, an improved Interpretive Structural Modeling (ISM) method is developed to construct the
evaluation index systems. Furthermore, based on an applicability analysis of the selected MCDM
methods, an improved Analytical Hierarchy Process (AHP) method is proposed to distribute the
index weights, and an applicable Fuzzy Technique for Order Preference by Similarity to Ideal Solution
(Fuzzy TOPSIS) method is utilized to evaluate and select appropriate ship designs. Finally, a ship-
equipment environmental suitability evaluation case is examined. The results indicate that the
proposed framework improves the rationality and operability of the decision-making process and
provides practical support to decision-makers for the systematic and scientific evaluation of ship
designs. Therefore, it can also be applied to other ship design evaluation and selection problems.

Keywords: ship-equipment suitability; multi-criteria decision-making (MCDM); applicability analysis;
evaluation index system; individual consistency; group consensus

1. Introduction

Warship development is a complex, iterative, and multifaceted systems engineering
process. Ship-equipment suitability is one of the most challenging design tasks faced by
ship designers, which is critical to the operational security and efficiency of shipborne
equipment. In the design phase of ship-equipment suitability, scientific evaluation of alter-
native designs can help identify their strengths and weaknesses and provide ship designers
with decision guidance and optimization bases to facilitate improved ship designs [1].
Thus, a scientific evaluation methodology for ship-equipment suitability is significant to
developing warships.

Considering the deficiency of the current research on ship-equipment suitability eval-
uation, we could consider the problem from a more abstract level. Evaluating alternatives
can be regarded as a multi-criteria decision-making (MCDM) problem [2–4]. In practical
problems, the main difficulty is constructing reasonable evaluation index systems and
developing scientific evaluation methods.

MCDM methods are currently used in the evaluation, ranking, classification, and
selection problems in civil [5,6], marine [7–10], mechanical [11,12], aerospace [13,14], and
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many other engineering fields. Numerous approaches have been proposed and applied to
various decision problems in different circumstances, including Analytic Hierarchy Process
(AHP) [4], Technique for Order Preference by Similarity to an Ideal Solution (TOPSIS) [9],
Vlse Kriterijumska Optimizacijia Kompromisno Resenje (VIKOR) [15], Preference Ranking
Organization Method for Enrichment Evaluations (PROMETHEE) [16], ELimination Et
Choix Traduisant la REalite (ELECTRE) [17], Multi-attribute Utility Theory (MAUT) [18],
and many others. However, decision-makers often evaluate criteria performances us-
ing linguistic terms instead of determinate values, owing to the suitability of the former
for handling imprecise criteria and facilitating the integrated analysis of qualitative and
quantitative factors [19,20]. Therefore, MCDM methods have been extensively combined
with fuzzy set theory in applications including Fuzzy AHP [8,21], Fuzzy ANP [22], Fuzzy
TOPSIS [8], Fuzzy VIKOR [7,23], Fuzzy PROMETHEE [24], Fuzzy ELECTRE [25], Fuzzy
evaluation based on distance from average solution (Fuzzy EDAS) [26], and many others
to address uncertainty in decision problems. In group decision-making settings, scholars
have developed many information fusion operators, such as the bipolar fuzzy aggregation
operators [27], q-rung ortho-pair fuzzy aggregation operators [28], Pythagorean fuzzy
aggregation operators [29,30], moderator intuitionistic fuzzy aggregation operators [31],
etc. These operators can effectively aggregate decision information and have excellent engi-
neering application prospects. In addition, with the rapid development of machine learning
and artificial intelligence, intelligent decision-making techniques have been widely used
in numerous engineering fields, such as manufacturing [32,33], composite material [34],
renewable energy [35], material processing [36], etc.

In addition, extensive research has been conducted on choosing MCDM methods
according to two main routes. The first approach [19,37–40] is used for specific decision
problems to preliminarily select several commonly used MCDM methods, evaluate their
effectiveness via qualitative and quantitative analysis, and select the appropriate MCDM
method. Ranking consistency is the most common and essential criterion [41–44]. The
advantage of this method is that it provides specific recommendations for specific decision
problems; however, the rationality of the preliminarily selected MCDM methods still
needs to be improved. In the second approach [45–47], a generalized MCDM method
selection framework is constructed by structuring the characteristics of general decision
problems and establishing the matching relationship with the MCDM method properties.
The applicable MCDM method is then selected based on the constructed framework. This
method not only fully interprets the applicability of the preferred methods but also exhibits
strong universality. Nevertheless, when they are applied to specific decision problems,
there remains a need to analyze the problem characteristics systematically.

The appropriate distribution of index weights is also another critical area of research
interest. Currently, the commonly used weighting methods include the AHP [48], Best-
Worst Method (BWM) [49], Entropy method [50], etc., of which the AHP is the most
well-established and widely used. However, the complexity of practical problems and the
limitations of human cognition makes it nearly impossible to maintain complete consis-
tency in successive pairwise comparisons. Therefore, the application of AHP must focus on
verifying acceptable individual consistency. For this reason, in-depth studies have been
conducted to improve individual consistency. Bozóki et al. [51] and Negahban [52] inves-
tigated several consistency optimization strategies. Temesi [53] proposed an interactive
judgment correction method that requires decision-makers’ participation. Xu and Xu [54]
proposed an iterative approach to locate the 3-tuples to be modified easily. However, the
method does not provide sufficient support for identifying the specific matrix elements to
be altered or obtaining the recommended values for the modifiable matrix elements. Cao
et al. [55], Kou et al. [56], and Mazurek et al. [57] proposed several iterative algorithms,
and Mazurek et al. [58] compared the performances of several algorithms (including those
above three) on four indices for measuring the preservation of original expert preferences.
Their numerical simulation results indicated that none of the algorithms outperformed
all of the others. Given that individual inconsistency should be slightly modified by the
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judgments that further optimize the inconsistency measure [59], an individual consistency
improvement approach that preserves the original expert preferences as much as possi-
ble is urgently needed. Moreover, owing to the complexity of index systems, individual
consistency improvement approaches should reduce the mental workload to some extent
on the premise of ensuring the rationality of the weighting results. In addition, owing to
the differences in expert preferences, the application of AHP must also focus on verifying
the acceptable group consensus. In AHP-group decision-making (AHP-GDM) settings,
individual preference can be aggregated in several ways [60]. MarÍa et al. [61] and Moreno-
Jiménez et al. [62] proposed the Consistency Consensus Matrix (CCM) to encourage the
search for consensus. Altuzarra et al. [63] proposed a general framework from a Bayesian
perspective. Aguarón et al. [64] and Escobar et al. [65] extended the CCM to the precise
consensus consistency matrix (PCCM). However, to achieve an acceptable group consensus,
these methods often have to throw away much of the original preference information;
therefore, it is often difficult for decision-makers to recognize the weighting results.

Although extensive research has been conducted on the development and application
of MCDM theory and methods, there needs to be more research devoted to constructing
evaluation index systems. Furthermore, when selecting applicable MCDM methods for
specific decision problems, the number of alternatives and indicators and distribution of
qualitative and quantitative indicators, as well as performance types, measurement scales,
and comparison means of criteria performances, should be comprehensively considered in
addition to the decision goals [45–47]. Therefore, the constructed evaluation index system
is a critical foundation for MCDM problems and significantly impacts the MCDM method
selection and evaluation decision results.

Logically, the construction of evaluation index systems can be divided into two central
issues: (1) identification and selection of reasonable assessment indicators; (2) construc-
tion of appropriate hierarchical structures. Currently, the commonly used methods for
constructing evaluation index systems include the literature survey method [15,66], the
(Fuzzy) Delphi method [67–70], etc. However, these methods emphasize the identification
and selection of assessment indicators, whereas the hierarchical structures are directly
given based on expert knowledge, resulting in solid subjective arbitrariness. Moreover,
when there are differences in expert opinions, it isn’t easy to effectively aggregate them,
quantitatively analyze the degree of group consensus, and efficiently revise the views.
Therefore, these methods cannot ensure the rationality of the constructed evaluation index
systems and are unsuitable for complex warships.

With the continuous increase in the type and number of shipborne systems and
the increasing complexity of the relationships among system elements, there are more
challenges to identifying and selecting assessment indicators, determining index weights,
and, particularly, evaluating criteria performances. In a word, the increasing complexity of
warships has posed growing challenges for ship-equipment suitability evaluation.

To address these problems, this paper aims to present a hybrid MCDM framework
for the scientific evaluation of ship-equipment suitability. To fulfill this aim, an improved
Interpretive Structural Modeling (ISM) method, which integrates expert judgment aggrega-
tion, group consensus verification, and expert judgment modification models, is developed
to construct the ship-equipment suitability evaluation index system. The applicability of
the selected AHP and Fuzzy TOPSIS methods in ship-equipment suitability evaluation
is analyzed systematically to further develop the scientific evaluation decision methods.
Then, an improved AHP method, combined with individual consistency improvement,
expert preference aggregation, and group consensus verification models, is proposed to
distribute the index weights. Furthermore, an applicable Fuzzy TOPSIS method is used to
evaluate, rank, and select alternative ship-equipment suitability designs.

The highlights of this paper are as follows:

• A hybrid MCDM framework is developed for the scientific evaluation of ship-
equipment suitability.
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• A structural modeling method is introduced to construct the ship-equipment suitability
evaluation index system.

• The applicability of AHP and Fuzzy TOPSIS methods in ship-equipment suitability
evaluation is analyzed systematically.

• Individual consistency and group consensus are thoroughly investigated to improve
rationality and operability in ship-equipment suitability evaluation.

The remaining sections of this paper are organized as follows. The Section 2 intro-
duces the proposed MCDM framework for ship-equipment suitability evaluation. In the
Section 3, a case study of ship-equipment environmental suitability evaluation is examined
to illustrate the feasibility and effectiveness of the proposed methodology. The Section 4
concludes this paper and outlines future research.

2. Methodology

This section presents a hybrid MCDM framework for ship-equipment suitability
evaluation. Figure 1 shows the systematic procedure of the proposed methodology, which
consists of four sections. The Section 2.1 presents an improved ISM method to construct
the ship-equipment environmental suitability evaluation index system. The Section 2.2
analyzes the scientific basis of the selected MCDM methods. The Section 2.3 presents an
improved AHP method to distribute the index weights. Finally, the Section 2.4 uses an
applicable Fuzzy TOPSIS method to evaluate, rank, and select alternative ship designs
regarding ship-equipment environmental suitability.
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2.1. Improved ISM Technique to Construct Evaluation Index Systems

This section presents an improved ISM method to construct the evaluation index
system of ship-equipment environmental suitability. Figure 2 shows the flowchart of
the improved ISM method. The classical ISM method is used to construct initial evalu-
ation index systems. In addition, expert judgment aggregation, group consensus veri-
fication, and expert judgment modification models are developed to deal with the vari-
ances in expert judgments to promote the rationality and operability of evaluation index
system construction.
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2.1.1. ISM Technique

Warfield [71] developed the ISM method for analyzing the structural problems of
complex socio-economic systems. Using expert knowledge, the ISM method can decom-
pose complex systems into influencing factors and their interrelations. Moreover, it can
transform complex and confusing interrelations into interpretable, visible, and well-defined
hierarchical models [72]. Therefore, the ISM method is regarded as a causal mapping
technique for dealing with complicated problems with intricate interrelations and is a
standard structural modeling method in the systems engineering field [73–76].

The ISM method comprises the following steps.
Step 0: Determining the analysis goal and organizing an expert team from ship

owners, design institutions, research institutes, shipyards, or equipment manufacturers,
P = {p1, p2, . . . , pl}, where Pk denotes the kth expert, k = 1, 2, . . . , l. Let

WP =
(

wp
1 , wp

2 , . . . , wp
l

)T
be the weight vectors for the experts, which are predetermined

based on their professional knowledge, working experiences, educational levels, etc., we
have 0 < wp

k < 1 and ∑l
k=1 wp

k = 1.
Step 1: Identification and selection of influencing factors, X = {x1, x2, . . . , xn}, where

Xi denotes the ith factor, i = 1, 2, . . . , n.
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Step 2: Development of a Self-structural interaction matrix (SSIM, O) based on pair-
wise judgments on the interrelations among influencing factors.

O =


o11 o12

o22

· · · o1n
· · · o2n
. . .

...
onn

, (1)

where oij denotes the interrelations between factors Xi and Xj. The interrelations are
expressed using the following four symbols: (1) > refers to factor Xi affects Xj but not vice
versa; (2) < refers to factor Xi is affected by Xj but not vice versa; (3) ∼ refers to factor
Xi affects Xj and vice versa; (4) × refers to factor Xi does not affect Xj and vice versa. To
facilitate modeling and computation, we suppose that factor Xi affects itself, i.e., oii =∼.

Step 3: Transformation of the SSIM to an initial reachability matrix (IRM, A).

A =


a11 a12
a21 a22

· · · a1n
· · · a2n

...
...

an1 an2

. . .
...

· · · ann

 (2)

The conversion rules are as follows:

(1) If oij =>, then aij = 1 and aji = 0;
(2) If oij =<, then aij = 0 and aji = 1;
(3) If oij =∼, then aij = aji = 1;
(4) If oij = ×, then aij = aji = 0.

Step 4
Transformation of the IRM to a final reachability matrix (FRM, R =

[
rij
]

n×n) using
transitivity rules.

R = A ∪ A2 ∪ . . . ∪ An (3)

Step 5
Division of the influencing factors into several irrelevant or rarely relevant subsets.

The top-level factors (Xi) of the divided subsets are identified using Equation (4), with their
antecedent sets D(xi) comprising the irrelevant or rarely relevant subsets.

{xi|L(xi) = L(xi) ∩ D(xi), xi ∈ X}, (4)

where L(xi) denotes the reachability set of factors Xi, including the factors that are affected
by Xi and D(xi) denotes the antecedent set of factors Xi, including the factors that affect Xi.

Step 6
Partitioning of the divided subsets into different levels. The top-level factors of the

divided subsets are eliminated first; then, step 5 is repeated to identify the factors in the
subordinate level until all the factors complete the level partition.

Step 7
Transformation of the FRM to a skeleton matrix, S =

[
sij
]

n×n. The inducing elements
that represent the indirect interrelations among influencing factors are identified and
eliminated using Equations (5) and (6).

fij =


n
∨

h = 1
h 6= i, j

(
rih ∧ rhj

)
i f rij = 1

0 i f rij = 0

, (5)
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sij =

{
1 i f rij = 1∧ fij = 0
0 i f fij = 0

, (6)

where fij denotes the property of rij. If fij = 1, rij is an inducing element, while fij = 0, rij
is not an inducing element.

Step 8
Development of the digraph of influencing factors according to the divided subsets,

partitioned levels, and converted skeleton matrix.

2.1.2. Expert Judgment Aggregation

When more than one expert is involved in constructing evaluation index systems,
the opinions of different experts should be considered and aggregated. Thus, an expert
judgment aggregation model is proposed as follows.

Step 1: Statistics of the expert judgments on the interrelations among influencing
factors using Equations (7) and (8), with the statistical results expressed as a two-tuple
matrix, W =

[
w1

ij, w0
ij

]
n×n

.

w1
ij = ∑l

k=1 wp
k , i f rk

ij = 1, (7)

w0
ij = ∑l

k=1 wp
k , i f rk

ij = 0, (8)

where w1
ij denotes the sum of the weights of experts who agree that factor Xi affects Xj and

w0
ij represents the sum of the weights of experts who agree that factor Xi does not affect Xj.

Therefore, the sum of w1
ij and w0

ij is equal to 1.
Step 2: Aggregation of expert judgments using Equation (9) and development of a

group reachability matrix, B =
[
bij
]

n×n.

bij =

{
1 i f w1

ij ≥ t
0 otherwise

(9)

where t is the predetermined threshold for aggregating expert judgments, t ∈ [0, 1]. The value
of t can be subjectively determined by the expert group or a highly experienced expert.

2.1.3. Group Consensus Verification

To evaluate the rationality of expert judgment aggregation, two novel indices are
proposed to measure the degree of group consensus between the group skeleton matrix
(GSM, SB) and the initial individual skeleton matrices (SSM, Sk).

• The comparability coefficient for the expert group (CCG) is given as

CCG(SB) = ∑l
k=1 wp

k ·CCG(Sk), (10)

where
CCG(Sk) =

1
n ∑n

i=1 Jxi
k , (11)

Jxi
k =

1
2
(

J
(
Sri

k /Sri
B
)
+ J
(
Sci

k /Sci
B
))

, (12)

and

J
(

S(·)
k /S(·)

B

)
=

∣∣∣S(·)
k
⋂

S(·)
B

∣∣∣∣∣∣S(·)
k
⋃

S(·)
B

∣∣∣ . (13)

where ri (ci) denotes the subscript of the ith row (column) vector of the skeleton matrices
regarding factor Xi; S(·)

k denotes the row (Sri
k )/column (Sci

k ) vector of the kth SSM Sk; S(·)
B

denotes the row (Sri
B )/column (Sci

B ) vector of the GSM SB. J
(
Sri

k /Sri
B
)

is defined to measure
the similarity of the two-row vectors (Sri

k , Sri
B ) regarding factor Xi, J

(
Sci

k /Sci
B
)

is defined to
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measure the similarity of the two-column vectors (Sci
k , Sci

B ) of factor Xi, and Jxi
k is defined to

measure the average similarity of the four vectors (Sri
k and Sri

B , Sci
k and Sci

B ) regarding factor
Xi. CCG(Sk) is defined to measure the overall cardinal consensus between the two skeleton
matrices Sk and SB. CCG(SB) is defined to measure the average cardinal consensus among
all the skeleton matrices.

The comparability between two vectors is calculated using the Jaccard similarity
coefficient. Thus, the larger the value of CCG(Sk), the higher the cardinal consensus level
of expert Pk. Let CCG be the predetermined threshold. If CCG(Sk) ≥ CCG, then the GSM
SB has acceptable cardinal consensus with the SSM Sk; if CCG(Sk) ≥ CCG for all the GSMs,
acceptable cardinal group consensus is achieved by the expert group.

• The direction violation number for the expert group (DVN) is given as

DVN(SB) = ∑l
k=1 wp

k ·DVN(Sk), (14)

where
DVN(Sk) =

1
n2 ∑n

i=1 ∑n
j=1 Iij(Sk/SB), (15)

and

Iij(Sk/SB) =

{
1 i f sB

ij = sk
ij

0 i f sB
ij 6= sk

ij
, (16)

where Iij(Sk/SB) is defined to measure the difference in matrix elements sk
ij and sB

ij. DVN(Sk)

is defined to measure the overall ordinal consensus between the two skeleton matrices
Sk and SB. DVN(SB) is defined to measure the average ordinal consensus among all the
skeleton matrices.

The larger the values of DVN(Sk), the higher the ordinal consensus levels of expert
Pk. Let DVN be the predetermined threshold. If DVN(Sk) ≥ DVN, then the GSM SB has
acceptable ordinal consensus with the SSM Sk, and if DVN(Sk) ≥ DVN for all the SSMs,
acceptable ordinal group consensus is achieved by the expert group.

The value of CCG and DVN can be subjectively determined by the expert group or a
highly experienced expert.

2.1.4. Expert Judgment Modification

If an acceptable group consensus is not achieved, the experts should be organized
to review their judgments. Based on the SSMs, this section presents a group consensus
improvement algorithm (see Figure 3 and Algorithm 1). This interactive iterative algorithm
provides experts with critical information support, including the factors and vectors to be
reviewed and the elements (interrelations) to be modified.
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The group consensus improvement algorithm is as follows.

Algorithm 1. Group consensus improvement algorithm.

Input: SSIM Ok
Output: The modified SSM S′k, the modified SSIM O′k, the associated value CCG

(
S′k
)

and
DVN

(
S′k
)

Step 0. Suppose ri (ci) denotes the subscript of the row (column) vector corresponding to
xi ∈ X in the skeleton matrices, Sri (Sci ) denotes the row (column) vector corresponding to xi ∈ X
in the skeleton matrices. Let ti = {ri, ci}.

Step 1. Compute J
(
Sri

k /Sri
B
)
, J
(
Sci

k /Sci
B
)

and Jxi
k for all xi ∈ X.

Step 2. Choose the factor x′i for which Jxi
k has the largest value, let xi = x′i .

Step 3. Choose the subscript t′i for which J
(

Sti
k /Sti

B

)
has the largest value, if

J
(
Sri

k /Sri
B
)
= J
(
Sci

k /Sci
B
)
, use t′i = ri and let ti = t′i .

Step 4. Suppose K = {(r, s)} denotes the index set of the elements of the vector
corresponding to ti in the skeleton matrices. Let (i, j) = (r, s), compute Iij(Sk/SB) for all (i, j) ∈ K.

Let L =
{
(i, j) : Iij(Sk/SB) = 0

}
.

Step 5. Choose the subscript (i′, j′), i.e., the first (i, j) ∈ L, let (i, j) = (i′, j′).
Step 6. If expert Pk agrees to revise the interrelation sk

ij, update the individual skeleton matrix

Sk with new values sk
ij = sB

ij , update L = L\(i′, j′) and proceed to Step 7. Otherwise, update
L = L\(i′, j′) and proceed to Step 5.

Step 7. Calculate CCG
(
S′k
)

and DVN
(
S′k
)
.

(a) If CCG
(
S′k
)
≥ CCG and DVN

(
S′k
)
≥ DVN, update SSIM Ok with the modified

interrelations, and provide O′k, S′k, CCG
(
S′k
)

and DVN
(
S′k
)
.

(b) Otherwise, if K 6= ∅, repeat Steps 5 through 7.
(c) Otherwise, update ti = ti\t′i , if ti 6= ∅, repeat Steps 3 through 7.
(d) Otherwise, update X = X\x′i , if X 6= ∅, repeat Steps 2 through 7

2.2. Applicability Analysis of AHP and Fuzzy TOPSIS

This section systematically analyzes the scientific basis of the selected AHP and Fuzzy
TOPSIS methods. The characteristics of general decision problems (see Figure 4) can be
described using several descriptors along different dimensions [35]. As a specific instance
of general decision problems, some of these descriptors can also describe ship-equipment
suitability evaluation. In ship-equipment suitability evaluation:

(1) The decision goal is to evaluate, rank, and select alternative ship-equipment suit-
ability designs. Complete rankings should be performed according to evaluation results to
facilitate a comparative analysis of criteria performances among diverse ship designs or
within a single design.

(2) For quantitative indicators, criteria performances of alternative ship-equipment
suitability designs usually involve quantitative comparisons. For qualitative indicators,
criteria performances need to be initially quantified based on qualitative ratings and then
compared similarly to quantitative indicators.

(3) It is worth assigning appropriate weights for assessment indicators to measure
the importance of differences to overall objectives. Furthermore, relative comparisons are
typically used to achieve higher rationality in ship-equipment suitability evaluation.

(4) More importantly, the inherent complexity of warships often makes it difficult to
evaluate and compare some criteria performances. Thus, empirical assessments based on
expert knowledge can be acceptable solutions. However, such empirical judgments may be
somewhat uncertain, especially regarding the criteria performances and expert preferences.
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The characteristics of ship-equipment suitability evaluation and the properties of the
selected AHP and Fuzzy TOPSIS methods are presented in Table 1. It is seen from Table 1
that the properties of the selected MCDM methods match entirely the characteristics of the
specific evaluation problem, which illustrates the applicability of AHP and Fuzzy TOPSIS
methods in ship-equipment suitability evaluation.

Table 1. Problem characteristics and method properties.

m1 m1.1 m2 m3 m3.1 m4 m4.1 m4.1.1 m4.1.2

Characteristics of ship-equipment suitability evaluation 3 2 2 2 3 2 1,2 2 2
Properties of AHP and Fuzzy TOPSIS methods 3 2 2 2 3 2 1,2 2 2

2.3. Improved AHP Technique to Distribute Index Weights

This section presents an improved AHP method (see Figure 5), which integrates
individual consistency improvement, expert preference aggregation, and group consensus
verification models, to distribute the index weights.
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2.3.1. AHP Technique

Saaty [48] developed the AHP method based on pairwise comparisons. The relative
importance of each factor against the others is scored based on expert knowledge, with
the priority intensity usually scaled by

{
1
9 , 1

8 , . . . , 1
2 , 1, 2, . . . , 9

}
. Let X = {x1, x2, . . . , xn}

be the assessment indicators, the measurement scales of importance intensity and their
descriptions are shown in Table 2.

The positive reciprocal judgment matrix, A =
[
aij
]

n×n, is constructed based on Table 2
as follows.

A =


1 a12 · · · a1n

1/a12 1 · · · a2n
...

...
. . .

...
1/a1n 1/a2n · · · 1

 (17)

where aij represents the priority intensity of Xi over Xj.
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Table 2. Measurement scales of importance intensity and their descriptions.

Intensity of Importance Definition

1 Xi and Xj contribute equally to the objective.
3 Experience and knowledge slightly favor Xi over Xj.
5 Experience and knowledge strongly favor Xi over Xj.
7 Xi is strongly favored, and its dominance is demonstrated in practice.
9 The evidence favoring Xi over Xj is of the highest possible order of affirmation.
2,4,6,8 Intermediate values between the two adjacent judgments

Reciprocals of the above nonzero If Xi has one of the aforementioned nonzero values, aij is assigned to it when compared to
Xj. Thus, Xj has a reciprocal value, aji = 1/aij, when compared to Xi.

In classical AHP, the eigenvalue method (EVM) is used to compute the weights of
the assessment indicators [48]. Recently, owing to its psychological, mathematical, and
statistical properties, the Row Geometric Mean (RGM) method [77] has gained popularity in
the scientific community and is recognized as an alternative to the EVM [78]. The criterion
weight is calculated using Equations (18) and (19).

wi = w′i/ ∑n
j=1 w′j, (18)

w′i = ∏n
j=1

(
aij
)1/n. (19)

The consistency index corresponding to the RGM is the geometric consistency index
(GCI) [79], which is calculated as

GCI =
2

(n− 1)(n− 2) ∑i<j log2eij, (20)

where eij = aijwj/wi, w = (wi)n×1 is the weight vector derived from the judgment matrix A.
Let GCI be the predetermined threshold; its values for judgment matrices of different

dimensions are shown in Table 3 [79]. If GCI(A) < GCI, then the judgment matrix A is of
acceptable consistency. Otherwise, the judgment matrix A fails the consistency verification.

Table 3. Thresholds of GCI.

n GCI

3 0.31
4 0.35
>4 0.37

2.3.2. Individual Consistency Improvement

In AHP, the rationality of the weighting results depends mainly on the consistency
level of the expert judgments. Therefore, this section presents a GCI-based individual
consistency improvement model [78]. It can provide experts with critical information
support, including the judgments to be reviewed, the directions to be adjusted, and the
values to be modified.

The GCI-based individual consistency improvement algorithm (see Figure 6 and
Algorithm 2) is outlined as follows; a detailed derivation and proof can be found in [78].
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Algorithm 2. GCI-based individual consistency improvement algorithm.

Input: The initial pairwise comparison matrix A, the permissibility coefficient ρ

Output: The modified pairwise comparison matrix A′, the improved GCI(A′)

Step 0. Let J = {(r, s)|r < s} be the index set corresponding to the expert judgments.
Step 1. Compute |log ers |

ars
for all (r, s) ∈ J, where ers = ars

ws
wr

.

Step 2. Choose the pair (r′, s′) ∈ J which |log er′ s′ |
ar′ s′

has the largest value.
Step 3. If ar′s′ > 1, then let (r, s) = (r′, s′). Otherwise, let (r, s) = (s′, r′).
Step 4. Compute t∗rs = e−n/(n−2)

rs .
Modify ars with trs, which depends on the sign of log ers.
a. If log ers < 0, let trs = min{1 + ρ, t∗rs}.
b. If log ers > 0, let trs = max

{
1

1+ρ , t∗rs

}
.

Update matrix A with revised values a′rs = arstrs and a′sr = 1/a′rs.
Update index set J = J\(r′, s′).
Step 5. Compute GCI(A′).
a. If GCI(A′) < GCI, provide A′ and GCI(A′).
b. Otherwise, if J 6= ∅, repeat steps 1 through 4.
c. Otherwise, the algorithm has no solution, so enlarge the permissibility coefficient ρ or

organize experts to modify the judgments.
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2.3.3. Expert Preference Aggregation

In expert preference aggregation, the individual authorities and consistency levels
impact the aggregation results [80]. Inspired by this, we propose a novel GCI-based operator
to integrate the expert weights.

λ
p
k = αwp

k + βν
p
k , (21)

ν
p
k =

1
GCIk

/ ∑l
k=1

1
GCIk

, (22)

where ν
p
k represents the weight of individual consistency level, satisfying 0 < ν

p
k < 1, and

∑l
k=1 ν

p
k = 1. It is worth noting that the GCIk here corresponds to the modified individual

judgment matrix, not the original individual judgment matrix. The smaller the value of
GCIk, the larger the value of ν

p
k . In addition, α and β are the distribution coefficients,
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satisfying α + β = 1, α, β ∈ R+. They provide substantial flexibility for expert preference
aggregation. In particular, when α = 1 and β = 0, the Hadamard coefficient is equal to the
expert authority weight. In contrast, when α = 0 and β = 1, the Hadamard coefficient is
equal to the improved individual consistency level.

The weighted geometric average operator (WGA) is used to aggregate the individual
judgment matrices, with the group judgment matrix B =

[
bij
]

n×n developed as

bij = ∏l
k=1

(
ak

ij

)λ
p
k . (23)

The group judgment matrix aggregated using the WGA operators has the same
properties as the positive reciprocal judgment matrices, and its GCI is less than or at most
equal to that of the least consistent individual judgment matrix [81,82]. Therefore, provided
that the individual judgment matrix has acceptable consistency, the group judgment matrix
aggregated using the WGA operators must be acceptable.

GCI(B) ≤ max{GCI(A1), GCI(A2), . . . , GCI(Al)}. (24)

2.3.4. Group Consensus Verification

The group cardinal consensus index (GCCI) of individual judgment matrices [83] can
be calculated as follows

GCCI(Ak) = 1− 1
(n− 1)(n− 2)ln9 ∑n−1

i=1 ∑n
j=i+1

∣∣∣ln(bij
)
− ln

(
ak

ij

)∣∣∣, (25)

and the overall group consensus index is given by:

GCCI(B) = ∑l
k=1 λ

p
k ·GCCI(Ak). (26)

The larger the values of GCCI(Ak), the higher the consensus levels between the group
judgment matrix B and the individual judgment matrix Ak, i.e., the higher the recognition
of the aggregation results by the expert Pk. Let GCCI be the predetermined threshold;
if GCCI(Ak) ≥ GCCI, then the aggregated group judgment matrix B has an acceptable
cardinal consensus with the individual judgment matrix Ak, and if GCCI(Ak) ≥ GCCI for
all individual judgment matrices, acceptable group consensus is achieved by the expert
group. The value of GCCI can be subjectively determined by the expert group or a highly
experienced expert [83].

Some previously proposed indices [58,65] are listed as follows for measuring the
degree to which the original expert preference information is preserved.

• Geometric Compatibility Index (GCOMPI): the cardinal compatibility between the
group priority vector and the individual expert judgments.

GCOMPI(B) = ∑l
k=1 λ

p
k ·GCOMPI(Ak), (27)

GCOMPI(Ak) =
2

(n− 1)(n− 2) ∑i<j log2
(

ak
ijwj/wi

)
, (28)

where w = (wi)n×1 is the priority vector derived from the group judgment matrix B.
• Priority violation number for the expert group (PVN): the ordinal compatibility be-

tween the group priority vector and the individual expert judgments.

PVN(B) = ∑l
k=1 λ

p
k ·PVN(Ak), (29)

PVN(Ak) =
2

(n− 1)(n− 2) ∑i<j Iij(Ak/B), (30)
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Iij(Ak/B) =



1 i f ak
ij > 1 and wi < wj

1 i f ak
ij< 1 and wi >wj

0.5 i f ak
ij = 1 and wi 6= wj

0.5 i f ak
ij 6= 1 and wi = wj

0 otherwise

, (31)

where w = (wi)n×1 is the priority vector derived from the group judgment matrix B.
• Average variance (AV): the average change between the group priority vector and the

individual priority vector.

d
(

w, wk
)
=

1
n ∑n

i=1

∣∣∣wi − wk
i

∣∣∣, (32)

where w = (wi)n×1 is the priority vector derived from the group judgment matrix B

and wk =
(

wk
i

)
n×1

is the priority vector derived from the individual judgment

matrix Ak.
• Kendall’s tau distance (τ): the ranking changes between two rankings derived from

the group judgment matrix B and the individual judgment matrix Ak.

τ
(
γB, γAk

)
=

2
n(n− 1)

(
Nconcordant pairs − Ndisconcordant pairs

)
, (33)

where γB and γAk are the two rankings (permutations) of n indicators, and Nconcordant pairs
and Ndisconcordant pairs are the numbers of concordant pairs and disconcordant pairs, re-
spectively, between the two rankings. Therefore, −1 ≤ τ

(
γB, γAk

)
≤ 1, with larger

values of τ
(
γB, γAk

)
corresponding to higher ordinal consensus levels between the group

judgment matrix B and the individual judgment matrix Ak.

2.4. Fuzzy TOPSIS Technique to Evaluate, Rank and Select Ship Designs

This section presents an applicable Fuzzy TOPSIS method to evaluate, rank and
select alternative ship designs regarding ship-equipment suitability. TOPSIS [84] is one of
the classical MCDM methods; Fuzzy TOPSIS is its further development under fuzzy set
theory [85]. The theoretical background of fuzzy sets can be reviewed in [19,85,86].

2.4.1. Linguistic Scales

Miller [87] demonstrated that an individual could not simultaneously compare more
than 7 ± 2 objects without confusion. Therefore, to reduce the mental workload of experts,
five-level linguistic scales, i.e., VL-L-A-H-VH, are designed as a fuzzy cluster to evaluate
the criteria performances (score values) of alternative ship-equipment suitability designs
and to help experts to make their subjective decisions. For example, suppose one expert
gives a linguistic evaluation A on one criterion performance for one ship design. In that
case, the pertinence degree of the score values from 2.5 to 7.5 ranges from 0.0 to 1.0, with the
largest pertinence degree of 1.0 at the score value of 5.0 and the lowest pertinence degree of
0.0 at the score values of 2.5 and 7.5, as shown in the blue triangle in Figure 7. The mapping
relationships between the linguistic scales and triangular fuzzy numbers (TFNs) [19] are
shown in Table 4 and Figure 7.

Table 4. Linguistic terms and corresponding TFNs.

Linguistic Terms (Evaluation Set) TFNs

Very low (VL) (0.0, 0.0, 2.5)
Low (L) (0.0, 2.5, 5.0)
Average (A) (2.5, 5.0, 7.5)
High (H) (5.0, 7.5, 10.0)
Very high (VH) (7.5, 10.0, 10.0)
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2.4.2. Fuzzy TOPSIS Technique

Let F = { f1, f2, . . . , fm} be the alternative designs, C = {c1, c2, . . . , cn} be the as-
sessment indicators, and WC =

(
wc

1, wc
2, . . . , wc

n
)T be the weight vector for assessment

indicators. We have 0 < wc
j < 1, and ∑n

j=1 wc
j = 1. As such, the Fuzzy TOPSIS method

comprises the following steps.
Step 1: Develop the individual fuzzy decision matrix D̃k:

D̃k =

C1 C2 Cj Cn

F1
F2
Fi
Fm


x̃k

11 x̃k
12

x̃k
21 x̃k

22

· · · x̃k
1n

· · · x̃k
2n

...
...

x̃k
m1 x̃k

m2

. . .
...

· · · x̃k
mn

, (34)

where x̃k
ij denotes the rating of the ith alternative Fi, concerning the jth criterion Cj, given

by the kth expert Pk.
Step 2: Aggregate the ratings of alternative designs provided by the experts using

Equation (35) and develop the fuzzy decision matrix D̃ using Equation (36):

x̃ij = ∑l
k=1 wp

k ·x̃
k
ij, (35)

D̃ =

C1 C2 Cj Cn

F1
F2
Fi
Fm


x̃11 x̃12
x̃21 x̃22

· · · x̃1n
· · · x̃2n

...
...

x̃m1 x̃m2

. . .
...

· · · x̃mn

. (36)

Step 3: Normalize the fuzzy decision matrix D̃ using Equations (37) and (38). Then,
the normalized fuzzy decision matrix R̃ =

[
r̃ij
]

n×n is constructed as follows:
Benefit criteria:

r̃ij =

(
lij
u+

j
,

mij

u+
j

,
uij

u+
j

)
, u+

j = max
i

uij, (37)

Cost criteria:

r̃ij =

(
l−j
uij

,
l−j
mij

,
l−j
lij

)
, l−j = min

i
lij. (38)
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Step 4: Compute the weighted normalised decision matrix Ṽ =
[
ν̃ij
]

n×n:

ν̃ij = wc
j ·r̃ij. (39)

Step 5: Define the Fuzzy Positive Ideal Solution (FPIS, F+) and Fuzzy Negative Ideal
Solution (FNIS, F−) according to Equations (40) and (41), respectively:

F+ =
(

ν̃+1 , ν̃+2 , ν̃+j , . . . , ν̃+n

)
(40)

F− =
(
ν̃−1 , ν̃−2 , ν̃−3 , . . . , ν̃−n

)
, (41)

where ν̃+j = (1, 1, 1) and ν̃−j = (0, 0, 0).

Step 6: Compute the distances d+i and d−i of each alternative from ν̃+j and ν̃−j , respec-
tively, according to Equations (42) and (43):

d+i = ∑n
j=1 dν

(
ν̃ij, ν̃+j

)
, (42)

d−i = ∑n
j=1 dν

(
ν̃ij, ν̃−j

)
, (43)

where dν(· · · ) is the distance between fuzzy numbers. For TFNs, dν(· · · ) is expressed as

d(x̃, z̃) =

√
1
3

[
(lx − lz)

2 + (mx −mz)
2 + (ux − uz)

2
]
. (44)

Step 7: Compute the closeness coefficient CCi:

CCi =
d−i

d+i + d−i
. (45)

Step 8: Define the rankings of alternatives according to the closeness coefficient CCi
in decreasing order. The best alternative is closest to the FPIS and farthest to the FNIS.

3. Case Study: Ship-Equipment Environmental Suitability Evaluation

This section applies the proposed framework to evaluate, rank, and select alternative
ship designs regarding ship-equipment environmental suitability.

3.1. Problem Statement

Ship-equipment environmental suitability refers to the capability of motherships and
shipborne equipment to cooperatively complete operational missions under physical, chem-
ical, biological, and other environmental conditions. It is one of the most challenging design
tasks faced by ship designers since it is critical to the operational security and efficiency
of motherships and shipborne equipment. In practical design tasks, ship designers fully
consider the material of parent ships, their knowledge and experience, and other available
design means, as well as the relevant design constraints, to generate several initial design
solutions that satisfy the given operational performance requirements, such as the capabil-
ity of launching and recovery of amphibious vehicles. The criteria performances of these
design solutions may be varied, which makes it necessary to develop a scientific evaluation
system to assess these criteria performances thoroughly. Scientifically evaluating alternative
ship designs can help identify their strengths and weaknesses and provide ship designers
with decision guidance and optimization bases to facilitate improved ship designs. In
this context, this paper presents an MCDM framework to guide the decision-makers in
evaluating alternative ship designs regarding ship-equipment environmental suitability.
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3.2. Establishment of the Expert Group

The inherent complexity of amphibious warships has brought great difficulty to the
scientific evaluation of ship-equipment environmental suitability. Empirical assessments
based on expert knowledge can be acceptable solutions in this case. In this investigation,
three experienced experts were invited to construct the evaluation index systems, distribute
the index weights, and evaluate and compare the criteria performances of several ship-
equipment suitability environmental designs. The expert profile details are provided
in Table 5.

Table 5. Expert profile details.

Expert Institute Job Title Educational Level Years Experienced Age

P1 MARIC a Chief Engineer, Prof. Ph.D. 18 46
P2 HEU b Prof. Ph.D. 12 41
P3 SMERI c Chief Engineer, Prof. Ph.D. 15 43

a MARIC: Marine Design & Research Institute of China; b HEU: Harbin Engineering University; c SMERI: Shanghai
Marine Equipment Research Institute.

3.3. Identification and Selection of Assessment Indicators

This investigation utilized the improved ISM method to construct the ship-equipment
environmental suitability evaluation index system. This process involved semi-structured
interviews with the three experienced experts to identify and select the appropriate assess-
ment indicators. The final list of detailed indicators is furnished in Table 6, along with the
pertinent descriptions.

Table 6. Ship-equipment environmental suitability assessment indicators.

No. Indicators Description Unit Benefit/Cost

X1 Explosive gases

The explosion-proof electrical equipment and prevention
measures in explosive dangerous places where explosive
gases accumulate or spread must satisfy the
safety requirements.

Linguistic Benefit

X2
Operational
environment

The actual environmental conditions under the coupling
of various factors should satisfy the environmental
requirements for the normal operation of the mothership,
shipborne equipment, and ship crew.

Linguistic Benefit

X3 Impact

The anti-impact design of ship hull and shipborne
equipment should be carried out to enable them to
operate safely in cases of severe impacts such as
underwater explosions.

Linguistic Benefit

X4
Bending deflection of
the ship hull

The maximum bending deflection of the ship hull with
the wave and still bending moment coupling should be
less than a critical value.

m Cost

X5 Ship vibration

The ship hull’s natural frequency must avoid the
propellers’ and generators’ operating frequency. The
vibration amplitude of the ship hull must also
be controlled.

% Benefit
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Table 6. Cont.

No. Indicators Description Unit Benefit/Cost

X6
Atmospheric
temperature

The normal working and non-damage temperatures of
shipborne equipment should be adapted to the ambient
atmospheric temperature.

◦C Benefit

X7 Bumping

Shipborne equipment should withstand repetitive
low-intensity bumping caused by wave shocks
(including bow shocks, stern shocks, etc.) and operate
continuously and effectively.

Linguistic Benefit

X8
Electromagnetic
environment

The spectrum allocation of electronic equipment should
be compatible with the management and control
measures in time, space, frequency domain, and
power supply.

Linguistic Benefit

X9 Oceanic temperature
The normal working and non-damage temperatures of
shipborne equipment exposed to seawater should be
adapted to the ocean temperature.

◦C Benefit

X10
Mechanical
environment

A general term for environmental factors, such as tilting,
swaying, vibration, and impact caused by the navigation
attitude of the mothership, the running state of
shipborne equipment, and other influencing factors.

Linguistic Benefit

X11 Impregnation

The effects of impregnation on shipborne equipment
should be considered, and waterproof or watertight
design should be carried out for specific
shipborne equipment.

Linguistic Benefit

X12
Mold, oil mist, and
salt spray

The effects of mold, oil mist, and salt spray on shipborne
equipment should be considered. The climate protection
design should be carried out so that the shipborne
equipment can operate normally under specific molds,
oil mist, and salt spray concentrations.

Linguistic Benefit

X13 Draft
The mothership should be able to sink to appropriate
draught at a certain speed so that the shipborne
equipment can smoothly get in and out of the cabin.

Linguistic Benefit

X14 Course and attitude
The mothership should control its course and attitude so
the shipborne equipment can smoothly get in and out of
the cabin.

Linguistic Benefit

X15 Climatic environment The climatic factors that have an impact on the
mothership and shipborne equipment. Linguistic Benefit

X16 Tilting and swaying

The mothership should adequately control the amplitude
and period of its tilting and swaying so that the coverage
area of the envelope diagram describing the normal
operation of shipborne equipment is at least a
specific value.

% Benefit

X17 Relative humidity Shipborne equipment should operate normally in a
specific range of relative humidity. % Benefit

X18 Waves in the cabin
The mother ship should control its course and attitude
and install wave suppression devices so the shipborne
equipment can smoothly get in and out of the cabin.

Linguistic Benefit
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Table 6. Cont.

No. Indicators Description Unit Benefit/Cost

X19

High temperature and
high-speed airflow
emitted by
shipborne equipment

To deal with the high-temperature and high-speed
airflow emitted by shipborne equipment, protective
designs, and prevention measures should be carried out
to enable the mothership, shipborne equipment, and ship
crew to operate safely.

Linguistic Benefit

X20

Air pollutants
emitted by
shipborne equipment

To deal with the air pollutants emitted by shipborne
equipment, protective designs, and prevention measures
should be carried out to enable the shipborne equipment
and ship crew to operate safely.

Linguistic Benefit

X21
Intense heat emitted by
shipborne equipment

Protective designs and prevention measures should be
carried out to deal with the intense heat emitted by
shipborne equipment to enable the mothership,
shipborne equipment, and ship crew to operate safely.

Linguistic Benefit

X22

Intense noise
emitted by
shipborne equipment

Protective designs and prevention measures should be
carried out to deal with the intense noise emitted by
shipborne equipment to enable the mothership,
shipborne equipment, and ship crew to operate safely.

Linguistic Benefit

3.4. Construction of Appropriate Hierarchical Structures

To reduce the subjective arbitrariness, pairwise comparison judgments were applied
to analyze the interrelations among the assessment indicators, with SSIMs Ok developed
using Equation (1).

O1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
1 ~ > × × × × × × × × × × × × > × × × × × × ×
2 ~ × × × × × × × × × × < < × × × < < < < <
3 ~ × × × × × × > × × × × × × × × × × × ×
4 ~ × × × × × > × × × × × × × × × × × ×
5 ~ × × × × > × × × × × × × × × × × ×
6 ~ × × × × × × × × > × × × × × × ×
7 ~ × × > × × × × × × × × × × × ×
8 ~ × × × × × × × × × × × × × ×
9 ~ × × × × × > × × × × × × ×
10 ~ × × × × × < × × × × × ×
11 ~ × × × > × × × × × × ×
12 ~ × × > × × × × < × ×
13 ~ × × × × × × × × ×
14 ~ × × × × × × × ×
15 ~ × < × × × × ×
16 ~ × × × × × ×
17 ~ × × × × ×
18 ~ × × × ×
19 ~ × × ×
20 ~ × ×
21 ~ ×
22 ~
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O2 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
1 ~ × × × × × × × × × × × × × > × × × × × × ×
2 ~ × × < < < × < × × × × < × < < < < < < <
3 ~ × × × × × × > × × × × × × × × × × × ×
4 ~ × × × × × > × × × × × × × × × × × ×
5 ~ × × × × > × × × × × × × × × × × ×
6 ~ × × × × × × × × > × × × × × × ×
7 ~ × × > × × × × × × × × × × × ×
8 ~ × × × × × × × × × × × × × ×
9 ~ × × × × × > × × × × × × ×
10 ~ × × × × × < × × × × × ×
11 ~ × × × > × < × × × × ×
12 ~ × × > × < × × × × ×
13 ~ > × × × × × × × ×
14 ~ × < × > × × × ×
15 ~ × < × × × × ×
16 ~ × > × × × ×
17 ~ × × × × ×
18 ~ × × × ×
19 ~ × × ×
20 ~ × ×
21 ~ ×
22 ~

O3 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
1 ~ × × × × × × × × × × × × × > × × × × × × ×
2 ~ × × × × × × × × × × < < × × × < < < < <
3 ~ > × × × × × > × × × × × × × × × × × ×
4 ~ × × < × × > × × × × × × × × × × × ×
5 ~ × × × × > × × × × × × × × × × × ×
6 ~ × × × × × × × × > × × × × × × ×
7 ~ × × > × × × × × × × × × × × ×
8 ~ × × × × × × × × × × × × × ×
9 ~ × × × × × > × × × × × × ×
10 ~ < < × × × < < × × × < ×
11 ~ × × × > × × × × × × ×
12 ~ × × > × × × × × × ×
13 ~ × × × × × × × × ×
14 ~ × × × × × × × ×
15 ~ × < × × × × ×
16 ~ × × × × × ×
17 ~ × × × × ×
18 ~ × × × ×
19 ~ × × ×
20 ~ × ×
21 ~ ×
22 ~

The SSIMs Ok were converted to the IRMs Ak using Equation (2), then the IRMs
Ak were further transformed into the FRMs Rk using Equation (3). The expert authority
weights were set to WP = (0.4, 0.3, 0.3)T and the individual judgments were counted using
Equations (7) and (8). The threshold for aggregating the expert judgments was set to
t = 0.5, provided that expert P1 and either P2 or P3 or both agreed that Xi affects Xj, the
expert group was considering agreeing that Xi affects Xj. The expert judgments were
further aggregated, with the group reachability matrix B developed using Equation (9). The
transitivity among the assessment indicators was eliminated using Equations (5) and (6),
and the FRMs Rk and the group reachability matrix B was transformed into the skeleton
matrices Sk and SB.
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It is believed that the thresholds of 0.9 have high engineering credibility, so the thresh-
olds CCG and DVN were set to CCG = DVN = 0.9. The group consensus indices CCG
and DVN were calculated using Equations (10)–(16) (see Table 7). It is seen from Table 7
that expert P2 failed the group consensus verification, and consequently, the individual
skeleton matrix S2 was modified using the group consensus improvement algorithm. The
revised group consensus indices can be found in Table 7 (bold, italic), with the results indi-
cating that by slightly modifying individual expert judgments, the expert group achieved
acceptable group consensus.

Table 7. Results of group consensus indices.

Expert CCG0.9 DVN0.9

P1 0.9710 0.9957

P2
0.8489
0.9037

0.9719
0.9805

P3 0.9106 0.9827

Group 0.9162
0.9327

0.9846
0.9872

The assessment indicators were divided into several irrelevant or rarely relevant
subsets using Equation (4), as shown in Table 8. On this basis, the divided subsets of the
assessment indicators were further partitioned into several levels using Equation (4), as
shown in Table 9.

Table 8. Division of the assessment indicators.

Subsets Indicators

1 2, 13, 14, 18, 19, 20, 21, 22
2 8
3 3, 4, 5, 7, 10, 16
4 1, 6, 9, 11, 12, 15, 17

Table 9. Level partition of the assessment indicators.

Hierarchical Levels Indicators

1 2, 8, 10, 15
2 1, 3, 4, 5, 6, 7, 9, 11, 12, 13, 14, 16, 17, 18, 19, 20, 21, 22

Finally, the hierarchical structure of the assessment indicators was developed ac-
cording to the divided subsets, partitioned levels, and converted skeleton matrices. The
overall index system for evaluating ship-equipment environmental suitability based on the
improved ISM method is shown in Figure 8.

3.5. Weight Distribution for the Assessment Indicators

This investigation utilized the improved AHP method to distribute appropriate
weights for ship-equipment environmental suitability assessment indicators. Owing to
space limitations, only the detailed process and results for the typical weighting node 2
(operational environment) are presented as follows.

The initial individual judgment matrices Ak
2 were developed using Equation (17)

as follows.
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A1
2 =

X13
X14
X18
X19
X20
X21
X22



1 3
1

5
5
1

7
5
3
1

9
7
5
5
1

7
7
5
5

1/3
1

9
7
5
5
1
2
1


,

A2
2 =

X13
X14
X18
X19
X20

X21
X22



1 3
1

5
3
1

5
5
3
1

7
5
3
3
1

7
5
3
3

1/2
1

7
6
3
5
1
1
1


,

A3
2 =

X13
X14
X18
X19
X20

X21
X22



1 3
1

5
7
1

7
7
3
1

9
9
5
5
1

9
9
5
5

1/2
1

9
9
5
5
1
3
1
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The index weights for each expert were calculated using Equations (18) and (19).
Then, the individual consistency indices GCIk were calculated using Equation (20). The
calculated results are presented in Table 10. It is seen from Table 10 that expert P3 failed
the individual consistency verification (GCI3 > 0.37). The individual judgment matrix
A3

2 was then modified using the individual consistency improvement algorithm with the
permissibility coefficient set to ρ = 0.1, resulting in the revised individual judgment matrix
A3

2
′ given as follows. The revised individual consistency index GCI

(
A3

2
′) can be found

in Table 10 (bold, italic), with the results indicating that by slightly modifying individual
expert judgments, expert P3 achieved acceptable individual consistency.

A3
2
′
=

X13
X14
X18
X19
X20

X21
X22



1 3
1

5
6.3636

1

7
7
3
1

9
9
5
5
1

9
9
5
5

0.5
1

9
9
5
5
1
3
1



Table 10. Individual weighting results for Node 2.

Expert X13 X14 X18 X19 X20 X21 X22 GCI0.37

P1 0.4180 0.2709 0.1280 0.0891 0.0259 0.0406 0.0275 0.3399
P2 0.4132 0.2494 0.1232 0.0900 0.0386 0.0470 0.0386 0.2189

P3 0.4092 0.3094 0.1168 0.0802 0.0251 0.0357 0.0236 0.3709
0.3593

After the individual consistency of each expert was verified, the weights of the indi-
vidual consistency level ν

p
k and the integrated expert weights λ

p
k were calculated using

Equations (21) and (22), with the distribution coefficients set to α = β = 0.5. The calcu-
lated results are also presented in Table 11. The individual judgment matrices Ak

2 were
aggregated using Equation (23). Then, the index weights of the group judgment matrix B2
were calculated using Equations (18) and (19), with the weighting results as 0.4148, 0.2736,
0.1233, 0.087, 0.0299, 0.0415, and 0.03, respectively. Next, the group consensus indices
(GCCI, GCOMPI, PVN, AV, τ) were calculated using Equations (25)–(33) (see Table 11). The
threshold GCCI was also set to GCCI = 0.9 and the verification results indicated that the
expert group achieved acceptable group consensus, and the weighting results were valid.

Table 11. Group consensus in Node 2.

Expert GCI0.37 ν
p
k wp

k λ
p
k GCCI0.9 GCOMPI PVN AV τ

P1 0.3399 0.2858 0.4 0.3429 0.9684 0.3513 0.0333 0.0028 1.0000
P2 0.2189 0.4438 0.3 0.3719 0.9376 0.2695 0.0667 0.0074 0.9048
P3 0.3593 0.2704 0.3 0.2852 0.9457 0.3988 0.0333 0.0102 0.9048

Group - - - - 0.9505 0.3344 0.0457 0.0066 0.9374

The calculation process for the other three nodes is similar to that of weighting node 2,
which we will not repeat here. Finally, the global weights of the assessment indicators are
presented in Table 12.
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Table 12. Criteria performance evaluations of alternatives.

X13 X14 X18 X19 X20 X21 X22 X8 X3 X4

F1 H,H,H H,H,VH VH,H,A VH,H,VH H,H,H H,VH,VH H,H,H VH,H,H H,H,A 0.4846
F2 L,H,H H,A,H H,A,A VH,H,H A,L,A A,VH,H L,H,H H,H,H A,L,A 0.5064
F3 H,A,H H,A,H A,A,A A,A,A A,H,A L,A,A H,A,A VH,H,H H,A,A 0.4986

Weight 0.1988 0.1311 0.0591 0.0417 0.0143 0.0199 0.0144 0.2440 0.0262 0.0107

X5 X7 X16 X1 X6 X9 X11 X12 X17

F1 10.6 H,H,H 68.3 H,H,H 60 36 H,H,H H,H,A 90
F2 10.0 A,A,L 62.6 VH,VH,VH 60 36 A,L,A A,A,H 90
F3 10.8 VH,VH,H 71.2 H,H,VH 60 32 A,H,A H,VH,A 100

Weight 0.0165 0.0193 0.0386 0.0613 0.0288 0.0316 0.0108 0.0121 0.0209

3.6. Evaluation, Ranking, and Selection of Alternative Designs

This investigation utilized the Fuzzy TOPSIS method to evaluate, rank, and select
appropriate ship-equipment environmental suitability designs. Owing to the inherent
complexity of amphibious warships, some criteria performances (including draft, course,
attitude, etc.) were evaluated using linguistics variables presented in Table 4. The others
(bending deflection of the ship hull, ship vibration, etc.) were obtained from the ship
designers and equipment manufacturers. Table 12 lists the linguistic evaluations of the
ratings of alternative ship designs. The linguistic variables were then converted into
corresponding TFNs according to Table 4 and Figure 7. Next, the aggregated criteria
performance values were calculated using Equation (35). Then, the normalized fuzzy group
decision matrix was calculated using Equations (37) and (38), and the weighted normalized
fuzzy group decision matrix was calculated by multiplying the index weights. The FPIS
(F+) and FNIS (F−) were defined as follows:

X13
F+ = [(1, 1, 1)
F− = [(0, 0, 0)

X14
(1, 1, 1)
(0, 0, 0)

X18
(1, 1, 1)
(0, 0, 0)

X19
(1, 1, 1)
(0, 0, 0)

· · ·
· · ·
· · ·

X17
(1, 1, 1)]
(0, 0, 0)]

For each indicator, the distances associated with the ratings of each alternative from the
FPIS and FNIS were calculated using Equation (44), with the results presented in Table 13.
The distances of each alternative from the FPIS and FNIS were computed using Equations
(42) and (43), respectively, and the closeness coefficients of these alternatives from the
FPIS were calculated using Equation (45). The results were reflected in the rankings listed
in Table 14, which indicated that design F1 was the best design solution, followed by
F3 and F2.

3.7. Analysis of Individual Consistency and Group Consensus

In multi-criteria group decision-making settings, the rationality of the results can be
measured by the degree of group consensus of expert opinions. To verify the rationality
of the evaluation results, individual consistency, and group consensus are thoroughly
investigated in ship-equipment environmental suitability evaluation.
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Table 13. Distances in the ratings of each alternative from the FPIS and FNIS.

F+

X13 X14 X18 X19 X20 X21 X22 X8 X3 X4 X5 X7 X16 X1 X6 X9 X11 X12 X17

F1 0.0642 0.0348 0.0158 0.008 0.0046 0.0042 0.0046 0.0602 0.0091 0 0.0003 0.0062 0.0016 0.0198 0 0 0.0035 0.0042 0.0021
F2 0.0982 0.0503 0.0245 0.0103 0.0087 0.0069 0.0071 0.0788 0.0153 0.0005 0.0012 0.0118 0.0047 0.0088 0 0 0.0066 0.0053 0.0021
F3 0.0763 0.0503 0.0301 0.0225 0.0068 0.0126 0.0065 0.0602 0.0109 0.0003 0 0.0037 0 0.0163 0 0.0035 0.0051 0.0035 0

F−

X13 X14 X18 X19 X20 X21 X22 X8 X3 X4 X5 X7 X16 X1 X6 X9 X11 X12 X17

F1 0.1545 0.1074 0.0485 0.0366 0.0111 0.0172 0.0112 0.2033 0.02 0.0107 0.0162 0.015 0.037 0.0476 0.0288 0.0316 0.0084 0.0093 0.0188
F2 0.1166 0.0925 0.0405 0.0347 0.0068 0.0143 0.0084 0.1897 0.0133 0.0102 0.0153 0.0091 0.034 0.0566 0.0288 0.0316 0.0051 0.008 0.0188
F3 0.1402 0.0925 0.0345 0.0225 0.0087 0.0089 0.0091 0.2033 0.0179 0.0104 0.0165 0.0169 0.0386 0.0502 0.0288 0.0281 0.0066 0.0098 0.0209
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Table 14. Rankings of the alternative designs.

Alternatives d+
i d−i CCi Rankings

F1 0.2432 0.8331 0.7741 1
F2 0.3411 0.7343 0.6828 3
F3 0.3085 0.7644 0.7125 2

3.7.1. Expert Judgment Aggregation in Evaluation Index System Construction

During the construction of the evaluation index system of ship-equipment environ-
mental suitability, there are differences in expert judgments on the interrelations among
assessment indicators, primarily concentrated on the operational environment, mechanical
environment, and relative humidity. Figure 9 shows the various aggregation results with
different thresholds. In this case, the threshold was set to t = 0.5, provided that expert
P1 and either P2 or P3 or both agreed that Xi affects Xj, the expert group was considering
agreeing that Xi affects Xj. As we can see from Figure 9, the aggregation results have
substantial flexibility, indicating that desired expert judgment aggregation results can be
obtained by setting appropriate thresholds. If we set the threshold larger, we will get more
reasonable results.
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3.7.2. Group Consensus Improvement in Evaluation Index System Construction

The proposed group consensus improvement algorithm provides decision-makers
with critical information support, including the specific indicators and vectors that need to
be reviewed and the specific matrix elements that need to be modified. Table 15 outlines
the details of the group consensus index CCG of expert P2. According to the rankings of Jxi

2 ,
X14 was modified first. As J

(
Sr14

2 /Sr14
B
)

was equal to J
(
Sc14

2 /Sc14
B
)
, the reachability vector

Sr14
2 was modified first, after which the antecedent vector Sc14

2 was modified as appropriate.
Table 16 shows the four iterations of the modification procedure by an expert P2. It is
seen from Table 16 that expert P2 achieved acceptable group consensus by modifying
the interrelations between X14 (course and attitude), X2 (operational environment), X18
(waves in the cabin), X13 (draft), and X16 (tilting and swaying). The results indicated
that the improved ISM method moderated the differences in expert judgments and the
resulting irrationality and improved the expert group’s recognition of the constructed
ship-equipment environmental suitability evaluation index system.
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Table 15. Details of group consensus index CCG.

NO. X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11

Jxi
2 1 0.73 1 1 0.83 0.83 0.83 1 0.83 1 0.75

Rank 14 4 14 14 8 8 8 14 8 14 5
J
(
Sri

2 /Sri
B
)

1 1 1 1 0.67 0.67 0.67 1 0.67 1 1
J
(
Sci

2 /Sci
B
)

1 0.46 1 1 1 1 1 1 1 1 0.5

NO. X12 X13 X14 X15 X16 X17 X18 X19 X20 X21 X22

Jxi
2 0.75 0.67 0.33 0.93 0.83 0.6 0.75 1 1 1 1

Rank 5 3 1 13 8 2 5 14 14 14 14
J
(
Sri

2 /Sri
B
)

1 0.33 0.33 1 0.67 0.2 1 1 1 1 1
J
(
Sci

2 /Sci
B
)

0.5 1 0.33 0.86 1 1 0.5 1 1 1 1

Table 16. Modification process of the individual skeleton matrix S2.

Iter# CCG DVN (i,j) s2
ij s2

ij
′ CCG′ ∇CCG(%) DV N′ ∇DVN(%)

1 0.8489 0.9719 (14,2) 0 1 0.8582 1.1 0.974 0.22
2 0.8582 0.974 (14,18) 1 0 0.8772 2.21 0.9762 0.23
3 0.8772 0.9762 (13,14) 1 0 0.8847 0.85 0.9784 0.23
4 0.8847 0.9784 (16,14) 1 0 0.9037 2.15 0.9805 0.21

3.7.3. Individual Consistency Improvement in Index Weight Distribution

During the weighting process in ship-equipment environmental suitability, by apply-
ing a low-value permissibility coefficient, ρ = 0.1, the modified preference value, a3

23
′, was

limited to a small range near the original values, [6.3636, 7.7], allowing more original expert
preferences to be preserved. As a result, the weighting results were recognized by the
expert group. Furthermore, under this restriction, the individual consistency improvement
algorithm iteratively provided the experts with critical information support, including
the judgments to be reviewed, a3

23, the directions to be adjusted, ↓, and the values to be
modified, 6.3636, thus achieving automatic correction of the expert judgments.

3.7.4. Expert Preference Aggregation Using Integrated Expert Weights

In this study, the GCI-based operator (λp
k ) was used to aggregate the expert preferences

on the relative importance of assessment indicators. Table 17 presents the expert weight
information for each weighting node. It is seen from Table 17 when wp

k is constant, the
values of ν

p
k and λ

p
k decrease with the increase of the GCI, indicating that the GCI-based

operator (λp
k ) can aggregate individual expert preferences more scientifically to obtain more

reasonable group weighting results.

Table 17. Expert weights in the weighting nodes.

Expert wp
k GCI ν

p
k λ

p
k(α,β=0.5) Node

P1 0.4

0.1075 0.3665 0.3833 1
0.3399 0.2858 0.3429 2
0.2278 0.2408 0.3204 3
0.1427 0.2984 0.3492 4

P2 0.3

0.1154 0.3414 0.3207 1
0.2189 0.4438 0.3719 2
0.1934 0.2836 0.2918 3
0.1231 0.3459 0.3229 4

P3 0.3

0.1349 0.2921 0.296 1
0.3593 0.2704 0.2852 2
0.1153 0.4757 0.3878 3
0.1197 0.3557 0.3279 4
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3.7.5. Cardinal and Ordinal Consensus of Index Weight Distribution

Figure 10 shows the global weights and rankings of the individual experts and the
expert group. For the convenience of analysis, the assessment indicators in Figure 10 are
rearranged in descending order of their global weights. It is seen that there are slight
differences between the global weights derived from the individual experts and the expert
group. The rankings of the global weights derived from the individual experts fluctuate
near the values of the weights derived from the expert group, and there is no significant
reverse ordering. Table 18 further outlines the weighted average variances and the spear-
man rank correlation coefficients p. It is seen from Table 18 that the weighting results of
the individual experts are highly consistent with those of the expert group in terms of the
cardinal and ordinal group consensuses, with p > 0.95 and ∇AV < 10%. On the one hand,
the results indicate high credibility in verifying the cardinal and ordinal group consensuses
using GCCI, GCOMPI, PVN, AV, and τ. On the other hand, the results also indicate that
the expert preferences aggregated using GCI-based operators are of high consensus to
some extent.
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Table 18. Overall cardinal and ordinal group consensuses.

Expert p AV ∇AV(%)

P1 0.9614 0.0037 7.11
P2 0.9614 0.0042 7.90
P3 0.9623 0.0038 7.20

3.8. Sensitivity Analysis Regarding the Predetermined Expert Weights

In engineering applications, setting expert weights has a certain subjectivity, which
may impact the final evaluation decision results. This section presents the sensitivity
analysis regarding the predetermined expert weights further to validate the ship design
evaluation and selection results. Eight cases are generated, as indicated in Table 19. The
first case indicates the current expert weights. Case 2 is generated by allocating equal
expert weights. The cases from 3 to 5 are generated by allocating the highest weight to one
of the experts and the lower equal weight to the rest of the experts. Finally, the cases from 6
to 8 are generated by allocating the lowest weight to one of the experts and the higher equal
weight to the rest. The rankings of the eight cases are presented in Figure 11. It is seen
from Figure 11 that there are slightly different rankings of the alternative ship designs. For
instance, design F3 performs best in Case 4, and design F2 performs better than F3 in Case 5.
However, design F1 performs best in seven cases, and design F3 performs better than F2
in seven cases. The results indicate high engineering credibility in ship design evaluation
and selection.
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Table 19. The case combinations with different expert weights.

Cases wp
1 wp

2 wp
3

Case 1 Current 0.4 0.3 0.3
Case 2 Average 1/3 1/3 1/3
Case 3 P1 High, The Rest Low 2/3 1/6 1/6
Case 4 P2 High, The Rest Low 1/6 2/3 1/6
Case 5 P3 High, The Rest Low 1/6 1/6 2/3
Case 6 P1 Low, The Rest High 1/6 5/12 5/12
Case 7 P2 Low, The Rest High 5/12 1/6 5/12
Case 8 P3 Low, The Rest High 5/12 5/12 1/6
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3.9. Comparative Analysis of Index Weights and Criteria Performances

Based on verifying the rationality of the evaluation results, valuable findings are
obtained through the comparative analysis of the index weights of the assessment indicators
and the criteria performances of the alternative ship designs.

Regarding ship-equipment environmental suitability, ship designers can evaluate
and select optimal ship designs from the operational, electromagnetic, mechanical, and
climatic aspects, which can be further divided into more detailed indicators. Figure 10
shows the global weights and rankings of the assessment indicators. It was observed
that X8 electromagnetic environment has the most considerable weight (24.4%), followed
by X13 draft (19.88%), X14 course and attitude (13.11%), X1 explosive gases (6.13%), X18
waves in the cabin (5.91%), etc. The sum of the weight ratio of these five indicators has
reached 69.43%. Therefore, ship designers should focus on special designs regarding these
five indicators of ship-equipment environmental suitability. For example, when selecting
shipborne electronic equipment, their spectrum allocation should be compatible with the
management and control measures in time, space, frequency domain, and power supply.
Furthermore, when determining principle dimensions, the designed draft should satisfy
the requirements of the shipborne equipment regarding operational security and efficiency.

Figure 12 shows the criteria performances of each design solution, which contains
much valuable information. For example, it is seen in Figure 12 that the first design F1
performs better in the aspects of X8 electromagnetic environment, X13 draft, X14 course
and attitude, etc. However, there is still room for optimization in X5 ship vibration (1.85%),
X16 tilting and swaying (4.32%), X12 mold, oil mist, and salt spray (6.96%), and, par-
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ticularly, X1 explosive gases (22.54%), X7 bumping (15.95%), and X17 relative humidity
(11.17%). By contrast, the third design F3 performs best in X17 relative humidity and X7
bumping, whereas the second design F2 performs best in X1 explosive gases. Therefore,
ship designers may take the above two ship designs as reference design solutions and
carry out optimization design pertinently. More importantly, the selection of explosion-
proof electrical equipment used in explosive dangerous places where explosive gases
accumulate or spread must strictly satisfy the safety requirements. Furthermore, ship
designers should strengthen communication and coordination with equipment manufac-
turers to specify the performance requirements of relevant shipborne equipment, such as
communication antennas.
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4. Conclusions

This paper investigated a hybrid MCDM framework for ship-equipment suitability
evaluation using the improved ISM, AHP, and Fuzzy TOPSIS methods. In light of the
outcomes, ship-equipment environmental suitability can be evaluated from the operational,
electromagnetic, mechanical, and climatic aspects, where the electromagnetic environment
is the most critical criterion. Furthermore, the optimal design solution needs to be improved
regarding explosive gases, bumping, and relative humidity.

From the theoretical perspective, the ISM method is introduced to construct the
evaluation index systems owing to its structural modeling and causal mapping capabilities.
Furthermore, the scientific basis of the selected AHP and Fuzzy TOPSIS methods applied in
ship design evaluation and selection is also verified systematically. In addition, benefitting
from the extension to group decision-making settings and the verification and improvement
of individual consistency and group consensus, the proposed methodology improves the
rationality and operability of ship design evaluation and selection. In conclusion, it can
promote the engineering credibility of the evaluation decision results and be applied to
other group decision-making problems in ship design evaluation and selection.

The inherent complexity of warships makes it challenging to construct reasonable in-
dicator systems and develop scientific evaluation decision methods. Although knowledge-
based expert systems can be reasonable solutions, there are inevitable uncertainties and
variances in expert opinions, especially in ship design evaluation and selection problems
with numerous indicators and complex structures. This paper extended ship design eval-
uation and selection to group decision-making settings and TFNs environment, but the
fuzzy sets and operators we applied are relatively simple. In future research, fuzzy MCDM
methods and advanced information fusion operators may be introduced to ship design
evaluation and selection to deal with the uncertainties and variances in expert opinions.
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