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Received: 28 March 2024

Revised: 15 April 2024

Accepted: 16 April 2024

Published: 19 April 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Journal of

Marine Science 
and Engineering

Article

Research on Abrasive Particle Target Detection and Feature
Extraction for Marine Lubricating Oil
Chenzhao Bai , Jiaqi Ding, Hongpeng Zhang * , Zhiwei Xu, Hanlin Liu, Wei Li, Guobin Li , Yi Wei
and Jizhe Wang

Marine Engineering College, Dalian Maritime University, Dalian 116026, China; baichenz@163.com (C.B.);
15840802489@163.com (J.D.); xuzhiwei201809@163.com (Z.X.); liuhanlin@dlmu.edu.cn (H.L.);
dmuliwei@dlmu.edu.cn (W.L.); guobinli88@163.com (G.L.); weiyi0717@163.com (Y.W.);
wangjizhe@dlmu.edu.cn (J.W.)
* Correspondence: zhppeter@dlmu.edu.cn; Tel.: +86-138-4287-2800

Abstract: The hydraulic oil of marine equipment contains a large number of abrasive contaminants
that reflect the operating condition of the equipment. In order to realize the detection of particulate
contaminants, this research first proposes a shape-based classification method for oil abrasive particles,
designs an oil abrasive particle collection system, and constructs a new dataset. After that, the research
introduces deep learning target detection technology in computer vision, and uses GhostNet to lighten
the network structure, the CBAM (Convolutional Block Attention Module) attention mechanism to
improve the generalization ability of the model, and the ASPP module to enhance the model sensory
wildness, respectively. A lightweight target detection model, WDD, is created for the identification of
abrasive particles. In this study, the WDD model is tested against other network models, and the
mAP value of WDD reaches 91.2%, which is 4.8% higher than that of YOLOv5s; in addition, the
detection speed of the WDD model reaches 55 FPS. Finally, this study uses real ship lubricating oils
for validation, and the WDD model still maintains a high level of accuracy. Therefore, the WDD
model effectively balances the accuracy and detection speed of marine oil abrasive particle detection,
which is superior to other oil abrasive particle detection techniques.

Keywords: target detection; particle recognition; YOLOv5 network; attention mechanism

1. Introduction

For large ships, the hydraulic system is an important part of ensuring its safe operation
and working efficiency, and the performance of hydraulic oil directly affects whether the
hydraulic system can work normally [1,2]. During the operation of the ship’s hydraulic
system, some contaminants will be mixed into the hydraulic oil, and when their content
exceeds a certain limit, thus affects the normal operation of the whole system. Therefore, in
order to avoid the failure of the ship’s hydraulic equipment, it is necessary to detect the
solid metal particle contaminants in the hydraulic oil [3,4].

The traditional methods of abrasive particle detection are particle counting and image
detection. The particle counting method is complicated to operate and requires operators
with high professional skills and experience [5], so it cannot carry out real-time detection.
The image detection method refers to the detection of the parametric features of the
abrasive particles by computer combined with image processing techniques [6,7]. The
image detection method can be divided into the iron spectrum analysis method and
microscopic imaging method by different methods of obtaining abrasive images. After
acquiring the image, a series of transformations and segmentation operations are performed
on the abrasive particle image to capture the features of the abrasive particle [8,9].

The microscopic imaging method places a slide containing an oil abrasive sample
under an optical microscope for observation during testing and then hands it over to
a computer for subsequent analysis and processing [10]. Compared to iron spectrum
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analysis, microscopic imaging has a simpler experimental environment. And, under the
same light source, the microscopic image method also has a better detection effect for
non-ferromagnetic metal abrasive particles [11]. However, the microscopic image method
still requires human observation and analysis and is more dependent on the operator’s
experience [12]. With the rapid development of computer vision in recent years, some teams
at home and abroad have started to apply this technique, which uses computer and digital
image processing techniques to simulate human vision, to the field of abrasive particle
detection. Jiang designed an oil abrasive particle detection system using a microfluidic
chip and microscopic imaging method to monitor dynamic abrasive particles using visual
saliency extraction of the image region of interest [13,14], and successfully detected abrasive
particles in oil, and then conducted a study on the three-dimensional reconstruction method
of abrasive particle images. Zhai took five types of typical abrasive particles as the research
object and combined a convolutional neural network, Support Vector Machine (SVM),
and Genetic Algorithm (GA) to design an abrasive particle classification model based on
the fusion of GA-SVM and improved LeNet convolutional neural network [15,16], which
led to a large improvement in the classification accuracy of sliding abrasive particles and
fatigue abrasive particles. Wang H. et al. developed an optical oil detection system that
can be used for large-diameter pipes with high flow rates [17–19]. The system used a
background difference-based motion target extraction algorithm and the Otsu algorithm
(OTSU) to extract images of abrasive particles and air bubbles and used a convolutional
neural network algorithm to distinguish between air bubbles and debris, providing better
classification results than traditional methods. Due to the small size and irregular shape
of particles in marine lubricating oils and the complexity of the fluid background, there
is a gap between the existing micro-imaging methods and the practical requirements in
terms of efficiency, accuracy, and versatility in the detection of abrasive particles in marine
hydraulic fluids.

With an aim to address the problem that the traditional model cannot detect the
position information of abrasive grains, and has low detection efficiency and poor accuracy.
This paper combines the deep learning target detection technology with the microscopic
imaging method, and designs and trains an abrasive grains detection model based on
GhostNet, ASSP, and the attention mechanism of YOLOv5. We call this the WDD (Wear
Debris Detection) model, which not only solves the difficulty of the detection of abrasive
grains’ position information, but also optimizes the YOLOv5 model in various aspects,
such as the detection efficiency, the detection speed, the accuracy, and the practicality of
the model. This method helps to realize the real-time monitoring of oil particles by quickly
and accurately detecting the shape information of abrasive particle positions in the oil. The
main contributions of this study are as follows:

Because of the previous inconsistency in the classification standard of abrasive grains,
this research proposed a new method of image classification based on the shape of abrasive
grains and collecting abrasive grains by microfluidic chip combined with microscopic
imaging methods. Finally, we preprocess the images to form a new abrasive grains dataset.

In order to improve the detection speed of the model, this article improves the original
YOLOv5s backbone based on the idea of GhostNet, which can significantly reduce the
number of parameters and computation in YOLOv5 by using smaller convolutional kernels
and depth-separable convolutions.

In order to strengthen the detection accuracy of the model for small targets, this article
appends the CBAM attention module at the end of the C3 module, which improves the
ability of the model to focus on key features and the generalization ability of the model.

In order to obtain a larger perceptual field and multi-scale information on oil abrasive
particles, this article optimizes the backbone network by replacing the SPPF module with
an ASPP module, which improves the network’s ability to process spatial information.
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Combined with the above improvements, we propose an oil abrasive grains object de-
tection algorithm—the WDD model and validate in real ship slippery oil, which evidences
high-precision and real-time detection of marine oil abrasive grains.

This article designs the system of marine lubricating oil wear particle detection system,
including a WDD&pyqt5 target detection interface and a wear particle auxiliary detection
window, which provides help for the development of condition monitoring, intelligent
operation, and a maintenance platform for marine mechanical equipment.

2. Materials and Methods
2.1. Oil Abrasive Grain Dataset Construction
2.1.1. Image Classification Based on Abrasive Particle Shape

Current research classifies abrasive particles by type of wear or formation mechanism,
but this approach requires a deep background and experience in the industry to support
it [20,21]. This research proposes a classification based on the shape of abrasive grains to
categorize marine hydraulic fluid abrasive grains into seven types. These are spherical,
strip, block, tiny, edge, elliptical (regular), and irregular particles. Magnification under the
microscope at 50× is shown in Figure 1.
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Figure 1a shows a spherical abrasive particle that has a smoother surface and appears
spherical. The minimum sample diameter of the spherical abrasive particles used in this
paper is 40 µm and the maximum diameter sample is 350 µm. Figure 1b shows a strip
abrasive particle, which refers to a long, slender abrasive particle. This article defines a
long, slender abrasive particle as one whose ratio of the longest cross-sectional length to the
actual length of the shortest cross-sectional length of the particle is greater than 3. Figure 1c
shows a block abrasive particle, which is a collective term for fatigue flaking and laminated
abrasive particle, and their samples range from a minimum of 350 µm to a maximum of
600 µm. Figure 1d shows a tiny abrasive particle, which refers to the overall small size
compared to other abrasive particles, basically reaching the lower detection limit of the
microscope, with the longest size of small abrasive particles not exceeding 30 µm and the
smallest size observable being around 10 µm. Figure 1e shows an edge abrasive particle,
which refers to the abrasive particles that appear at the edges of the whole image during
the actual sampling process, and only the edges that appear in the only the edges that
appear in the abrasive diagrams are due to the timing of the acquisition. Figure 1f shows
an elliptical abrasive particle, which is the oval-like abrasive particle that indicates that
the equipment is in a normal state of wear. Figure 1g shows an irregular abrasive particle,
which is a particle other than the six described above; this abrasive particle does not have a
strictly aggregated shape and ranges in size from 100 µm to 350 µm.
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The wear particle information of marine lubricating oil contains rich information on
the running state of the equipment. The shape, position, and quantity information of
the wear particles detected in this study can provide feedback on the wear state of the
equipment, to a certain extent. The spherical particles may be formed by the peeling of
the shear mixing layer on the inner surface of the crack and the repeated kneading of the
layered abrasive particles entering with the oil through the relative motion of the inner
surface. The presence of spherical particles may indicate that the lubrication system needs
further examination. The strip particles may indicate that the surface of some parts inside
the diesel engine has been partially cut or scratched, which may be caused by improper
clearance between parts, insufficient lubrication, or abnormal movement of parts. The
block abrasive particles may indicate that some parts of the diesel engine are subjected
to impact load during operation, resulting in material stripping. The elliptical (regular)
abrasive particles may be worn, caused by sliding contact between components, or wear
caused by rolling fatigue. This wear usually occurs on components such as bearings or
bearing shells. The small abrasive particles may indicate that the surface roughness of the
component is high, the viscosity of the lubricating oil is insufficient or the cleanliness of
the equipment is insufficient, and it may also be an early sign of fatigue wear. The wear
information of irregular abrasive reactions is difficult to confirm. Cutting wear, fatigue
wear, and corrosion wear are all possible, and they need specific analysis.

2.1.2. Creation of Abrasive Particle Image Dataset

In order to efficiently collect high-resolution images of abrasive particles, this experi-
ment builds a set of abrasive particle collection and detection systems, as shown in Figure 2.
It includes an oil sample, driving unit, connection unit, microfluidic chip, observation ac-
quisition unit, and collection unit. In this research, we first configured a certain proportion
of oil samples containing iron, copper, and aluminum particles and injected them into the
microfluidic detection chip through a micro syringe pump. The microfluidic chip used in
this study was cast with PDMS, which not only has high chemical inertness, but also has
good optical transparency, and can be directly observed under a microscope using natural
light for imaging [22]. Finally, the data were collected by a microfilm camera and the used
oil was recycled.
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Figure 2. Abrasive particle collection and inspection system.

In this research, 780 images were captured by the above-mentioned device. After
removing fuzzy pictures, this study received a total of 752 qualified wear particle images.
Secondly, in order to improve the performance of the model, more abrasive particle im-
ages are also required to serve as training data. This research uses data enhancement
techniques to expand the abrasive images by adding noise to the feature images, flipping
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the images, changing the contrast, panning, and rotating them, respectively. A total of
4984 images (including the original images) are obtained, which are further filtered, leaving
only 4400 images of abrasive particles. In addition, the images of the abrasive particles are
labeled according to the classification criteria using the Make Sense online image labeling
tool. Finally, the images are divided into a training set, validation set, and test set by the
function where there are 3200 images in the training set, 800 images in the validation set,
and 400 images in the test set.

2.2. Constructing a Yolov5-Based WDD Target Detection Model
2.2.1. Network Lightweighting

Target detection technology refers to the identification and localization of specific
objects in a target image or video using certain algorithms, which can be classified into
two-stage detection algorithms and single-stage detection algorithms according to the
current mainstream classification [23,24]. The YOLO (You Only Look Once) family of
algorithms is a single-stage detection algorithm that extracts features directly through a
convolutional neural network, the most widely used due to its high speed, accuracy, and
good deployability. This paper selects the YOLOv5s network as the object of study [25,26].
The YOLOv5 target detection model adopts an efficient network structure to achieve fast
and accurate target detection. The YOLOv5 algorithm is composed of input, backbone
network, feature fusion network, and detection head. The main function of input is
to preprocess the images from the dataset and the backbone is mainly responsible for
extracting features from the input image. The function of the feature fusion network is
to integrate feature maps from different levels in order to better capture the multi-scale
information of the target. As the final part of the model, the detection head is responsible
for converting the feature map transmitted from the feature fusion network into the final
detection result.

GhostNet is a new lightweight neural network proposed by Huawei’s Noah’s Ark
Lab, with better performance than Google’s Mobile Net. When visualizing the feature
maps of the first residual group of ResNet50, the team found that three pairs of feature
maps in the output of this residual group are highly similar, which indicates that there is
redundancy among the feature maps, and the redundant feature maps are called the Ghost
of the original feature maps, which is used to design a lightweight module—the Ghost
module [27].

Let the input feature map have channel c with height h and width w, the output data
have height h′ and width w′, the number of convolution kernels is n and size k, the average
convolution kernel size for linear operations is d, the number of transformations is s, and
the theoretical acceleration ratio for upgrading the standard convolution using the Ghost
module can be calculated using Equation (1):

rs =
n × h′ × w′ × c × k × k

n
s × h × w × c × k + (s − 1)× n

s × h′ × w′ × d × d
≈ s × c

s + c − 1
≈ s (1)

Similarly, the compression ratio of the parameter can be calculated using Equation (2):

rc =
n × c × k × k

n
s × c × k + (s − 1)× n

s × d × d
≈ s × c

s + c − 1
≈ s (2)

From Equations (1) and (2), it can be seen that the acceleration and compression ratios
are basically equivalent and are mainly affected by the number of transformations. From
this, we can construct the Ghost structures suitable for this paper, which are GhostConv
and C3Ghost, as shown in Figure 3.

The design idea of the GhostConv module is to split the convolutional layer Conv
into two: the first part of the traditional convolution operation is used to generate part of
the feature map and the number of feature maps according to the number of convolution
kernels set to control; the other part of the conventional convolution is not used, but will
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be obtained from the input feature maps to carry out a simple operation; and, finally, the
two will be spliced to generate the final feature maps. This operation generates a large
number of feature layers with only a few parameters, which greatly reduces the amount of
computation and thus the efficiency of the model. The design of the C3Ghost module is
based on the Ghost module and the C3 module in YOLOv5, replacing the BottleNeck in
the C3 module with GhostBottleneck. GhostBottleneck contains two GhostConv modules.
The first GhostConv is to generate more channels, the second GhostConv is to reduce the
number of channels in the output feature map to match the number of channels in the
input, which, finally, connects the two GhostConv by a shortcut operation.
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2.2.2. Enhancing the Attention Mechanism of the Model

The attention mechanisms can be used to enhance a model’s ability to focus on input
data, thereby improving the model’s capabilities. This study chose to add the CBAM
attention mechanism, as shown in Figure 4. The CBAM attention mechanism provides a
more comprehensive focus of attention compared to other attention mechanisms by taking
into account both the channel and spatial dimensions; in addition, the design of the CBAM
allows it to improve performance while maintaining computational efficiency, making it
more suitable for real-time detection of oil particles [28,29].

J. Mar. Sci. Eng. 2024, 12, x FOR PEER REVIEW 6 of 21 
 

 

this, we can construct the Ghost structures suitable for this paper, which are GhostConv 
and C3Ghost, as shown in Figure 3. 

 
Figure 3. Schematic diagram of the structure of GhostConv and C3Ghost. 

The design idea of the GhostConv module is to split the convolutional layer Conv 
into two: the first part of the traditional convolution operation is used to generate part of 
the feature map and the number of feature maps according to the number of convolution 
kernels set to control; the other part of the conventional convolution is not used, but will 
be obtained from the input feature maps to carry out a simple operation; and, finally, the 
two will be spliced to generate the final feature maps. This operation generates a large 
number of feature layers with only a few parameters, which greatly reduces the amount 
of computation and thus the efficiency of the model. The design of the C3Ghost module 
is based on the Ghost module and the C3 module in YOLOv5, replacing the BottleNeck in 
the C3 module with GhostBottleneck. GhostBottleneck contains two GhostConv modules. 
The first GhostConv is to generate more channels, the second GhostConv is to reduce the 
number of channels in the output feature map to match the number of channels in the 
input, which, finally, connects the two GhostConv by a shortcut operation. 

2.2.2. Enhancing the Attention Mechanism of the Model 
The attention mechanisms can be used to enhance a model’s ability to focus on input 

data, thereby improving the model’s capabilities. This study chose to add the CBAM at-
tention mechanism, as shown in Figure 4. The CBAM attention mechanism provides a 
more comprehensive focus of attention compared to other attention mechanisms by tak-
ing into account both the channel and spatial dimensions; in addition, the design of the 
CBAM allows it to improve performance while maintaining computational efficiency, 
making it more suitable for real-time detection of oil particles [28,29]. 

 
Figure 4. Schematic diagram of the CBAM structure. 

In this study, the CBAM module is placed at the end of the C3 module connected to 
the convolutional layer in the head. This method allows for better weighting and focuses 

Figure 4. Schematic diagram of the CBAM structure.

In this study, the CBAM module is placed at the end of the C3 module connected to the
convolutional layer in the head. This method allows for better weighting and focuses on
the channel dimension while retaining multi-scale feature information. This method allows
for better weighting and focus on the channel dimension while retaining multi-scale feature
information, which helps the model to more accurately capture and extract useful features
at different scales and channels, improving the performance of this model in performing
abrasive particle target detection tasks, as shown in Figure 5.
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2.2.3. Increase the Model Receptive Field

The adjacent pixels in the collected oil debris images generally have the problem of
information redundancy. In order to obtain a larger receptive field, improve the expression
ability of the model, and realize the accurate detection of oil particles, the SPPF module in
the backbone network is replaced by the Atrous Spatial Pyramid Pooling (ASPP) module.

The core idea of the ASPP module is to apply dilated convolution at different sampling
rates to obtain multi-scale feature responses [30]. These dilated convolutional layers with
different sampling rates can capture different scale information on the input feature map,
as shown in Figure 6.
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The operation principle of ASPP is mainly based on the combination of Atrous Con-
volution and Spatial Pyramid Pooling. The ASPP module first extracts features through
a set of parallel dilated convolutional layers, which have different sampling rates. The
convolutional layers of each sampling rate can capture features at different scales, thus
forming a multi-scale feature representation. Then, the ASPP module inputs these feature
maps of different scales into the spatial pyramid pooling layer. The spatial pyramid pooling
layer can extract global context information from the feature map of each scale through
pooling operation. Finally, the ASPP module stitches all these feature maps of different
scales. Through the unsampled, the traditional interpolation method is used for upsam-
pling and reduction to the original input size out of the layer. After that, concat fusion is
performed on the five-layer output of ASPP, and the superimposed output is reduced to a
given number of channels by 1 × 1 convolutional layer convolution operation to obtain the
final output result [31]. The concat fusion process can be calculated using Equation (3):

n = k + (k − 1)× (d − 1) (3)
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where n is the current convolution kernel size; k is the size of the original convolution
kernel; d is a hyper-parameter; the value of d − 1 is the number of spaces added. The size
of the feature map after convolution can be calculated using Equation (4):

o =

[
i + 2p − k − (k − 1)× (d − 1)

s

]
+ 1 (4)

where o is the size of the feature map after the dilated convolution, i is the size of the input
dilated convolution, and s is the step size.

2.2.4. WDD Target Detection Model Based on YOLOv5

The structure of the WDD model designed in this paper for the detection of abrasive
shape targets in marine fluids is shown in Figure 7. In addition to the first layer of
6 × 6 convolution unchanged, all the rest of the convolution GhostConv structure layer
used for replacement, in addition to the connected to the head of the convolution layer
of the C3 module, all the rest of the C3Ghost module used for replacement. Then, the
C3CBAM module is replaced with three C3 modules connected to the convolutional layer.
Finally, the SPPF module in the backbone is replaced with an ASPP module.
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3. Results
3.1. Model Hyper-Parameter Settings

In order to objectively and fairly compare the performance of the improved models,
our experiments were conducted on an NVIDIA Quadro P5000/16GB GPU, using CUDA
11.3, PyTorch 1.11.0, and other configurations.

The hyper-parameters need to be set in advance before the WDD model can be trained.
Hyper-parameters are parameters that are not automatically learned from the training data
and need to be set manually, such as learning rate, batch size, and number of training
rounds [32]. After several experiments of optimization, this paper selects the Adam optimizer
for the WDD model, and the size of the input image is set to 640×640. The batch size is set to
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64, the epoch is set to 600, and the training hyper-parameters of the WDD model are set as
shown in Table 1.

Table 1. Training hyper-parameter settings for the WDD model.

Hyper-
Parameter

Depth
Multiple

Width
Multiple

Initial
Learning

Rate

Final
Learning

Rate

Learning
Momentum

Weight
Decay

Value 0.33 0.50 0.00334 0.15135 0.74832 0.00025

3.2. Model Loss Function

The WDD model contains three main aspects of loss during training: localization loss
Lbox, classification loss Lcls, and confidence loss Lobj. The loss function of the WDD model
can be calculated using Equation (5):

WDD_LOSS = λ1Lbox + λ2Lcls + λ3Lobj (5)

The localization loss Lbox, also known as rectangular box loss, mainly reflects the
model’s prediction accuracy of the target position in target detection, which is used in this
paper as CIOU Loss, and it can be calculated using Equations (6)–(9):

CIOU = IOU − (
ρ2(b, bgt)

c
+ αv) (6)

v =
4

π2 (arctan
wgt

hgt − arctan
w
h
)

2

(7)

α =
v

(1 − IOU) + v
(8)

CIOU_LOSS = 1 − CIOU (9)

where IOU is the intersection and union ratio of the real bounding box and the predicted
bounding box, b is the predicted target bounding box. bgt is the center point coordinates of
the real target bounding box and ρ is the Euclidean distance between b and bgt. c denotes
the length of the diagonal of the smallest outer rectangle of the two target bounding boxes.
wgt is the width of the bounding box of the real target. hgt is the height of the real target
bounding box. w represents the width of the predicted target bounding box. h represents
the height of the predicted target bounding box.

The localization loss Lbox in the training and validation sets are shown in Figure 8. The
loss of the training rectangular frame and the loss of the verification rectangular frame are
both slowly decreasing. Before 200 epochs, the loss of the verification rectangular frame
has a step phenomenon. After reaching 500 epochs, both of them gradually converge and
remain stable, and the loss rate is lower than 0.012, which indicates that the models have
achieved good results in learning target location prediction.

The classification loss Lcls refers to measuring the gap between the output of the model
and the real label when performing classification tasks. The classification loss function uses
the binary cross entropy loss function BCE Loss, as shown in Figure 9. As with localization
loss, the model is still learning how to distinguish different classes before 200 epochs,
resulting in a step phenomenon in the validation class loss function. All of them stabilize
after 500 epochs, with the maximum value not exceeding 0.003, and the model obtains a
good performance on the validation set.

The confidence loss Lobj refers to the predictive confidence used to measure whether
the model predicts the existence of the target in the target detection task. The confidence
loss still uses the binary cross entropy loss function BCE LOSS. The functional image of the
confidence loss is shown in Figure 10. Confidence loss also shows a step in 200 epochs, but
the confidence loss of training and validation stabilizes after 400 epochs, indicating that
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the model can determine the existence of the target earlier, but the specific location and the
specific category of the target need to continue to learn iteratively. The 3 loss functions are
all stable at 600 epochs, indicating that the model has stabilized and has good accuracy
and robustness.
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3.3. The Evaluation Index

The evaluation index of the model is an index system used to measure the performance
of the model, which is used to evaluate the performance of the model on specific tasks,
such as precision (P), recall (R), mean average precision (mAP), detection speed, and model
size, etc. The calculation formula for precision can be calculated using Equation (10):

P =
TP

TP + FP
(10)

Recall can be calculated using Equation (11):

R =
TP

TP + FN
(11)

where TP denotes a positive sample that is correctly predicted, FP is a negative sample that
is incorrectly predicted, TN is a negative sample that is correctly predicted, and FN is a
positive sample that is incorrectly predicted.

The purpose of this research is to obtain a model that achieves both high precision and
recall. Therefore, these two factors must be considered comprehensively. One method uses
the harmonic mean F1 for measurement, and the other uses the area under the P-R curve
(AUC)—that is, the average precision (AP). The AP can be calculated using Equation (12):

AP =
∫ 1

0
P(R)dR (12)

The AP is for one category, and the average precision of all categories can be calculated
using Equation (13):

mAP =
1
|N| ∑

i∈N
AP(i) (13)

where N denotes the number of label categories in the marine oil particle dataset.
Consequently, in this study, we used mAP 0.5:0.95, mAP 0.5, and frames per sec-

ond (FPS) as the evaluation indices of the model to comprehensively evaluate its actual
performance. Among them, mAP 0.5:0.95 is the average precision of all categories with
10 thresholds between 0.5 and 0.95 (step = 0.05), and mAP 0.5 is the average precision
of all categories with a threshold of 0.5. The FPS is an important index for measuring
the real-time performance of a computer vision system, indicating the number of frames
processed per second. In the object detection of marine oil particle images, a high FPS value
ensures that the system can respond to object changes on time, thereby ensuring real-time
and accurate detection.

3.4. WDD Model Performance
3.4.1. Model PR Curve

The PR curve of the WDD model performance on the validation set is shown in
Figure 11. It can be seen that the overall average precision of the WDD model exceeds
90%, which has a good detection rate for the five classes of sphere, slender, blocky, edge,
and regular, and the average precision is more than 90%. For the small category, the
accuracy is lower due to its large size difference from the other categories of particles
and the disadvantage of the YOLOv5s framework, but the attention mechanism added to
this model also makes the accuracy of the detection reach a good level. For the irregular
category of abrasive grains, its features are harder to capture for learning and there are
fewer samples, but the precision of the WDD model is nearly 80%, which is acceptable for
a lightweight model.
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3.4.2. Comparative Analysis of Model Feature Diagram

The Ghost module uses simple operations to obtain a partial feature diagram and
replaces all ConvBNSiLU modules with GhostConv modules. To observe whether the
model thus loses feature information, the feature diagrams after the first C3 module of
YOLOv5s and after the first C3Ghost module of WDD are visualized, respectively, as shown
in Figure 12. Figure 12a is the first C3 module of WDD and Figure 12b is YOLOv5s. As
can be seen from the two comparative feature diagrams, the two are generally closer to
each other. However, the C3Ghost module extracts the shallowest feature diagrams of the
model earlier (the feature diagram in the yellow background), suggesting that the model is
more sensitive to the edge features of the model. The red-boxed feature diagrams represent
features with weaker network response. Overall, there are four red-boxed feature diagrams
in Figure 12a, compared to three in Figure 12b. Observing these feature diagrams on the
shallow side, it is found that the abrasive particle contour information is much clearer
in Figure 12a, indicating that the WDD model can extract information on the edges and
textures of the model much faster.
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3.4.3. Comparison of Confusion Matrix

The confusion matrix is a table used to measure the classification performance of the
classification model. The rows of the confusion matrix represent the actual category and the
columns represent the predicted category. In the binary classification task, the confusion
matrix usually includes four elements: True Positive (TP), False Positive (FP), True Negative
(TN), and False Negative (FN).
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True Positive: it means the number of positive samples that the model correctly
identifies as positive samples.

False Positive: it means the number of positive samples that the model incorrectly
identifies as negative samples.

True Negative: it means the number of negative samples that the model correctly
identifies as negative samples.

False Negative: it means the number of positive samples that the model incorrectly
identifies as negative samples.

The confusion matrix generated by the two models of YOLOv5s and WDD is shown in
Figures 13 and 14. Compared with the YOLOv5s model, the detection accuracy of the WDD
model has increased, and the classification confusion rate has also decreased. In addition to
the ‘edge’ and ‘small’ targets, the detection accuracy of the remaining targets has reached
more than 90%, while the accuracy of ‘edge’ and ‘small’ targets has also increased by 4%.
The last column shows that there are still a lot of backgrounds in the WDD model that are
recognized as "small" particles, which is due to the high number of impurities in the fluid
and is within the error margin.
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3.4.4. Comparison of WDD Model with Other Algorithms

In order to further validate the performance of the WDD model, we conduct a side-by-
side comparison test with six target detection algorithms, namely Faster R-CNN, YOLOv3,
YOLOv5s, YOLOv5m, YOLOv7, and YOLOV8s. Faster Region-based convolutional neural
network (Faster R-CNN) is a well-known two-stage object detection algorithm, which was
proposed by Shaoqing Ren et al in 2015 [33]. YOLOv3 is a single-stage object detection algo-
rithm proposed by Joseph Redmon and Ali Farhadi in 2018 [34]. YOLOv5s is the smallest
model version in the YOLOv5 series. It reduces the amount of model parameters and com-
putational resource consumption while maintaining high detection accuracy. YOLOv5m is
a medium-sized model in the YOLOv5 series. It increases the depth and width of the model
based on YOLOv5s to improve the detection accuracy. YOLOv7 network is a real-time
target detection algorithm developed by Alexey and Wong Kinyiu in 2022 [35]. YOLOv8 is
the latest model of the YOLO series, which further improves the accuracy of detection and
can simultaneously realize the tasks of detection, classification, and segmentation [36].

The comparison of the WDD model with the other six models is shown in Table 2.
The mAP0.5 value of the WDD model reaches 91.2%, which was 4.8% higher than the
original YOLOv5s, and the mAP0.5:0.95 value is also improved. The detection speed of the
model also reaches 55 FPS, which is slightly lower than that of the YOLOv5s, but meets the
criteria for real-time detection of ship oil particles. The mAP value of the Faster R-CNN
reaches 88.3%, but the detection speed is only 13 FPS, which cannot meet the requirements
of real-time detection. As a representative of the single-stage detection algorithm, the
YOLOv3 algorithm fails to meet the requirements in terms of accuracy and computing
speed due to the limited feature extraction ability of the backbone network. The detection
precision and detection speed of YOLOv5m have been improved, but there is still a big gap
between it and the WDD model proposed in this research. Although the mAP value of
YOLOv7 reaches 90.3%, the detection speed is 40% slower. The detection speed of YOLOv8s
exceeds 50 FPS, but the mAP is 3% lower than the WDD model. In summary, the WDD
model achieves both high precision and high detection speed and is suitable for real-time
detection of marine oil particles.

Table 2. Comparison of WDD model with other algorithms.

Detection Backbone mAP0.5 mAP0.5:0.95 FPS

Faster R-CNN ResNet50 0.883 0.475 13
YOLOv3 Darknet53 0.869 0.546 31
YOLOv5s CSPDarknet53 0.864 0.538 57
YOLOv5m CSPDarknet53 0.875 0.553 44
YOLOv7 CSPDarknet53 0.903 0.545 34
YOLOv8s CSPDarknet53 0.882 0.558 53

WDD Improved CSPDarknet53 0.912 0.564 55

3.4.5. Ablation Experiment

In order to study the influence of the optimization of different modules on the whole
algorithm, we conducted ablation experiments based on YOLOv5 s and used the same
parameters to train the whole model. Table 3 lists the optimization performance of each
module based on YOLOv5s. When only using the Ghost module, its parameter number
decreases a lot, so the detection speed of the model is increased to 61 FPS, but the model
mAP is also decreased by 2%. The CBAM module is added separately, and the performance
of the model is slightly improved, but it is not obvious. It may be because the attention
mechanism assigns weights to different inputs, which leads to the unstable influence of
the model on different inputs, making the original model training more complicated. The
ASPP module is replaced separately, and the precision, recall rate, and average precision
are improved, but the detection speed is also reduced to 49 FPS. The WDD model is used
in this research, although the detection speed is not the fastest, it guarantees the highest
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precision, recall rate, and average precision. The detection speed of the model has also been
greatly improved after the lightweight improvement.

Table 3. Ablation experiment.

Detection P R mAP 0.5 FPS

YOLOv5s 0.918 0.942 0.864 57
+Ghost 0.921 0.938 0.835 61
+CBAM 0.939 0.962 0.866 53
+ASPP 0.945 0.954 0.891 49

+Ghost&CBAM 0.943 0.967 0.887 58
+Ghost&ASSP 0.941 0.953 0.885 56
+CBAM&ASSP 0.962 0.971 0.905 47

+Ghost&CBAM&ASSP 0.965 0.978 0.912 55

3.4.6. Compared with YOLOv5s Visualization Results

The experimental results of the WDD model and the YOLOv5s model are visualized
and validated separately using images from the test set to verify the performance of
the models on the new dataset. The output classification loss and confidence loss for
the test set data are set to 0.5. The validation of the WDD model in the test set for the
abrasive particle confidence is largely consistent with that in the test set, as shown in
Figure 15. The above row is the test results of the WDD model, and the following is the
original YOLOv5s test results. It is found that WDD can detect small abrasive particles and
partially occluded targets that are not detected by YOLOv5s. The WDD model does not
show any misdetection, indicating that it performs well in classification metrics and has
good robustness and generalization ability. The validation of the WDD model for particle
confidence in the test set is the same as that in the test set, and by comparing it with the
YOLOv5s model, it is found that the WDD has higher confidence outputs for all seven
particles, which indicates that the WDD model has a more favorable performance.
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3.4.7. Analysis of the Detection Effect of Real Marine Lubricating Oil Particles

In order to verify the practical application effect of the model, the wear particles in
the real marine lubricating oil are detected in this paper. The detection effect is shown in
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Figure 16. It can be seen that there are many pollutants in the real oil, and the background
is more complex, which causes great difficulties in target detection. However, the WDD
model has no error detection phenomenon and high confidence. Although some small
particles are missed, they meet the standards of the practical application of ships.
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Table 4 lists the detection indicators of each category in real oil. The recall rate and av-
erage accuracy of the WDD model in the five categories of spherical particles, strip particles,
block particles, edge particles, and oval particles are more than 90%. The detection effect of
irregular particles and tiny particles is lower than the average value due to the difficulty
of detection. The recall rate of all categories reached 90.3% and the average accuracy was
89.8%, which proved that the WDD model had good generalization performance.

Table 4. The detection results of each category in real marine lubricating oil.

Class P R mAP 0.5

Spherical particle 0.976 0.968 0.973
Strip particle 0.907 0.935 0.904
Block particle 0.919 0.942 0.902
Tiny particle 0.834 0.714 0.801
Edge particle 0.905 0.905 0.916

Elliptical particle 0.941 0.934 0.939
Irregular particle 0.788 0.878 0.768

All classes 0.906 0.903 0.898

3.4.8. Architecture of the System

The oil particle target detection system includes a data acquisition terminal, data com-
munication module, computer terminal, WDD detection algorithm, interactive interface,
and auxiliary detection window. The CCD camera and the microscope collect the video
stream information of the ship lubricating oil and transmit it to the computer terminal for
target detection. In order to obtain the detection results conveniently and quickly, this study
developed the WDD&pyqt5 target detection interface and the abrasive particle auxiliary
detection window form, respectively, as shown in Figure 17. The WDD&pyqt5 target detec-
tion interface can visually detect the input video in real time and can obtain the detection
time and the target category and number in the picture in the output bar at the lower right.
At the same time, the interface can adjust the weight, confidence, and intersection ratio of
the model at any time according to the detection results. The abrasive particle auxiliary
detection window is compiled and encapsulated by Python. After opening, an adaptive
size real-time detection window is opened in the upper left corner of the display, in which
the shape of the abrasive particle is displayed in real time, and it is effective for both image
and video streaming.
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4. Conclusions

To address the problem of low efficiency of abrasive particle shape detection in hy-
draulic fluids, this paper designs a lightweight model WDD based on YOLOv5s in the deep
learning target detection model for abrasive particle shape target detection. Firstly, this
paper designs the oil particle collection system, constructs a new ship oil dataset, and solves
the problem of imperfect classification of traditional abrasive particles. At the same time,
this paper proposes a new model classification standard and analyzes the equipment wear
information that may be expressed in each category. In this study, the backbone network
structure is lightened and improved based on the basic idea of GhostNet, which in turn
improves the efficiency of the model. The CBAM attention mechanism is also added after
the C3 layer before the model output based on the CBAM idea, which helps the model to
capture and extract useful features at different scales and channels more accurately. Finally,
in this article, by replacing the SPPF module with the ASPP module, the model obtains a
larger perceptual field and multi-scale oil mill information.

In this research, the collected oil abrasive particles are used for testing. The mAP
of the WDD model reaches 0.912 and the FPS reaches 55. Compared with other target
detection algorithms, the average accuracy is the highest under the premise of ensuring the
detection speed. Through visual comparison, it is found that the WDD model can detect
small particles and occluded particles that cannot be detected by the YOLOV5 s model, and
the confidence is also better. After that, this research also verifies in real ship lubricating
oil and finds that the model can still maintain a high detection effect, which is not greatly
affected by the complex background of real oil. In addition, this research also summarizes
the architecture of the marine lubricating oil wear particle detection system and designs
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the WDD&pyqt5 target detection interface and the wear particle assisted detection form,
which provides help for the real-time detection of the marine lubricating oil particles.

After realizing the real-time monitoring of oil abrasive particles, this study plans to
build an online marine oil abrasive grain inspection platform. The ship oil is extracted by a
peristaltic pump, and the oil flows into the flow cell through the pipeline. Then, the images
in the flow cell are collected by a CCD camera and a micro-microscope, and transmitted
to the Jeston Nano TX2 (a development kit with GPU produced by NVIDIA) chip for
subsequent processing. Finally, the chip performs the WDD target detection algorithm on
the transmitted image, obtains the shape information, position information, and quantity
information of the oil abrasive particles through the PYQT5 target detection interface,
and displays them directly on the screen. The platform can detect the wear inside the
ship’s engine in real time according to the relationship between the abrasive particles and
the wear of the equipment analyzed above, so as to implement preventive maintenance,
avoid potential mechanical failure and accidental shutdown, prolong the service life of key
components, and reduce the replacement frequency and maintenance cost.

At present, the real-time detection of marine lubricating oil needs to process a large
amount of data in a short time. The detection speed of the WDD model needs to be
further strengthened. Therefore, in future work, the model needs to be converted into
TensorRT format to improve the inference speed and performance of the model, to meet
the engineering application requirements of real-time detection of marine lubricating
oil particles.
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