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Abstract

:

Accurate tremor classification is crucial for effective patient management and treatment. However, clinical diagnoses are often hindered by misdiagnoses, necessitating the development of robust technical methods. Here, we present a two-stage convolutional neural network (CNN)-based system for classifying physiological tremor, essential tremor (ET), and Parkinson’s disease (PD) tremor. Employing acceleration signals from the hands of 408 patients, our system utilizes both medically motivated signal features and (nearly) raw data (by means of spectrograms) as system inputs. Our model employs a hybrid approach of data-based and feature-based methods to leverage the strengths of both while mitigating their weaknesses. By incorporating various data augmentation techniques for model training, we achieved an overall accuracy of 88.12%. This promising approach demonstrates improved accuracy in discriminating between the three tremor types, paving the way for more precise tremor diagnosis and enhanced patient care.
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1. Introduction


Tremors, involuntary oscillatory movements of one or more body parts, can be either physiological or pathological [1]. A physiological tremor is a small amplitude oscillation present in healthy subjects, while pathological tremors have a more evident amplitude, are a symptom of underlying diseases, and can negatively affect daily activities. A pathological tremor can either arise as a single symptom, as in essential tremors (ETs), or as a symptom of a more complex movement disorder, such as Parkinson’s disease (PD). ET is the most prevalent form of tremor without additional symptoms, impacting approximately 1% of the global population [2]. It can cause involuntary shaking of the hands, head, voice, and other body parts. PD is a neurodegenerative disorder that affected an estimated 6.1 million people worldwide as of 2016 [3]. The prevalence in the population is increasing more rapidly than for other neurological disorders. PD tremor is a combined tremor syndrome with other symptoms, such as bradykinesia, rigidity, or gait problems.



The Movement Disorder Society has developed two consensus statements that detail the classification of tremors in clinical settings [1], including tremor due to diseases not addressed in this study. The classification of tremors primarily relies on clinical criteria, with only a limited number of supplementary tests available to enhance diagnosis. These tests include quantitative analysis of tremor movement and electromyographic activity. Despite the availability of tests, the diagnosis of tremor remains challenging due to overlapping characteristics of different tremor types and the difficulty in establishing objective criteria [1,4]. Consequently, misdiagnoses can occur.



Machine learning is a subfield of artificial intelligence that employs statistical techniques to enable computers to learn from data and make predictions or decisions without explicit programming. Various machine learning algorithms are utilized in diverse medical fields, such as cancer classification [5] or epileptic seizure detection [6]. A feature-based approach to train such a model involves extracting features from data that are relevant for the task. These features are then used to train a machine learning model, such as a support vector machine (SVM) or a neural network. A data-based approach to train models involves training models directly on raw data or representations of raw data, such as time-frequency analyses. In this second approach, the network autonomously extracts relevant features, which is particularly useful when the specific features for classification are unknown. Convolutional neural networks (CNNs), for instance, are particularly adept at image classification and can consequently be used to classify raw data represented as spectrograms. These networks have also proven effective in various medical classification applications and therefore also provide a promising approach for tremor classification. Machine learning algorithms can be trained to identify patterns in data that are not obvious to the human eye. This could help to improve the accuracy of tremor classification and reduce the risk of misdiagnoses.



The primary aim of this research is to develop a classification model that can accurately and objectively differentiate between various tremor types. With further development, this model has the potential to serve as a valuable clinical tool to support clinical diagnosis, potentially reducing misdiagnoses. The model is designed to classify three types of tremor (ET, tremor of PD, and physiological tremor) based on the one hand on features identified in our preliminary work [7] and on the other hand on additional features extracted automatically from raw data in the form of spectrograms by a CNN. The aim is to achieve the highest possible overall classification accuracy.




2. Materials and Methods


2.1. Method Overview


The overall system of classifying tremors is shown in Figure 1. The acceleration signals used are preprocessed in two different ways. First, various features are determined from the time signals and spectra, as described in a previous paper [7]. Second, spectrograms are determined. To feed the two CNNs, their input is a composite representation generated by superimposing the spectrograms of the patient’s left and right hand. In the lower half, the spectrogram of the signal of the more-affected hand with the stronger tremor is depicted and in the upper half, the spectrogram of the less-affected hand with the weaker tremor is displayed. The input signals are fed into two trained CNNs. The first one classifies between physiologic and pathologic tremor. In the second network, the two pathologic tremor types used in this study are distinguished. The procedure for the entire system is described in more detail in the following.




2.2. Data Acquisition


For this study, we examined 408 individuals over a period of nine years at the Department of Neurology, University Hospital Schleswig–Holstein, Kiel University, Germany. This dataset is used for the evaluation of the classification models and to compare the results with previous attempts [7]. Based on standardized diagnostic criteria [4], neurologists diagnosed the patients. The dataset consists of



	
130 Parkinsonian patients;



	
209 patients with essential tremor;



	
and 54 healthy controls.






The remaining 15 recordings are discarded due to poor signal quality so that a total of 393 recordings can be used for this study. Data were anonymized. The local ethics committee approved this study.



The standardized electrophysiological examination consists of three parts [7]. Each part lasts 30 s, and a sufficiently long rest period was inserted between the partial examinations to avoid overexertion. For the first measurement, the patient sits on a chair and rests their forearms on the armrest. The hands are allowed to hang freely and comfortably, approximating a natural resting posture. Then, for the second position, the patient stretches out their hands so that they are parallel to the floor. For the third part of the measurement, in addition to the second position, a 1 kg weight is attached to the back of the hand.



For data acquisition we used a commercial system (Nicolet EDX EMG System, Natus Medical Incorporated) and an uniaxial accelerometer with a provided sensitivity of 1 milligravity/div up to 20 gravities/div. This sensor was attached to the distal metacarpal phalanx of the patient’s hand. The signals of both hands are sampled synchronously with 800 Hz.
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Figure 1. Overall procedures in tremor classification based on a two-stage 2D-CNN. The acceleration signals are first preprocessed to extract features and calculate spectrograms. Features and spectrograms are calculated each from the hand of the more-affected side (mas) and the less-affected side (las). These two representations serve as input to two different CNNs. The first CNN distinguishes between physiological and pathological tremor. If the result is a pathological tremor, a second CNN with the same inputs is used to differentiate between ET and PD. 
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2.3. Preprocessing


The preprocessing of the data is implemented in Kiel Real-time Application Toolkit (KiRAT) [8], which is a framework for real-time signal processing. This framework is developed in the group of Digital Signal Processing and System Theory [9] at Kiel University and is used, among other applications, for the classification of tremor patients. The data from the dataset of this study are preprocessed file-based and are later used to train the CNN. Afterwards, the trained model is used in KiRAT to evaluate the model and to classify and diagnose future patients directly during an examination.



Time–frequency analyses are executed based on the raw data from the acceleration sensors used. The time signals consist of 24,000 samples (   N samples  =  f s  ·  t total  =   800 Hz · 30 s = 24,000 samples). In the first step, these are divided into short frames of 1024 samples in size. For each of these frames, a fast Fourier transform (FFT) is calculated, whereby the frequency resolution is increased by zero padding to an FFT order of 2048. The spectrogram, which is used as the input for the CNN, has a resulting frequency resolution of 0.39 Hz. By an overlap of 50%, 512 samples are re-examined each time, which corresponds to a time of 0.64 s. Thus, fine changes in frequency as well as in time can be represented.



The amplitudes of the spectrograms are normalized to a range of zero and one for efficient processing. For this purpose, we have determined the maximum value of all estimated spectrograms and selected the normalization factor with 100 mg to the nearest power of 10.



2.3.1. Logarithmic Frequency Axis


Due to the sample rate of 800 Hz, a frequency range of 400 Hz can be mapped for the spectrograms. Since tremors typically oscillate with frequencies smaller than 15 Hz [4], the range is limited manually to 30 Hz. In this range, harmonics can still be displayed without mapping an irrelevant frequency range for tremors.



Furthermore, a logarithmic frequency axis is used. On the one hand, this results in smaller frequencies covering a larger proportion of the spectrogram and, on the other hand, harmonics having a uniform spacing regardless of the fundamental frequency and thus being easier for the kernels of a CNN to be recognized as patterns. For this study, the frequency axis is displayed with the logarithm based on the value two. The comparison of two spectrograms, one with linear and one with a logarithmic frequency axis, are shown in Figure 2.




2.3.2. Arrangement of Multiple Inputs


A spectrogram is a two-dimensional matrix whose numerical values correspond to the magnitude values of the spectrum per frame. In this study, we use two different spectrograms, one for the more-severely and one for the less-severely affected hand of the patient. The more-affected side is the hand whose tremor has a higher amplitude. To combine these two images, we generate a new image that is composed of the both individual spectrograms with the spectrogram of the more-affected side at the bottom and the other at the top of the image. This creates a two-dimensional matrix as input, whose time axis remains the same and whose frequency axis is doubled. The arrangement of the spectrograms is shown in Figure 1 as the second input to both networks.



This arrangement emerged from several attempts to minimize the dimension of the input images and features to ensure that the limited training data is sufficient to adequately train the model’s free parameters. We also explored alternative input data combinations, such as incorporating electromyography (EMG) data or using data from all of the three distinct recording positions. However, comprehensive testing revealed that the combination of signals and spectrogram arrangement employed here provides the optimal performance for our application, considering the above-mentioned scarcity of training data.





2.4. Feature Extraction


In addition to the spectrograms, features that are typical for the different tremor types are extracted [4]. These will be used in combination with the spectrograms as input for the CNN and thus are expected to lead to a better classification accuracy.



Our previous research [7] examined a diverse range of features from both the time and frequency domains, considering clinical significance and prior literature, to assess their ability to differentiate between the three tremor types. In the time domain, we analyzed first the amplitude of the time series. This enabled us to calculate the amplitude asymmetry between the patient’s two hands and the amplitude ratio relative to the resting position. Additionally, regularity [10] was analyzed to determine whether the amplitude varied over time or remained constant. The spectral domain evaluation began with identifying the maximum of the spectrum and the corresponding frequency. To assess the prominence of the maximum, we calculated the signal-to-noise ratio (SNR) and the bandwidth. Subsequently, we compared the tremor frequencies measured with and without weight to observe any discrepancies.



To achieve the highest possible overall accuracy, we have carefully selected a subset of three feature types that are calculated across all recorded positions of the patients:




	
Intensity, to represent the amplitude (six values: three positions and two hands);



	
Asymmetry (three values: one value per position);



	
Frequency difference (two values: one value per hand).








Choosing all features would necessitate a larger network architecture with more adjustable parameters, which could not be adequately trained due to the limited amount of training data. Therefore, we prioritized features that are also considered in clinical tremor descriptions. The calculated features are summarized in a vector as shown in Figure 1. The more-affected side (mas) is the side whose hand shows a tremor with a higher amplitude compared to the less-affected side (las).



The intensity describes the amplitude of tremor. In contrast to the two pathological tremors, the amplitude of the physiological tremor is not visible to the human eye [4]. The root mean square (RMS) is used for the calculation [7] of the amplitude for both hands in all examined positions.



A Parkinsonian tremor usually occurs asymmetrically [1]. The asymmetry feature describes this and is calculated as the ratio of the intensities of both sides.



Since the frequency of the physiological tremor arises due to the mechanical properties of the hand and the arm, this frequency decreases when the hand is loaded with an additional weight [4,11]. A larger difference between the dominant frequencies in the holding positions without and with weight is indicative of the presence of a physiological tremor.




2.5. Convolutional Neural Network


After estimating the spectrograms and extracting the features, the CNN model is trained with Keras [12] in Python. In total, 60% of the data is used for the training (235 subjects), 20% is used for validation during the training process (79 subjects), and afterwards 20% for testing the trained model (79 subjects). The evaluation of the model is conducted within the so-called KiRAT framework, a frame-based signal processing toolkit, in order to achieve a self-contained environment that will ultimately allow real-time diagnosis during the examination using the trained model.



2.5.1. Model Design


CNNs are a type of artificial neural network (ANN) that are particularly well-suited for image processing. They can be used to classify images, recognize objects, or even generate new images [13,14].



Such models work by passing an image through a series of different layers. Each layer has a specific task, such as extracting features from the image, reducing the size, or classifying the image. The structure of the networks used in this study is shown in Figure 3.



The first layer of a CNN is typically a convolutional layer. Convolutional layers extract features from the image by sliding small filters called kernels across the image. Each kernel is specialized to detect a particular feature, such as edges, corners, or specific colors. A discrete convolution


  S  ( i , j )  =  ( K ∗ V )   ( i , j )  =  ∑  m = 0   M − 1    ∑  n = 0   N − 1   V  ( i − m , j − n )  K  ( m , n )   



(1)




of the input image V and the kernel K, which is taken as an M × N matrix, is calculated to obtain the resulting image S. The indices i and j correspond to the indices of the convolution and define the dimension I × J of the resulting image. This is processed with an element-wise activation function. The individual neurons fire when the kernel recognizes certain structures.



To reduce overfitting and improve the accuracy of the model we used batch normalization layers after each convolutional layer. The inputs of each layer are normalized so that they have a mean of zero and a standard deviation of one.



Pooling layers are key components of CNNs and are used for reducing the spatial dimensions of feature maps. This reduces the number of parameters for the following layers and speeds up the computation time. An image is processed section by section using a symmetrical matrix defined by the pooling size. There are two common pooling methods:




	
Max-pooling: The pooling layer finds the maximum value in each matrix and transfers it to the downsampled output.



	
Average-pooling: The pooling layer calculates the average of each matrix and transfers it to the downsampled output.








The patterns found are divided by the flatten layer in such way that they can be used as an input for fully connected layers. As illustrated in Figure 3, this layer serves as the interface between the pattern recognition and classification components. It transforms the output from the pattern recognition stage into a format suitable for classification tasks.



Fully connected layers are used to classify the patterns recognized from the input image by convolutional and pooling layers. This type of layer is also the basis for previously known ANN and consequently facilitate the processing of the additional feature vector. Any number of fully connected layers with different numbers of neurons can be used with different activation functions in a CNN for classification. The output layer is also a fully connected layer with only one neuron. In our model, a sigmoid activation function is used to produce a value between zero and one, which represents the probability of the input belonging to one of two classes.



To prevent overfitting, dropout layers are used. In this case, a defined number of neurons are randomly set to zero, and thus not considered further. This leads to a generalization of the model for future data. We used one dropout layer after the second fully connected layer.



To find the best parameters of both models, hyperparameter tuning was performed using the hyperband tuner from Keras [15]. The best parameters are summarized in Table 1. The following results were obtained with models trained with these parameters.




2.5.2. Data Augmentation


Data augmentation is a technique used to increase the amount of training data available for machine learning models by generating new examples from existing data. Data augmentation plays a crucial role in medical applications, particularly in the absence of a substantial collection of labeled data [14,16,17]. The aim is to improve the performance and robustness of the model by exposing it to a broader range of variation and by compensating strong imbalance in the available groups [18,19]. We have used this method to equalize the amount of training data per tremor type. Since many features are newly generated by data augmentation, especially for the control group, we have decided to use three different methods that are frequently used in the literature for time series [20] and also for the application of wearable sensors or inertial measurement units for classification of PD [16,17]:




	
A white noise with a low amplitude of −30 dB is added to the time signal.



	
The time signals are reversed in time. Here, it is assumed that it is irrelevant for the tremor classification whether the signal is viewed forwards or backwards.



	
The individual frames of the time signal are reshuffled in the spectrogram. For this method, the most important assumption is that the time resolution of 0.64 s sufficiently represents short-term changes of the tremor and thus the resorting does not have a negative influence.








For each patient diagnosis, the data imbalance between the diagnosis being evaluated and the diagnosis with the most data is assessed. Up to three synthetic feature sets are generated for each patient. In each case, the synthetic features are subjected to all three types of data augmentation. If the data imbalance persists even after generating synthetic features, the model is trained with this.



We trained the first model using 331 data points, with 96 of them augmented. This creates a dataset of 203 pathological and 128 physiological subjects. For validation, we leverage 112 subjects, including 33 augmented examples. This translates to a validation set of 68 pathological and 44 physiological subjects. The second model was trained on 245 data points, with 42 of them being augmented. This results in a balanced dataset of 123 ET and 122 PD. For validation, we used a set of 80 data points, including 12 augmented versions. This process again yielded a balanced set: 40 subjects from patients with ET and 40 from patients with PD.





2.6. Statistical Methods


To assess the performance of various models, we employ the relative accuracy metric [7]. To ensure independence from the class distribution of the subjects, the correctly classified cases are normalized to the total number of cases belonging to that class. As a result, the relative accuracy measure remains unaffected by the class distribution of the subjects under consideration.



Moreover, we perform pairwise comparisons between different models trained under different conditions. To quantify the improvement, we employ the relative improvement metric. This metric measures the reduction in the remaining difference between the relative accuracy achieved by a model and the ideal accuracy of 100%. The relative improvement is expressed as a percentage and accordingly indicates the relative reduction of the remaining difference to the perfect accuracy.



We evaluate the overall accuracy of the classification model using relative accuracy. This measure indicates the proportion of correctly classified instances, considering all three classes (physiological, ET, PD). To further assess the performance of the model, we calculate specificity and sensitivity [21] with their corresponding 95% confidence intervals (CIs) using the exact Clopper–Pearson method [22]. These measures provide insights into the models ability to correctly identify true-negative and true-positive instances. Since our classification task involves three classes, we use an extension of the measures to a confusion matrix with three classes [23]. The sensitivity and specificity are thus calculated for one class each as a basis.





3. Results


To classify the results, we trained different models and compared them in terms of relative accuracy. For this purpose, we used 54 physiological tremors, 209 recordings from ET, and 130 from PD patients. The corresponding demographic data of these patients are summarized in Table 2.



We examined the models in respect to the influence of the methods of data augmentation and the use of the proposed additional features by calculating the relative improvement in comparison to a reference value resulting from models without the respective additions.



3.1. Influence of Data Augmentation on Classification Accuracy


For the training of the models we applied the above-mentioned three variants of data augmentation for the relevant features. In the first step a model was trained only on the basis of the available data without using additional synthetic data. Next, models were trained for which only one method of data augmentation was used in each case and additionally we trained models with different combinations of all three variants. For each method of data augmentation, we compared the relative improvement in mean relative accuracy resulting from ten different splits of training, validation, and test data. The mean value obtained without data augmentation was used as the baseline value in each case. The results are summarized in Table A1 (classifying physiological and pathological tremor) and in Table A2 (classifying ET and PD) in the Appendix A.



The clear advantage of data augmentation is evident when examining the overall accuracy achieved by both individual models in classifying all three classes. Utilizing solely the existing data for model training result in a relative accuracy of 76.88% for all three classes. However, when synthetic data are incorporated using all three methods of data augmentation described, the overall accuracy soars to 88.12%, representing a remarkable relative improvement of 51.38% in comparison to the accuracy of the model trained without data augmentation (76.88%).




3.2. Influence of Additional Features on Classification Accuracy


To investigate the effect of adding additional features for the classification of tremor, we evaluated the performance of two sets of models: one utilizing solely time-frequency analyses as the CNN image input and another incorporating additional features. To quantify the relative improvement in accuracy attributable to these features, we trained the CNN component individually and then a second model with additional features, calculating the corresponding accuracies. The results are summarized in Table 3 (classification of physiological and pathological tremor) and Table 4 (classification of ET and PD).



A relative improvement of 67.62% to a mean relative accuracy of 95.94% can be achieved for the classification between physiological and pathological tremor (Table 3). Within the 10 tested splits, a maximum relative accuracy of 97.79% is obtained.



The mean relative accuracy for the classification between PD and ET (Table 4) with additional features is significantly lower (69.83%). Nevertheless, a substantial relative improvement of 38.91% is also evident for the network with using additional features. Since the accuracy for the network without additional features is on average about 50% for two classes, we assume that a classification for the two pathological tremors is not possible with the help of a pure CNN based on the time-frequency analyses. An accuracy of approximately 50% indicates a purely random classification. Therefore, we assume that the relative improvement of the network with the features is mainly based on these. For this reason, we trained a pure ANN for this case, which has the following architecture after hyperparameter tuning:




	
Input layer.



	
Dense layer: 512 neurons, activation function: Hyperbolic tangent.



	
Dropout layer: 0.469 dropout rate.



	
Dense layer: 256 neurons, activation function: Rectified Linear Unit.



	
Dense layer: 128 neurons, activation function: Rectified Linear Unit.



	
Output layer: 1 neuron, activation function: Sigmoid.








For this network, this results in an average mean accuracy of 67.73% and thus a relative improvement of 34.66%. A similarly high relative accuracy is achievable compared to that of the CNN-feature combination. However, the latter exhibits a higher mean accuracy by 2.10%, which is why it is considered further in the following.



Considering the overall relative accuracy of both models and the classification of all three classes, we achieve 63.43% without additional features and 88.12% with the CNN-feature combination, corresponding to a relative improvement of 67.51%.




3.3. Evaluation


By combining all three data augmentation methods and using the CNN-feature combination for both partial models of our two-stage approach, we achieved an overall accuracy of 88.12%. The corresponding accuracy and loss curves are shown in Figure 4. Figure 4a,b depict the performance for classifying physiological and pathological tremor, while Figure 4c,d show the results for ET and PD classification. In each subfigure, the mean values are presented with a confidence interval indicating the standard deviation.



The upper subfigures (Figure 4a,b) reveal high accuracy and low loss for physiological and pathological tremor classification, with a hint of overfitting. However, the high test accuracy (97.06%) justifies the use of this model despite the overfitting. In contrast, the lower subfigures (Figure 4c,d) for ET and PD classification show significantly lower accuracy and higher loss, suggesting greater difficulty in distinguishing these tremor types. These accuracy and loss curves show no signs of overfitting.



The resulting confusion matrix with absolute values is shown in Figure 5. The confusion matrix shows the number of subjects that were correctly and incorrectly classified for each tremor type. The difference in the number of subjects per diagnosis becomes clear. Therefore, we have normalized the values per class for the calculation of the overall accuracy and thus calculated a relative accuracy.



The values of sensitivity and specificity for the overall classification model are summarized in Table 5. The classification model demonstrates excellent performance in distinguishing between physiological and pathological tremor, achieving a specificity of 95.59% (95%-CI: 87.64% to 99.08%) and a sensitivity of 100 % (95%-CI: 71.51% to 100%). This indicates that the model accurately identifies 100% of physiological tremor cases and 95.59 % of pathological tremor cases.



The model also performs well in distinguishing between ET and the other two tremor types with a sensitivity of 88.37% and a specificity of 88.89 %. This suggests that the model correctly identified 88.37% of ET cases. The remaining 11.63% are classified incorrectly. The lowest classification accuracy is observed for PD. In this case, only 76% of the cases are correctly classified. This is also evident in the low sensitivity of 76.0% for PD to physiological tremor and ET.





4. Discussion


In this study, we have investigated the discriminative value of various trained models in distinguishing between distinct tremor types. To achieve this, we analyzed various data augmentation techniques and network architectures, incorporating additional features selected from a clinical perspective. Both data augmentation and the enhanced architecture results in improved accuracy. Notably, the separation of physiological and pathological tremor appears to be possible.



4.1. Influence of Data Augmentation on Classification Accuracy


To explore the impact of data augmentation on the performance of various networks, we first examined the extent to which the three data augmentation techniques enhance performance in comparison to training without data augmentation. We used data augmentation techniques that have been shown to be effective for time series data [20] and classification of PD [16,17]. Other data augmentation methods that are commonly used for CNNs and image processing, such as rotation or scaling [24], are not applicable to spectrograms. As a second step, we evaluated the performance of the trained networks on both real and synthetic data. We tested the trained networks on both the real test dataset and synthetic data generated using the same data augmentation techniques that were used to train the models.



For the classification of physiological and pathological tremor, depending on the type of data augmentation, there is a relative improvement of 62.52% to 86.69% possible. All three types individually bring a big improvement, but the combination of all three methods is best with an average accuracy of 95.94%. For this case of classification, there is a particularly high improvement because previously the ratio of subjects with physiological and pathological tremor in the dataset is very unbalanced. Overall, the dataset contains 54 subjects with physiological and 339 with pathological tremor. Compensating for this difference using synthetic data leads to the high relative improvement.



For the classification of ET and PD there is a significantly worse relative improvement of 3.89% to 12.84%. The classification between the two pathological ones is generally more difficult, as evidenced by the low accuracy, since the features of ET and PD overlap [4,7]. The ratio of PD to ET patients in the dataset is with 40% subjects with PD to 60% with ET significantly more balanced than before for physiological to pathological tremor. Adding synthetic data results in a small relative improvement due to balancing the dataset. However, these small changes in the features are not enough to generalize the model more and thus achieve significant better accuracy.




4.2. Influence of Additional Features on Classification Accuracy


We decided to train models that process a combination of spectrograms and individually extracted features as inputs. For this purpose, we employed relevant features that are crucial for clinical diagnosis. An absent amplitude, reflected in lower intensity, indicates a physiological tremor [4]. An asymmetrical tremor is characteristic of PD [1]. Based on the model of a physiological tremor, a frequency difference between the peak frequency in the holding position with and without additional weight indicates a physiological tremor [11,25]. We did not use more clinical features because we are limited in the number of trainable parameters due to the small amount of data.



Combining spectrograms and individually extracted features enhances the performance of both partial models of the two-stage overall model. For the classification between physiological and pathological tremor, this approach achieved a relative improvement of approximately 70% compared to a CNN trained only with spectrograms. Utilizing these clinically relevant features results in a significant improvement in the accuracy of classification.



The relative accuracy is substantially enhanced by combining the CNN with additional features for the classification between ET and PD. A CNN trained solely on spectrograms demonstrates an average accuracy approximately 50%, rendering it ineffective for classifying two classes. However, incorporating the features increases the accuracy to 69.83%, demonstrating the crucial role of these 11 features. To assess the impact of the features alone, we trained an ANN using only these features as input and achieved comparable accuracy with 67.73%. Minor variations may arise due to data partition into three subsets or random initialization of network parameters. Given the higher overall accuracy of the CNN-feature combination, we have opted to utilize this network for further analysis. Nevertheless, the classification based solely on features has proven to be effective.




4.3. Evaluation of the Overall Accuracy


Employing the trained models and the two-stage approach, we attained an overall accuracy of 88.12% for the classification of the three tremor types. Notably, physiological tremor exhibits exceptional classification accuracy, with 100% correctly identified. ET, the most prevalent tremor type in the dataset, achieves a classification accuracy of 88.37%. PD, while exhibiting the lowest classification accuracy of 76%, still demonstrates a satisfactory performance. It is important to consider how pathological cases that are falsely classified as physiological by the first model in the first stage are handled in the second model. These false negatives from the first stage are excluded from the second classification between ET and PD. Fortunately, the high accuracy of the first model in classifying physiological and pathological cases means that the number of false negatives is very low. For the test data used in our study, this exclusion did not affect the classification of any patient. However, it is important to consider when applying the model to new data.



Future research should delve into the underlying reasons behind misclassification cases. The distinction between physiological and pathological tremor is achieved with remarkable accuracy. Investigating why certain pathological tremors are misclassified as physiological is a crucial area of future research. Determining whether these misclassifications represent borderline cases or inaccuracies in clinical diagnoses is essential.



It is possible to distinguish between physiological and pathological tremor with single features only. Our preliminary studies utilizing frequency difference demonstrated superior differentiation of physiological tremors, achieving an accuracy of 98.8% [7]. Examining individual features yields a high level of accuracy in differentiating between physiological and pathological tremor. However, machine learning algorithms empowers us to further enhance the distinction of physiological and pathological cases, achieving an accuracy of almost 100%.



Previous studies utilizing machine learning approaches have achieved an accuracy of 87.5% [26] or 85.7% [27] in distinguishing ET from PD, even with a substantially smaller dataset. Employing a significantly larger dataset, we attain a comparable level of accuracy. While a larger dataset enhances model training, it also introduces the challenge of identifying and handling more complex or more difficult-to-diagnose cases.



We should also consider if the demographic characteristics of this larger dataset, particularly age and sex distribution, are similar across the diagnostic groups in our study. Table 2 reveals a significantly younger age group for physiological tremor subjects compared to other diagnoses. Additionally, there are more females with physiological tremor compared to ET and PD. Large-cohort data show minor amplitude and frequency variations between various cohorts, including those differentiated by gender and age [28] but these are minor when compared with pathological data such as essential or Parkinsonian tremor. Therefore, comparisons of normal and patient data are usually not controlled for age or sex.



Our preliminary work demonstrated the effectiveness of combining a decision tree with a neural network, achieving an accuracy of 85.76% [7]. The two-stage CNN-feature combination approach yielded a relative improvement of 16.75%. Maintaining our prior achievement of 100% accuracy in classifying physiological cases, the approach specifically enhanced the distinction between ET and PD.



Different studies have shown that clinical diagnoses of PD are not always accurate, with only about 76% of cases being correctly diagnosed in the 1990s [29]. A study in 2001 found that the accuracy rate had improved to 90% [30], and a review in 2016 found that the misdiagnosis rate for PD had not changed significantly between 1988 and 2014 [31]. In our study, we found that 76% of the PD cases were classified correctly. However, our focus was not only on the classification of PD but also on achieving the best possible overall accuracy in the classification of all three types of tremor. The overall accuracy of our model was 88.12%, which is close to the 90% accuracy reported in the 2001 study. It is important to note that our models were trained based on a certain number of misdiagnoses, and we cannot currently compare the results of our study with the real diagnoses that only can be verified after the patient’s death.



The results of this study suggest that this model can be used to classify the three tremor types mentioned with high accuracy. However, this study has several limitations that should be considered when interpreting the results. One limitation is that the study was only conducted on a small dataset of subjects with a limited range of tremor types for the requirements of machine learning training. The small dataset limits the ability to train deep learning models with many parameters. However, our dataset is large compared to other tremor or general medical applications. Future studies should be conducted with larger datasets of subjects with a wider range of tremor types, including those associated with different diseases. Another limitation is that the study only used acceleration data from one axis. This limits the ability to capture the full complexity of tremor. Future studies should investigate the use of acceleration data from multiple axes, as well as data from other sensors, such as electromyography (EMG). EMG data could potentially provide additional information that could be used to improve classification accuracy. Finally, we did not test the results on an independent dataset. This could have introduced bias into the results. To validate the generalizability of the results, future studies should evaluate the model’s performance on an independent dataset. This will help ensure that the high classification accuracy observed in the current study is not solely due to overfitting. Addressing these limitations could lead to the development of machine learning-based tremor-classification systems that are more accurate, reliable, and generalizable.





5. Conclusions and Outlook


This study investigated the effectiveness of a two-stage model in distinguishing between different tremor types. Utilizing various data augmentation techniques, a CNN–feature combination with selected clinical features, the study demonstrated the ability to differentiate between physiological, ET, and PD tremor with a high degree of relative diagnostic accuracy. These findings suggest that appropriate classification methods can effectively reduce misdiagnoses among different tremor types.



The proposed approach has exhibited promising outcomes in improving the accuracy of tremor diagnosis. However, there remains substantial scope for further development. Future research should investigate the potential for extending and modifying network architectures. Therefore, the consistent augmentation of data resources is crucial to enable the training of networks with more adjustable parameters, resulting in even higher classification results.



To not only supplement clinical diagnosis with the output of a trained model but also to cultivate a deeper understanding of the underlying decision-making process, explainable AI techniques can be employed [32]. This type of analysis provides insights into the features that influenced a trained network’s decision, empowering clinicians to better interpret the model’s recommendations and potentially identify patterns that may not be readily apparent from conventional diagnostic methods.



By pursing these avenues of research, the integration of deep learning into clinical practice can be further refined, leading to more accurate and data-driven diagnostic decisions, potentially improving patient outcomes and healthcare efficiency.
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The following abbreviations are used in this manuscript:



	ANN
	Artificial neural network



	CI
	Confidence interval



	CNN
	Convolutional neural network



	EMG
	Electromyography



	ET
	Essential tremor



	FFT
	Fast Fourier transform



	KiRAT
	Kiel Real-time Application Toolkit



	las
	Less-affected side



	mas
	More-affected side



	PD
	Parkinson’s disease



	Relu
	Rectified linear unit



	RMS
	Root mean square



	SNR
	Signal-to-noise ratio



	SVM
	Support vector machine



	Tanh
	Hyperbolic tangent










Appendix A. Influence of Data Augmentation on Classification Accuracy


The mean relative accuracy without data augmentation for the classification between physiological and pathological tremor is 69.50% (Table A1). Combining all three data augmentation methods improves the mean relative accuracy from 69.50% to 95.94% (a relative improvement of 86.69%). Each individual method improves the relative accuracy by between 62.52% and 71.21%, but inverting the time axis of the spectrogram achieves an accuracy that is almost identical to the accuracy of the model that was trained with all three methods. The combination of reversing and mixing results in a relative improvement of 72.82% and thus just the highest relative accuracy with 91.71% apart from the combination of all three methods.





 





Table A1. Influence of data augmentation on the classification of physiological and pathological tremor.






Table A1. Influence of data augmentation on the classification of physiological and pathological tremor.





	Training Conditions
	Mean Accuracy (10 Splits)
	Relative Improvement





	No data augmentation
	69.50%
	Reference value



	Reverse time signals in time
	91.22%
	71.21%



	Mix individual frames
	88.57%
	62.52%



	Add noise
	89.93%
	66.98%



	Combine reverse and mix
	91.71%
	72.82%



	Combine all data augmentation methods
	95.94%
	86.69%








The reference value for the classification between ET and PD (Table A2) is with 68.61% lower than for the classification between physiological and pathological tremor. Combining all three data augmentation methods only improves the mean relative accuracy to 69.83% with a relative improvement of 3.89%. Randomly mixing the frames of the signal achieves the best mean accuracy (72.64%) of the three individually analyzed data augmentation methods, with a relative improvement of 12.84%. Adding noise actually reduces the mean accuracy by 8.79%. If we combine reversion and mixing, we get an accuracy of 71.29% that is almost as high as if we use all three methods of data augmentation.





 





Table A2. Influence of data augmentation on the classification of ET and PD.






Table A2. Influence of data augmentation on the classification of ET and PD.





	Training Conditions
	Mean Accuracy (10 Splits)
	Relative Improvement





	No data augmentation
	68.61%
	Reference value



	Reverse time signals in time
	70.86%
	7.17%



	Mix individual frames
	72.64%
	12.84%



	Add noise
	65.84%
	−8.79%



	Combine reverse and mix
	71.29%
	8.54%



	Combine all data augmentation methods
	69.83%
	3.89%








Combining all three data augmentation methods to train a model for classifying physiological and pathological tremor (Table A3) resulted in a 1.39% lower accuracy for synthetic data compared to the original data. The differences were even smaller for the methods of reversed time signals and mixed frames. Only the added noise exhibited a substantial difference between the test data types, with a reduction of 12.4%. The trained model achieved a significantly lower accuracy of just 77.53% for synthetic data generated with added noise. Since the absolute difference for the added noise is the highest by far, we also tested the combination of reversing and mixing. These two methods combined resulted in the highest test accuracy and the difference of 0.16% is negligibly small.





 





Table A3. Test of the trained model for physiological and pathological tremor with real and synthetic data.






Table A3. Test of the trained model for physiological and pathological tremor with real and synthetic data.





	Training Conditions
	Mean Accuracy Real Test Data
	Mean Accuracy Synthetic Data
	Absolute Difference





	Reverse time signals in time
	91.22%
	90.92%
	−0.30%



	Mix individual frames
	88.57%
	89.33%
	0.76%



	Add noise
	89.93%
	77.53%
	−12.40%



	Combine reverse and mix
	91.71%
	91.87%
	0.16%



	Combine all data augmentation methods
	95.94%
	94.55%
	−1.39%








We also achieved similar results for the classification of ET and PD (Table A4). The added noise generates a difference in the achieved accuracies of −8.53%. The difference for the other two variants, viewed individually, is very small and the difference for all three methods with a difference of −1.07% is also lower. Also for the classification of ET and PD, the difference achieved between real and synthetic test data is highest for the added noise. When we combine the other two methods, there is a small difference of 0.18%.





 





Table A4. Test of the trained model for ET and PD with real and synthetic data.






Table A4. Test of the trained model for ET and PD with real and synthetic data.





	Training Conditions
	Mean Accuracy Real Test Data
	Mean Accuracy Synthetic Data
	Absolute Difference





	Reverse time signals in time
	70.86%
	70.86%
	0%



	Mix individual frames
	72.64%
	72.37%
	−0.27%



	Add noise
	65.84%
	57.31%
	−8.53%



	Combine reverse and mix
	71.29%
	71.47%
	0.18%



	Combine all data augmentation methods
	69.83%
	68.76%
	−1.07%
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Figure 2. Visualization of the difference by a logarithmic frequency axis in spectrograms. (a) Spectrogram of an acceleration-tremor signal with linear frequency axis. (b) Spectrogram of an acceleration-tremor signal with logarithmic frequency axis. 
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Figure 3. Architecture of both CNN models. 
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Figure 4. Accuracy and loss curves of the training processes. (a) Accuracy of training and validation for the model classifying physiological and pathological tremor. (b) Loss of training and validation for the model classifying physiological and pathological tremor. (c) Accuracy of training and validation for the model classifying ET and PD. (d) Loss of training and validation for the model classifying ET and PD. 
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Figure 5. Confusion matrix of the classification of all three classes by the two-stage model using real test data of the dataset. There was no data augmentation used for the results shown in this figure. 
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Table 1. Used parameters for both models.






Table 1. Used parameters for both models.





	Parameters
	First Model: Phys. and Path.
	Second Model: ET and PD
	Tested Parameters





	First conv. layer: number of kernels
	64
	16
	Between 8 and 512



	First conv. layer: kernel size
	2 × 8
	5 × 2
	Between 2 × 2 and 8 × 8



	First conv. layer: stride
	1 × 2
	1 × 1
	Between 1 × 1 and 3 × 3



	First pooling layer: used method
	Max pooling
	Max pooling
	Average and Max pooling



	First pooling layer: pooling size
	5
	5
	Between 2 and 5



	Second conv. layer: number of kernels
	8
	256
	Between 8 and 512



	Second conv. layer: kernel size
	7 × 7
	8 × 7
	Between 2 × 2 and 8 × 8



	Second pooling layer: used method
	Average pooling
	Average pooling
	Average and Max pooling



	Second pooling layer: pooling size
	3
	4
	Between 2 and 5



	First fully connected layer: number of neurons
	256
	8
	Between 8 and 512



	First fully connected layer: activation function
	Rectified linear unit (Relu)
	Hyperbolic tangent (tanh)
	Relu and tanh



	Second fully connected layer: number of neurons
	32
	32
	Between 8 and 512



	Second fully connected layer: activation function
	Relu
	Tanh
	Relu and tanh



	Dropout rate after second fully connected layer
	0.26625
	0.38031
	Between 0.1 and 0.5



	Output layer: activation function
	Sigmoid
	Sigmoid
	Sigmoid










 





Table 2. Demographic data of the patients.
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	Physiological Tremor

(N = 54)
	ET

(N = 209)
	PD

(N = 130)





	Age (mean ± standard deviation)
	41.7 ± 20.5 years
	55.9 ± 11.9 years
	56.4 ± 9.2 years



	Disease duration (mean ± standard deviation)
	NA
	22.3 ± 13.2 years
	11.6 ± 7.8 years



	Female (n, percentage)
	33, 61.1%
	69, 33.0%
	47, 36.2%










 





Table 3. Influence of combining features and time–frequency analyses for the classification of physiological and pathological tremor.






Table 3. Influence of combining features and time–frequency analyses for the classification of physiological and pathological tremor.





	Training Conditions
	Mean Accuracy ± Standard Deviation (10 Splits)
	Relative Improvement
	Maximum Accuracy Achieved





	CNN without additional features
	87.46% ± 8.10%
	Reference value
	94.85%



	CNN with 11 additional features
	95.94% ± 1.52%
	67.62%
	97.79%










 





Table 4. Influence of combining features and time–frequency analyses for the classification of ET and PD.






Table 4. Influence of combining features and time–frequency analyses for the classification of ET and PD.





	Training Conditions
	Mean Accuracy ± Standard Deviation (10 Splits)
	Relative Improvement
	Maximum Accuracy Achieved





	CNN without additional features
	50.61% ± 5.22%
	Reference value
	58.70%



	CNN with 11 additional features
	69.83% ± 2.34%
	38.91%
	85.25%



	ANN with 11 features
	67.73% ± 4.42%
	34.66%
	74.36%










 





Table 5. Values of sensitivity and specificity for the overall classification model.
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	Sensitivity (95%-CI)
	Specificity (95%-CI)





	Physiological to pathological
	100.00% (71.51% to 100%)
	95.59% (87.64% to 99.08%)



	ET to physiological/PD
	88.37% (74.92% to 96.11%)
	88.89% (73.94% to 96.89%)



	PD to physiological/ET
	76.00% (54.87% to 90.64%)
	92.59% (82.11% to 97.94%)
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