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Abstract: To enhance the precision of fault diagnosis for high-voltage direct-current (HVDC) systems
by effectively extracting various types of fault characteristics, a fault diagnosis method based on the
long short-term memory network (LSTM) is proposed in this paper. The method relies on a knowledge
graph platform and is developed using measured data from four fault types in an HVDC substation
located in southwest China. Firstly, a knowledge graph for the HVDC systems is constructed, then
the fault waveform data is preprocessed and divided into a training set and a test set. Various
optimizers are employed to train and test the LSTM. The proposed strategy’s accuracy is calculated
and compared with recurrent neural network (RNN), eXtreme Gradient Boosting (XGBoost), support
vector machine (SVM), Naive Bayes classifier, probabilistic neural networks (PNN), and classification
learner (CL), which are commonly used in fault diagnosis. Results indicate that the proposed method
achieves an accuracy of over 95%, which is 30% higher than RNN, 8% higher than XGBoost, 4% higher
than SVM, 7% higher than Naive Bayes, 40% higher than PNN, and 42% higher than classification
learner (CL), respectively; the method also has the minimum time cost, fully demonstrating its
superiority and effectiveness compared to other methods.

Keywords: knowledge graph; HVDC systems; fault diagnosis; LSTM; RNN; XGBoost; SVM; Naive
Bayes; classifier; PNN; CL

1. Introduction

With the accentuation of the world’s energy problems and the development of new
energy generation, energy transmission methods are being transformed [1,2]. High-voltage
direct-current (HVDC) transmission systems in long-distance transmission have numer-
ous advantages; e.g., no inductive resistance, no synchronization, etc., compared to the
traditional high-voltage AC transmission method, which is an important guarantee for the
construction of long-distance, large-scale, large-capacity grid interconnection and power
exchange. The fault diagnosis of HVDC systems is different from the traditional trans-
mission method, so it is momentous to quickly and safely diagnose the fault of HVDC
systems. In recent years, many fault diagnosis methods have been developed and applied
to HVDC systems. For example, Reference [3] studied the impact of the lightning current
peak and grounding resistance on shielding fault flashover in Yunnan to Guizhou 500 kV
high-voltage direct current transmission systems. Reference [4] analyzed the mechanism
of high short circuit current in the DC near areas caused by converter transformer during
single-phase grounding faults. Work [5] focused on studying lightning overvoltage at the
neutral point of the HVDC converter transformer to ensure the safe and stable operation
of the HVDC system. Additionally, work [6] analyzed the grounding mode of the neutral
point of the converter transformer to improve the stability of the 800 kV HVDC system.
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With the change of power grid structure, higher requirements are increasingly put on
the table for the performance of power grid operation. Along with the popularization of
information technology, fault prediction and diagnosis methods based on the Internet of
things and artificial intelligence have begun to be applied. Artificial intelligence can learn
and adapt to people’s processing experience and realize human-machine collaborative
operation, so it can also be solved well in the face of complex and diverse problems.
Artificial neural networks have started to be used well in power systems fault diagnosis
in recent years due to their efficient processing of noisy data. The literature [7] uses a
support vector machine (SVM) that can implement nonlinear classification and regression,
which have been applied in some data modeling fields. Currently, the problems in the
development of SVM are low accuracy and poor utilization of hidden information of
data. Moreover, a convolutional neural network (CNN)-based fault diagnosis method for
power grids is presented in the literature [8]. The network is gradually tested by filtering
and layer-by-layer incremental stacking construction, and then the network parameters
are adjusted using a network layer optimization strategy, and the deep fault features are
mined to minimize cross-entropy. In the literature [9], considering the effect of random
noise on the measurement results, a collaborative filter is used to filter the output of the
HVDC systems, and then virtual faults are introduced according to the state equation of
the HVDC to construct a fault tracking estimator. Work [10] applies eXtreme Gradient
Boosting (XGBoost) to fault diagnosis in actual HVDC systems, providing a reliable tool
for classifying fault data sets in power grids. Study [11] applies classification learner
(CL) to the operation and maintenance of intelligent distribution system equipment to
improve the intelligence level of detection, significantly improving detection efficiency and
the distribution network equipment management level. The effective use of the above-
mentioned artificial intelligence methods has ensured the safe operation of the power
systems to a certain extent and has been superior to the earlier diagnostic methods [12,13].

In recent years, knowledge graph-based fault diagnosis methods for power systems
have been continuously proposed and have had an active effect on the fault diagnosis of
power systems [14,15]. With four characteristics of dynamism, spatiality, correlation, and
knowledge dependency, the knowledge graph can not only visualize knowledge in the
form of directed graphs and obtain the relationships among them through visualization
models, but can also complete the accurate search of massive knowledge information in a
very short time through the search function of computers and perform statistical analysis on
them [16,17]. By combining database technology and data mining methods, the connections
and rules between data can be discovered, thus improving the various performances of
fault diagnosis. When a large amount of data is accumulated to a certain extent, after
analyzing and processing these data people can find effective information of interest from
these data [18,19].

The fault knowledge graph of HVDC systems is a normal domain knowledge graph
with vivid concepts and relationship models, which can realize the continuous accumu-
lation of power systems knowledge. The key knowledge elements extracted from the
fault data collected by various means can be effectively integrated through standardized
representation and various relationships, thus continuously expanding the scope of do-
main knowledge, and also providing basic elements for intelligent application and the
visual display of knowledge [20,21]. The literature [22] proposed a knowledge graph-based
intelligent fault diagnosis method for substation equipment, which established a fault
diagnosis framework consisting of five stages, i.e., fault data governance, domain dictio-
nary construction, knowledge graph construction, distributed vector representation, and
fault relationship inference. In the literature [22], a knowledge graph-based knowledge
base construction method for power equipment faults is proposed for complex power
equipment and its operation and maintenance involving a large amount of data such as
equipment information, fault information, real-time monitoring information, and mainte-
nance information.
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The distributed word vector representation of natural language words provides a new
basis for the application of different artificial intelligence methods in natural language
processing. Knowledge graph relational reasoning is effective for knowledge validation, pre-
diction, and inference. This research aims to develop a fault diagnosis technology framework
based on small sample machine learning and multi-parameter fusion to address the lack of
collection carriers and intelligent means for fault anomaly analysis in HVDC systems.

This paper raises a fault diagnosis strategy for HVDC systems based on the LSTM
under the knowledge graph and classifies faults into four categories, i.e., single-phase
faults of DC-side transmission lines, phase-to-phase faults of DC-side transmission lines,
faults of converter valve arms, and faults of converter valve groups [20]. The advantages
of neural networks in data classification applications include high classification accuracy
and fast running speed [18,19]. By extracting the fault characteristics of fault waveforms,
the LSTM network can be applied to quickly and accurately classify various types of faults
and compare them with recurrent neural network (RNN) [20], XGBoost, SVM [23], Naive
Bayes [24], probabilistic neural networks (PNN) [25], and classification learner (CL) [26];
this solves the shortcomings of RNN that tend to forget earlier fault information when the
fault sequence is too long, and solves the poor performance of SVM in multi-classification
situations. Consequently, the test results show that the raised strategy has excellent behavior
and high accuracy in the fault diagnosis of HVDC systems.

2. Knowledge Graph of HVDC Systems

The knowledge graph is a kind of abandonment of traditional text-based matching
search, which displays structured entity information corresponding to the retrieved content
after understanding the user’s search intent. The knowledge graph is a knowledge base
with a directed graph structure that allows the representation of natural language in
a structured graph for the storage, management, and representation of the knowledge
base [27,28].

Knowledge graphs form graph-structured fact databases with nodes and edges be-
tween nodes. The nodes refer to entities or concepts in the data source, and the edges
represent the relationships between entities or concepts. They work by extracting the
semantic and structured data from textual information and expressing the information in
the data in the form of an “entity-relationship-entity” knowledge triad. Finally, a web-like
knowledge structure is built, which can store knowledge and express semantics more
accurately at the same time [29]. This structure has the advantages of easy understanding
and presentation.

As shown in Figure 1, the construction of HVDC systems knowledge graphs includes
four steps: knowledge extraction, knowledge fusion, knowledge computing, and knowl-
edge application.
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nology [33,34], as shown in Figure 2. 
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Knowledge data mainly includes some power industry standards and specifications, as
well as some fault data [30,31]. Knowledge extraction is a process of searching and extracting
needed data from massive, disorganized data with different sources in an automated way.
Knowledge fusion is to integrate the description information of the same entity or concept
from multiple data sources and eliminate the connotation conflict. Knowledge computing is
a dynamic process which requires the quality assessment of the integrated new knowledge
to add the part that meets the requirements into the knowledge base, conduct knowledge
reasoning, expand the existing knowledge, and obtain new knowledge. The knowledge
graph focuses on the realization of knowledge visualization based on data visualization, so
that the knowledge in complex data relations can be intuitively represented. In practical
application, the concrete form of visualization is often combined with the characteristics of
the problem to be solved to carry out the diversified design.

Knowledge application is the main goal of knowledge graph construction. Through
knowledge application, fault characteristics can be analyzed quickly and accidents can be
located accurately. By combining fault data with the knowledge graph, fault causes can be
rapidly discovered and solved, which greatly improves the management, operation, and
maintenance level and efficiency.

Combining artificial intelligence techniques with traditional databases can constitute
a knowledge graph. It is an intelligent database that allows knowledge to be managed
according to a certain structure [32]. By introducing a knowledge graph in HVDC sys-
tems, relevant data from fault data information can be mined and useful information can
be extracted. It is also possible to aggregate the scattered knowledge, thus improving
the ability to analyze data. By developing and constructing industry-leading bottom-up
human-machine collaborative DC knowledge systems based on large models and driven
by big data, the scale, quality, and construction efficiency of the knowledge graph can
be significantly improved compared with the traditional top-down graph construction
technology [33,34], as shown in Figure 2.

Electronics 2023, 12, x FOR PEER REVIEW 5 of 24 
 

 

Expert Platform

Dashboard(Monitoring, visualization, statistical reports)

Entity chains
Content 

Comprehension

Document 
Analysis

Knowledge 
Extraction

DC 
knowledge 

sources

Structured data (subgraphs, 
SPOs)

Factual Evidence

Content 
Comprehension

Knowledge 
Reasoning

Extended 
Complement

Harmonization

Collaborative 
Design

Knowledge Editing
Training set 

labeling
Effectiveness 

evaluation

Structured data (subgraphs, SPOs)

Fusion of content analysis and 
large models for knowledge 

retrieval

 
Figure 2. Diagram of construction of DC knowledge systems. 

Here, the DC knowledge source is to accumulate massive DC source data, including 
systems and standards, operation and maintenance information, engineering information, 
major technical research information, etc. The DC knowledge base is DC knowledge for 
business personnel to query, browse and learn, which is produced by fragmented reor-
ganization based on DC knowledge sources and expert experience precipitation. The DC 
knowledge graph is the DC knowledge for machine understanding and reasoning appli-
cation, which is produced by the latest bottom-up human-machine collaborative graph 
construction technology [35]. 

In HVDC systems, knowledge comes from a wide range of sources. One part is the 
production data in the operation and maintenance process, and the other part is the tech-
nical update to continuously enrich the HVDC knowledge systems. As the knowledge 
comes from a wide range of sources and in various formats, it is necessary to sort out the 
knowledge to better explore the application value of knowledge. The construction is to 
create a graph by collecting and processing relevant knowledge and exploring the rela-
tionship between knowledge, which can quickly retrieve relevant information according 
to keywords and enhance the efficiency of fault diagnosis. 

To address the lack of data collection carriers and intelligent means for fault and ab-
normality analysis in DC transmission systems, and to develop a fault diagnosis method, 
risk analysis, and decision-making technology for systems, the article uses small sample 
machine learning and multi-parameter fusion to build a fault diagnosis technology archi-
tecture. Figure 3 illustrates the knowledge graph-based framework for fault handling and 
risk analysis in the Tianshengqiao-Guangzhou system. The high accuracy and security 
requirements for fault diagnosis in this system are efficiently met with the help of the 
knowledge graph. The knowledge graph also allows for rapid fault treatment. 

Fault diagnosis module for DC transmission system Input SER data, fault recording

DC Transmission System Fault Handling and Risk Analysis 
Module Neural Networks

Risk analysis model of DC transmission 
system based on adaptive multi-frequency 

neural network

Key Recorded Video Clips

Fault point location

Specific fault types

Troubleshooting advice

Fault risk level

Failure risk analysis

Knowledge graph of DC transmission systems

Troubleshooting rule base

Troubleshooting experience base

Fault Risk Specification Library

Output

 

Figure 2. Diagram of construction of DC knowledge systems.

Here, the DC knowledge source is to accumulate massive DC source data, including
systems and standards, operation and maintenance information, engineering information,
major technical research information, etc. The DC knowledge base is DC knowledge
for business personnel to query, browse and learn, which is produced by fragmented
reorganization based on DC knowledge sources and expert experience precipitation. The
DC knowledge graph is the DC knowledge for machine understanding and reasoning
application, which is produced by the latest bottom-up human-machine collaborative graph
construction technology [35].
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In HVDC systems, knowledge comes from a wide range of sources. One part is
the production data in the operation and maintenance process, and the other part is the
technical update to continuously enrich the HVDC knowledge systems. As the knowledge
comes from a wide range of sources and in various formats, it is necessary to sort out
the knowledge to better explore the application value of knowledge. The construction
is to create a graph by collecting and processing relevant knowledge and exploring the
relationship between knowledge, which can quickly retrieve relevant information according
to keywords and enhance the efficiency of fault diagnosis.

To address the lack of data collection carriers and intelligent means for fault and
abnormality analysis in DC transmission systems, and to develop a fault diagnosis method,
risk analysis, and decision-making technology for systems, the article uses small sample
machine learning and multi-parameter fusion to build a fault diagnosis technology archi-
tecture. Figure 3 illustrates the knowledge graph-based framework for fault handling and
risk analysis in the Tianshengqiao-Guangzhou system. The high accuracy and security
requirements for fault diagnosis in this system are efficiently met with the help of the
knowledge graph. The knowledge graph also allows for rapid fault treatment.
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Figure 3. Fault handling and risk analysis framework based on knowledge graph of DC transmis-
sion systems.

The abnormalities are recorded in the Sequence of Events Record (SER) data, which
is unstructured document data. The relevant information on the equipment is stored in
the resource management library, which is structured data. Meanwhile, each manufacturer
has product documentation and alarm descriptions, which are semi-structured data [36,37].
Based on these data, we extract and fuse them to build the knowledge graph and extract
the knowledge elements from the data and store them in the pattern layer and data layer of
the knowledge base [38]. The knowledge graph model of HVDC systems fault diagnosis is
constructed for fault discrimination and analysis. By establishing the knowledge graph, one
can directly access the graph information, which can significantly enhance the capability and
efficiency of the system in troubleshooting, and improve the stable operation of the system.

The article raises a fault diagnosis strategy based on LSTM under the knowledge
graph of DC transmission systems and realizes intelligent fault diagnosis through artificial
intelligence technology [39], which provides an important guarantee for stable operation
and efficient management of HVDC systems.

The construction of the knowledge graph has greatly promoted the development of the
power system [40]. Fault diagnosis is a core purpose of the knowledge graph [41], as shown
in Figure 4. By diagnosing various faults and integrating them into the system, future
similar faults can be quickly and accurately analyzed, greatly improving the intelligence of
power system operation management.
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3. Long Short-Term Memory Network 
LSTM is a special recurrent neural network structure [42]. LSTM has a memory func-

tion and is suitable for modeling sequential data. When the individual sequence used for 
training is too long, the traditional RNN will easily forget the information from the previ-
ous more distant period, which largely limits the application of RNN. Therefore, LSTM 
corrects the traditional RNN by designing gating units. The structure of LSTM cyclic units 
is shown in Figure 5. 
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3. Long Short-Term Memory Network

LSTM is a special recurrent neural network structure [42]. LSTM has a memory
function and is suitable for modeling sequential data. When the individual sequence used
for training is too long, the traditional RNN will easily forget the information from the
previous more distant period, which largely limits the application of RNN. Therefore,
LSTM corrects the traditional RNN by designing gating units. The structure of LSTM cyclic
units is shown in Figure 5.
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LSTM solves the problem of long-term dependence, which is common in general
recurrent neural networks, by setting forgetting gates, input gates, and output gates to
flexibly transfer and express information in a long-term sequence without causing useful
information from long ago to be forgotten. The LSTM long-term control structure [42] is
shown in Figure 6.

Electronics 2023, 12, x FOR PEER REVIEW 7 of 24 
 

 

σ σ σtanh

tanh
Ct-1

ht-1

ft

it

tC ot

ht

xt

 
Figure 5. Structure of LSTM network unit. 

LSTM solves the problem of long-term dependence, which is common in general re-
current neural networks, by setting forgetting gates, input gates, and output gates to flex-
ibly transfer and express information in a long-term sequence without causing useful in-
formation from long ago to be forgotten. The LSTM long-term control structure [42] is 
shown in Figure 6. 

Ct

Responsible for controlling 
continued long-term status

Current status at the moment

Responsible for controlling 
whether the long-term state is 

used as the output of the 
current LSTM

Responsible for controlling the 
input of the immediate state to 

the long-term state

Ct-1 ht

C’
t

 
Figure 6. LSTM long-term state control structure diagram. 

Longer time series of model inputs need to be considered when using the training 
model for the following reasons: 

(1) Due to the high reliability of HVDC systems and few fault samples, previous data 
should be considered in model training, which is conducive to improving the accuracy of 
model training; 

(2) The HVDC systems record the voltage U and the current I. Failures at different 
locations of the HVDC systems will affect the voltage U and the current I at subsequent 
recording locations. To ensure the accuracy of network training, it is necessary to consider 
the input of a longer time series. 

The LSTM proposed in this paper solves the problem of long-term dependence, 
which is common in general recurrent neural networks, by setting forgetting gates, input 
gates, and output gates to flexibly transfer and express information in long-time 

Figure 6. LSTM long-term state control structure diagram.

Longer time series of model inputs need to be considered when using the training
model for the following reasons:

(1) Due to the high reliability of HVDC systems and few fault samples, previous data
should be considered in model training, which is conducive to improving the accuracy of
model training;

(2) The HVDC systems record the voltage U and the current I. Failures at different
locations of the HVDC systems will affect the voltage U and the current I at subsequent
recording locations. To ensure the accuracy of network training, it is necessary to consider
the input of a longer time series.

The LSTM proposed in this paper solves the problem of long-term dependence, which
is common in general recurrent neural networks, by setting forgetting gates, input gates,
and output gates to flexibly transfer and express information in long-time sequences and
to not cause useful information from long ago to be forgotten [43]. At the same time,
the proposed fault diagnosis method based on the LSTM model does not require feature
extraction and screening, which not only reduces the difficulty of using machine learning
for fault diagnosis training, but also avoids fault prediction caused by improper feature
selection. Therefore, it is very suitable for HVDC systems fault diagnosis.

In this paper, the sigmoid function is used as the activation function of the gating unit,
and the inverse hyperbolic tangent function is designed as the activation function of the
unit state and output [44].

4. Fault Diagnosis Method of HVDC Systems Based on Long Short-Term Memory
Network under Knowledge Graph

LSTM is used to diagnose faults in HVDC systems based on all stored fault data by
the China Southern Power Grid. The project in question is the Tianshengqiao (Guangxi
Province, China)-Guangzhou (Guangdong Province, China) power transmission project,
with a voltage level of ±500 kV, a length of 960 km, and a rated power of 1800 MW. Figure 7
shows the circuit diagram of the HVDC project, while Figure 8 shows the specific electrical
diagram of fault points and types in the HVDC system.
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Table 1 summarizes fault types corresponding to each point number. The original data
set includes waveform data for 15 cycles before and after each fault, totaling 0.5 s. The data
preprocessing involves concatenating 11 channel data of each sample for each fault type
and stacking them to create a full fault data set. Next, 80% of the data is randomly selected
for training and 20% for testing.
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Table 1. Fault type of a substation fault point in Southwest Power Grid.

Fault Point Fault Type Fault Point Fault Type

F1 single-phase ground short circuit F1 Three-phase grounding short circuit
F1 Interphase short circuit F3 Interphase short circuit
F2 Interphase short circuit F4 single-phase short circuit to ground
F5 single-phase short circuit to ground F6 Y1 bridge short circuit
F6 Y2 bridge short circuit F6 Y3 bridge short circuit
F6 Y4 bridge short circuit F6 Y5 bridge short circuit
F6 Y6 bridge short circuit F8 D1 bridge short circuit
F8 D2 bridge short circuit F8 D3 bridge short circuit
F8 D4 bridge short circuit F8 D5 bridge short circuit
F8 D6 bridge short circuit F9 outlet fault at high-pressure side of Y valve

F10 Y valve short circuit F11 D valve short circuit
F12 valve short circuit F13 outlet fault at high-pressure side of Y valve
F14 high voltage bus fault F14 high voltage bus fault
F15 neutral bus fault F16 line ground fault
F17 neutral busbar disconnection F18 neutral bus grounding
F19 ground electrode line disconnection F20 grounding electrode line grounding

In the extraction of the recorded data, 11 representative signal channels are collected,
and the specific signal meaning descriptions are shown in Table 2. Note that the sign “n.s.”
in Table 2 indicates not specified.

Table 2. Signal name and meaning description.

Signal Name Signal Meaning Description Signal Name Signal Meaning Description

UAC_IN_L1 A-phase AC voltage, V IVD_L1 AC at valve side A of bridge D, A
UAC_IN_L2 B-phase AC voltage, V IVD_L2 AC at valve side B of bridge D, A
UAC_IN_L3 C-phase AC voltage, V IVD_L3 AC at valve side B of bridge D, A

IVY_L1 A-phase AC at Y-bridge valve side, A UDL DC line voltage, V
IVY_L2 B-phase AC at Y-bridge valve side, A UDN Neutral bus voltage, V
IVY_L3 C-phase AC at Y-bridge valve side, A n.s. n.s.

The fault diagnosis strategy of HVDC systems based on LSTM under the knowledge
graph is used for fault diagnosis [45,46], and the validation of the presented method is
confirmed; the LSTM flow is shown in Figure 9.
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The specific implementation process: first, the full failure data set is extracted ac-
cording to the fault waveform, and then the 11 channels of each fault data sample are
concatenated in turn, and stacked according to the number of samples to form a full fault
data set. The collected fault data are processed in the format of [datatem, target], where
datatem is the collected fault data and target is the various fault type labels corresponding to
the fault category to which the fault data in datatem belongs [47].

After preprocessing the data, the sample data are randomly divided into 20% and
80% of the test and training sets. By continuously learning the training set, the model can
mine the intrinsic relationship between the systems fault data and the fault categories and
thus can predict the type of faults on the test set. For instance, 11 channel data waveforms
corresponding to the four types of faults about HVDC systems are shown in Figure 10.
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line interphase fault.

5. Case Studies

All simulation experiments in this paper are run under the Python Constant Source
Cloud_GPUSHARE environment on a personal computer configured with a 2.90 GHz Intel
(R) Core (TM) i5-9400 CPU, 32.0 GB RAM, and 64-bit Windows 10.

5.1. LSTM Network Parameter Settings

The fault data is substituted into the knowledge graph to analyze and process the
fault data. The fault data is then divided into 409 samples with 33,000 dimensions and
combined with the probability of previous failures in the knowledge graph database; the
data is divided into training data sets and test data sets with the optimal solution; four fault
types are extracted according to the knowledge graph; and the output target dimension
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is set as [1–4], where 1, 2, 3, 4 represent single-phase faults of DC-side transmission lines,
faults of converter valve arms, faults of converter valve groups, and phase-to-phase faults
of DC-side transmission lines, respectively. Among these, the test data set will be used to
verify its performance. In addition, 11 channel data waveforms measured from the fault
recording device installed along the transmission line of Tianshengqiao-Guangzhou and
the converter station (Niucong and Xindong) fault data from 2018–2022, which correspond
to four types of faults in HVDC systems, are shown in Figure 11. It can be seen from
the graph that the waveform diagrams of the four types of faults are very inconsistent
and all have their unique characteristics. The setting of the hidden layer parameters is
crucial to the training of the network and will directly determine the final fault classification
performance, and overfitting and underfitting may also occur if improperly chosen.
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In the training process of the LSTM network, the hyper-parameters that have a sig-
nificant impact on the fault classification accuracy are learning rate, training times, and
optimizer. By adjusting these parameters, the fault prediction accuracy is finally obtained
after continuous iterations.

The batch size affects the training speed and model optimization. The variance of the
gradient is expressed as:

Var(g) = Var
( 1

m ∑m
i=1 g(xi, yi)

)
=

1
m2 Var(g(x2, y2) + g(x2, y2) + . . . + g(xm, ym)) (1)

where m is the value set by the batch size.
The increasing batch size can reduce the gradient variance. If the batch size is set as

the total number of fault samples, it is equivalent to directly training the entire sample data
set. This will lead to a long training time, but the gradient is more accurate, so it is only
suitable for small sample training. If the batch size is set too small, the gradient change
fluctuates greatly, and the network is not easy to converge.

Since the input LSTM fault data set is relatively large, this paper set batch size = 64
through the trial-and-error method. At the same time, to achieve higher training network
accuracy, the epoch is increased appropriately, thus increasing the training time.

There is usually no definite selection method for the setting of LSTM parameters,
which can be set by empirical formulas and continuous experiments; the specific parameter
settings in this paper are shown in Table 3.
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Table 3. LSTM parameter settings.

Parameters Values

Matrix size of input fault data 409 by 33,000
The number of hidden layers 2

Output labels [1–4]
Optimizer Adaptive moment estimation (Adam)

Epoch 200
Number of neurons 128
Activation function Sigmoid and inverse hyperbolic tangent

Batch size 64

5.2. Performance Comparison of Optimizers on Diagnostic Results

There are many kinds of optimization algorithms for neural networks, mainly based
on gradient descent type, such as root mean square prop (RMSprop), adaptive moment
estimation (Adam), stochastic gradient descent (SGD), etc.

To improve the accuracy and convergence of the model, various gradient optimization
algorithms are employed to optimize the neural network. Specifically, we selected three
optimizers, namely RMSprop, Adam, and SGD to optimize the weight coefficients and bias
coefficients of the LSTM. Through experimentation, we evaluated the effectiveness of each
optimizer in terms of fault diagnosis accuracy, as presented in Table 4.

Table 4. The final classification accuracy of the three optimizers.

Optimizers Prediction Accuracy

Adam 95.06%
RMSprop 90.43%

SGD 87.37%

The best optimizer sought should make the loss function of the LSTM model converge
fast and have high classification accuracy. As shown in Table 4, it can be seen that for
various optimizers, Adam has a better optimization effect, faster convergence speed, and
higher fault diagnosis accuracy, so it is chosen as the optimizer of the LSTM model proposed
in this paper.

5.3. Analysis of Diagnostic Results and Comparison of Programs

In this section, all stored fault data of the Tianshengqiao-Guangzhou HVDC transmis-
sion project is used as the input of LSTM, which contains 409 fault samples. The input fault
samples are the voltage and current waveform after the failure, and the length of each fault
sample sequence is 33,000.

To prove the efficiency of the fault diagnosis, RNN, XGBoost, SVM, Naive Bayes
classifier, PNN, and CL are taken to compare the effect of fault diagnosis, and the parameter
settings of RNN, XGBoost [10], SVM, Naive Bayes classifier, PNN, and CL are shown in
Tables 5–9.

Table 5. RNN parameter settings.

Parameters Values

The number of hidden layers 2
Output labels [1–4]

Optimizer Adam
Epoch 200

Hidden layer 100
Dropout probability 0.1
Activation function Sigmoid and inverse hyperbolic tangent

Batch size 64
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Table 6. Parameter settings for XGBoost.

Parameters Values

gamma 0.4
max_depth 8
reg_lambda 2
subsample 0.7

colsample_bytree 0.7
min_child_weight 3

eta 0.1
seed 1000

N-thread 4

Table 7. Parameter settings for SVM.

Parameters Values

Multi-Classification Support Vector Machine
Model One-versus-One

Kernel function quadratic
Nuclear scales Automatic

Box Constraint Level 1

Table 8. Parameter settings for Naive Bayes.

Parameter Name Parameter Values

Kernel function Gaussian kernel
Support No Borders

Table 9. Parameter settings for PNN and CL.

Method Parameter Name Parameter Setting

PNN spread 1.5
CL Max_split tree 100

It is worth noting that the total measured fault data, e.g., from 2018–2022, are all used
to better train LSTM and other alternatives (these data are all the stored fault data collected
from the Tianshengqiao transmission project of the China Southern Power Grid).

For fault 1, 84 samples were trained and 20 samples were tested. Additionally, the
overall training set and test set are summarized in Table 10.

Table 10. Split of the fault data set.

Fault Type Fault Labels Training Set Test Set

DC-side transmission line
single-phase faults 1 84 20

faults in the converter valve arm 2 64 17
faults in the converter valve bank 3 118 29

DC-side transmission line
phase-to-phase faults 4 62 15

Note that because the fault data set is relatively small, the selection of hyper-parameters
in the seven methods used in this study is the optimal result after adjustment using the
uniform design method [48].

The RNN, XGBoost, SVM, Naive Bayes, PNN, and CL are trained using the same training
data set, and the same test data set is used for accuracy testing after training. The diagnostic
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accuracies of the seven methods are shown in Table 11. The five evaluating indicators of
F1-score, precision score, recall score, AUC score, and test time are shown in Table 12.

Table 11. Comparison of diagnostic accuracy among LSTM, RNN, XGBoost, SVM, Naive Bayes, PNN
and CL.

Fault Type LSTM RNN XGBoost SVM Naive Bayes PNN CL

single-phase faults of DC-side
transmission lines 100% 70.00% 100% 100% 100% 75.00% 70.00%

faults of converter valve arms 94.10% 52.90% 70.60% 82.40% 70.60% 47.05% 41.18%
faults of converter valve groups 93.10% 89.70% 93.10% 93.10% 100% 62.07% 55.17%
phase-to-phase faults of DC-side

transmission lines 93.30% 33.30% 80.00% 86.70% 73.30% 46.67% 40.00%

total 95.06% 66.67% 87.65% 91.36% 88.89% 46.91% 53.07%

Table 12. Performance comparison of 7 methods.

Evaluating Indicator

Method
LSTM RNN XGBoost SVM

Naive
Bayes PNN CL

F1-score 0.86 0.52 0.84 0.45 0.61 0.53 0.55
AUC score 0.88 0.53 0.83 0.48 0.64 0.59 0.61

Precision score 0.90 0.59 0.89 0.49 0.62 0.47 0.51
Recall score 0.82 0.56 0.81 0.46 0.65 0.61 0.63

Test time 73.04 s 78.04 s 75.03 s 97.64 s 85.77 s 122.33 s 270.69 s

To visualize the fault diagnosis accuracy of the test, the confusion matrix is used for
analysis. The fault diagnosis results of the seven methods are shown in Figure 12. Although
the seven methods are subject to misdiagnosis, the misdiagnosis rate of the LSTM method
is significantly lower than that of the other methods.
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It can be observed from Figure 12a that 1 misdiagnosis data appears in faults of
converter valve arms, 2 misdiagnosis data appear in faults of converter valve groups,
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and 1 misdiagnosis data appears in phase-to-phase faults of DC-side transmission lines
in the results of the LSTM method. Furthermore, for the results of the RNN method in
Figure 12b, 6 misdiagnosis data appear in single-phase faults of DC-side transmission lines,
8 misdiagnosis data appear in faults of converter valve arms, 3 misdiagnosis data appear in
faults of converter valve groups, and 10 misdiagnosis data appear in phase-to-phase faults
of DC-side transmission lines. In addition, from the result of the SVM method in Figure 12c,
3 misdiagnosis data appear in faults of converter valve arms, 2 misdiagnosis data appear in
faults of converter valve groups, and 2 misdiagnosis data appear in phase-to-phase faults
of DC-side transmission lines. Then it can be observed from Figure 12d that 0 misdiagnosis
data appear in single-phase faults of DC-side transmission lines, 5 misdiagnosis data appear
in faults of converter valve arms, 0 misdiagnosis data appear in faults of converter valve
groups, and 4 misdiagnosis data appear in phase-to-phase faults of DC-side transmission
lines in the Naive Bayes method. After that, from the result of the PNN method in
Figure 12e, 5 misdiagnosis data appear in single-phase faults of DC-side transmission
lines, 9 misdiagnosis data appear in faults of converter valve arms, 11 misdiagnosis data
appear in faults of converter valve groups, and 8 misdiagnosis data appear in phase-
to-phase faults of DC-side transmission lines. From the results of the SVM method in
Figure 12f, 6 misdiagnosis data appear in single-phase faults of DC-side transmission lines,
10 misdiagnosis data appear in faults of converter valve arms, 13 misdiagnosis data appear
in faults of converter valve groups, and 9 misdiagnosis data appear in phase-to-phase
faults of DC-side transmission lines. Lastly, for the results of the XGBoost method in
Figure 12g, 0 misdiagnosis data appear in single-phase faults of DC-side transmission lines,
5 misdiagnosis data appear in faults of converter valve arms, 2 misdiagnosis data appear in
faults of converter valve groups, and 3 misdiagnosis data appear in phase-to-phase faults
of DC-side transmission lines.

The parameters of the seven methods were optimized, and the results showed that the
diagnostic accuracy of the LSTM method is 95.06%.

Because RNN is prone to gradient disappearance, it cannot process a long input
sequence, so traditional RNN easily forgets the information of the previous relatively
distant period, resulting in the failure of training accuracy convergence. This limits the use
of RNN to a large extent. Therefore, the diagnostic accuracy of the RNN method is limited
to 66.67%, and it is difficult to improve the diagnostic accuracy.

LSTM corrects the traditional RNN by designing a gated unit, solves the problem of
long-term dependence common in general cyclic neural networks, and enables information
to be transmitted and expressed flexibly in a long time series, without causing useful
information from long ago to be forgotten, which is suitable for modeling sequential data.
At the same time, the proposed fault diagnosis method based on the LSTM model does
not require feature extraction and screening, which not only reduces the difficulty of using
machine learning for fault diagnosis training, but also avoids fault prediction caused by
improper feature selection.

The accuracy of XGBoost, SVM, Naive Bayes, PNN, and CL is 87.65%, 91.36%, 88.89%,
46.91%, and 53.07%, respectively, but it is still lower than that of the LSTM method. There-
fore, this paper puts forward the advanced fault diagnosis method of HVDC systems.

6. Discussion and Limitation
6.1. Discussion

The research data is based on the fault monitoring data of the Tianshengqiao-Guangzhou
transmission project of the China Southern Power Grid; the fault data is all the stored fault
data collected from the HVDC system (from 2018–2022). During fault diagnosis, it is very
obvious that when the data set used for training is larger, the final diagnostic results will be
more accurate. Therefore, the number of fault samples is very important for fault diagnosis.
In future research on fault diagnosis, it is essential to collect data and use reasonable methods
for data preprocessing, which is also a new direction for future research in this field. Because
of the large number of data samples needed to train the LSTM network to ensure high
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accuracy of fault diagnosis, the accuracy of the raised LSTM-based fault diagnosis strategy is
limited to 95.06%. However, the actual system power supply reliability of the HVDC systems
is very high—about 99.7116% [49]. The fault probability of HVDC systems is very low, so
few HVDC systems fault data samples can be used to train LSTM, which will affect the
accuracy of the fault diagnosis method proposed, to some extent. However, compared with
six comparison methods, LSTM-based fault diagnosis accuracy is still very high. At the same
time, with the increase of using time, more and more fault data samples of trained LSTM
can further enhance the accuracy of fault diagnosis of HVDC systems based on LSTM. In
addition, the study is aimed at the fault diagnosis of an actual HVDC system project. This
research has high accuracy and is very suitable for fault diagnosis in actual power systems. It
can replace some traditional fault diagnosis methods in power systems, such as traditional
neural networks RNN, Naive Bayes, etc.

By combining the fault diagnosis with the knowledge graph technology, the detected
fault data can be directly transmitted to the knowledge graph, which is analyzed and
processed, and the fault solution can be obtained, thus realizing the visualization of the fault
diagnosis technology in the HVDC systems. At the same time, fault diagnosis technology is
one of the core technologies of the knowledge graph, so its combination with the knowledge
graph leads to the continuous improvement and development of the knowledge graph.

6.2. Limitations

HVDC systems fault diagnosis is a problem of small sample data. The fault data samples
were divided into 80% training set and 20% test set with the optimal solution. LSTM requires
a large amount of data for training, so if the training samples are too small, the training
results will be unsatisfactory and the final fault diagnosis accuracy will be affected. If the
proportion of training set is too large and the proportion of test set is too small, the reliability
of the final fault diagnosis accuracy will decrease. When the ratio of the training set and test
set is 8:2, the training accuracy can converge to a higher level in the training process; thus,
the ratio of the training set and test set is 8:2, which is very appropriate.

At the same time, the fault data set only includes four types of faults, but does not
cover all types of faults, such as transformer faults and generator faults in HVDC systems,
which affects the accuracy of fault diagnosis to a certain extent, meaning the proposed
method has certain limitations for some special fault prediction.

7. Conclusions and Perspectives

Relying on the knowledge graph platform, the article raises a fault diagnosis method
based on the LSTM network under the knowledge graph, using the fault data of four kinds
of faults in a southwest HVDC substation as the data set. The method can accurately
classify each type of fault in tests, showing better fault diagnosis performance, and the
specific contributions are summarized as follows:

(1) The knowledge graph of HVDC systems is established. By diagnosing various types of
faults and blending them in the system, the fault analysis can be carried out quickly when faults
appear in the future, which improves the efficiency of power system operation management;

(2) A fault diagnosis strategy of HVDC systems based on LSTM networks is proposed,
which overcomes the shortcomings of traditional RNN that tend to forget earlier fault
information when the fault sequence is too long; and the method can achieve accurate
classification of all kinds of faults;

(3) Using the RNN, XGBoost, SVM, Naive Bayes, PNN, and CL for comparison, the
results show that the accuracy of the LSTM method is as high as 95.06%, and the accuracy
of the RNN, XGBoost, SVM, and Naive Bayes, PNN, and CL is 66.67%, 87.65%, 91.36%,
88.89%, 46.91%, and 53.07%, respectively. The test results show that the LSTM-based fault
diagnosis is more accurate and can effectively improve the reliability of HVDC operation.

On the basis of the LSTM-based fault diagnosis model for HVDC systems, future
research will be conducted as follows:
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(1) The function of the fault diagnosis model for fault location will be developed, and
will strive to locate the fault point more quickly;

(2) In practice, to further improve the accuracy of LSTM, more fault data sets need to
be used for training. At the same time, there are many fault types in the HVDC systems. To
improve the feasibility, the amount of data and fault types will be further increased;

(3) The fault diagnosis research in this article can be directly applied to other HVDC
systems, such as VSC-HVDC systems;

(4) The development of smart grids, the knowledge graph and the fault diagnosis
research in this article can not only be applied to HVDC systems in the future, but also
provide a reference for fault research for the entire power system.
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