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Abstract: Today’s software-defined networking (SDN) applications have many challenges. Its main
applications are focused on networks with nodes with high processing capacity. Applying SDN
technology in nodes operating on batteries with limited computing capabilities is challenging. In
this context, this paper proposes SDN-enabled algorithms for the remote configuration of the default
route to be applied in multi-hop wireless sensor networks (WSNs) with tree-type topology using the
IEEE 802.15.4 protocol. The routing algorithm to define the default route of each node is executed in
an SDN-enabled WSN controller (SDWSN). The SDWSN controller receives information on the state
of the network, executes the Djikstra or Kruskal algorithms, and configures the default route of the
nodes remotely. The best route selection is based on the battery level of the nodes and the distance
between them. The results show that using network protocols to configure the nodes remotely
is unnecessary.

Keywords: IEEE 802.15.4; wireless sensor networks; SDWSN; Djikstra algorithm; Kruskal algorithm

1. Introduction

Wireless sensor networks (WSNs) are a fundamental factor in the growth and devel-
opment of new applications for IoT networks [1]. WSNs allow for the development of mon-
itoring applications associated with smart cities, factories, and surveillance systems [2,3].
Implementing multi-hop wireless sensor networks presents a significant challenge due to
the energy consumption of the relay nodes and the end-to-end delay [4].

Software-defined networking (SDN) is an architecture proposed for networks in which
the processes carried out in the network are grouped into two planes: (i) the control
plane that determines the traffic routes and (ii) the data plane that forwards the traffic
packets [5]. WSNs are different from the conventional networks that SDN was initially
designed for. The use of SDN in WSNs is known as software-defined wireless sensor
networking (SDWSN), where all the processes a node performs are executed centrally
in the controller [6]. WSNs have limited resources, so developing SDWSNs becomes a
challenge due to inherent restrictions in the WSN architecture.

Integrating WSN and SDN lies in pursuing enhanced network efficiency, reducing
processing delays, and following our previous works [7,8] in which the network layer per-
formance uses solely link layer information. The SDN paradigm facilitates implementation
in WSN due to the low computing capacity of the nodes.

The calculation limitations of the nodes of a WSN generate delay times for processing
when routing algorithms are executed [9] to find the default route of the nodes. This
constraint hinders the application of internet network architecture to WSNs, primarily due
to elevated processing delays. Various network architectures are presently employed in
developing WSN applications [10], with ongoing adaptation and development of protocols
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for this network type. Consequently, addressing the challenge of minimizing processing
delays at WSN nodes remains a significant concern. In addition, the energy consumption
for processing affects the lifetime of the nodes because they run on batteries [11]. The
6LowPAN protocol allows information from the nodes to reach the controller and the
controller to configure the nodes remotely [12]. This protocol, derived from IPv6 for WSN,
faces extended convergence times in multi-hop scenarios. Employing SDN technology in
an SDWSN network facilitates the utilization of a controller for configuring the network,
ensuring swift convergence times for the default route of the nodes. The execution of
the routing algorithm is not a problem due to the processing capabilities of the controller;
however, minimizing the transmission delays to and from the controller with the nodes is a
challenge due to the network protocols used in WSN.

Routing control between the sensor node and the gateway in a multi-hop topology
using SDWSN controllers is critical because it must be adequate, adaptable, and reliable.
Several architectures are currently operating for WSNs [10]. SDN allows us to have a
unique architecture, resolve processing delays, minimize node energy consumption, and
facilitate new application creation. In an SDN, routing management performed by the
controller allows for higher QoS and longer network life. Failures in WSNs frequently occur
due to connectivity disruptions, power shortages, changes in environmental conditions,
and other disruptive events. Therefore, the network must be configured, managed, and
maintained for self-healing and fault tolerance. Using a controller results in a robust feature
that allows the WSN to provide useful information even when some failed nodes and links
modify the network topology.

Routing management in the WSN must support node mobility, resulting in topology
changes, including handling unreliable wireless links. Considering the need to develop
technology in the area of SDWSNs, which optimizes the delays between the controller and
the nodes due to the processing delay in the node, the use of the IEEE 802.15.4 protocol is
proposed, without the use of network and transport to transport information that allows
the controller to calculate the default route of each node and configure this parameter for
the nodes remotely. Dijkstra [13] and Kruskal [14] algorithms define the route between the
sensor node and the gateway and, therefore, the default node to which the sensor node
should transmit data. In this context, an algorithmic solution is proposed that allows the
transmission of information between the controller and the sensor nodes using the 802.15.4
protocol as a data transport protocol so that the controller finds the optimal tree-type
topology and defines the best route between the sensor node and the gateway. In summary,
this work has the following features:

• Use of an SDN-enabled controller that reduces the processing delay in the node.
• The best route selection is based on node battery level and distance between nodes.
• Use of IEEE 802.15.4 protocol for data transport between the sensor node and the controller.
• Proposal of an SDWSN architecture without network-level protocols.

2. Related Work

The importance of routing in WSNs and its impact on the implementations is discussed
in several works in the literature [15], even considering energy concerns [16]. Likewise,
the use of SDN in WSN is explored in some contributions, for instance, in [17]. Several
researchers discuss routing control for SDWSN using computational methods. In [18],
the authors analyze the advantages of using a centralized SDN control to plan network
routes in which the OpenFlow protocol is used to monitor the routing status and link the
routing information of network load in real-time. The routes are obtained using the Elman
neural network. In [19], SDN-WISE improves routing processes in WSN operating with
TSCH. Instead, reinforcement learning techniques to select the best path in an SDWSN are
used in [20], considering all the necessary metrics to have energy efficiency and the QoS of
the WSN.

In [21], the Kruskal and clustering algorithms select each group’s nodes to increase
the network’s lifetime. Similarly, in [22], the algorithm of Kruskal is used to determine
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the route within a group of nodes and thus optimize energy consumption. The Dijkstra
algorithm is used in SDN in [23,24] for routing control and uses complex metrics to select
the best route, including hop count and energy efficiency. In [25], the algorithm for reliable
networks is applied by selecting nodes with the lowest transmission power to route data
between networks and comparing it with the LEACH algorithm.

Table 1 shows related work focused on the routing problem in SDWSN by imple-
mentation or through simulation. A notable observation is that most of the proposals use
simulation tools, but in contrast to the works implemented, nodes use high processing
capacity due to the complexity of the algorithms.

Table 1. Summary of routing works in SDWSN.

Ref Year Description Network Layer
Protocol

Link Layer
Protocol Hardware/Bits Simulation Implemented

Algortihm

[26] 2016

Energy-
efficient
routing
algorithm for
SDWSNs

Not reported Not reported No
implemented Yes NWPSO

[27] 2017 µ-SDN 6LowPAN 802.15.4 ARM920T/32 Implementation
AODV, LQRP

routing
protocols

[28] 2018

Software-
defined energy
aware routing
SD-EAR

Not reported Not reported No
implemented Yes

based on sleep
request—sleep

grant
mechanism

[29] 2018 SDWSN-
architecture Not reported Not reported No

implemented Yes Dijkstra

[25] 2019

Clustering
Routing based
on Dijkstra
algorithm for
WSNs

Not reported Not reported No
implemented Yes Dijkstra

[21] 2021 Kruskal-based
SDWSN Not reported Not reported No

implemented Yes Kruskal

[20] 2022 RL-Based on
SDWSN IP 802.11,STP Raspberry

Pi/64 Implementation Kruskal,
Dijkstra

Our Work 2024
Routing
proposal for
SDWSN

Not used 802.15.4 RCB256RFR2/8 No Kruskal,
Dijkstra

3. Proposed Algorithmic Approach

This section describes the algorithm implemented in the sensor nodes for information
transfer between the controller and the nodes using the protocol IEEE 802.15.4. The nodes
send the information to the controller, and the controller calculates the optimal topology of
the best route for each node and sends the default route or default node to each sensor node.
The relay nodes with the most energy in the batteries and the shortest distance between
relay nodes are considered to select the best route. Nodes store their battery level, along
with the identifiers of neighboring nodes and the corresponding received signal levels. This
information is transmitted to the controller for algorithm execution.

The network diagram used to perform performance tests of the algorithms is shown
in Figure 1. The prototype is minimally feasible regarding the number of nodes, but it
facilitates algorithm testing, assuming that node identifiers are pre-assigned and tested
in controlled scenarios. The network consists of eight ATZB256RFR2 wireless nodes,
separated from each other by a distance of 15 cm. These nodes will be assigned the
default route generated in the application. The absence of implemented link layer neighbor
discovery protocols and network layer routing protocols in the nodes prevents them
from determining nodes within their coverage area and identifying the controlling node
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for direct transmission. Consequently, test scenarios can be created where intermediate
nodes relay data, forming a multi-hop network. The communication between nodes is
defined by software, enabling emulation of scenarios without communication due to being
out of coverage zones. This setup facilitates nodes within the sniffer’s coverage area to
capture frames from all nodes, assessing the algorithm’s performance. The nodes are
exclusively programmed for operation with the 802.15.4 protocol, with libraries enabling
direct frame manipulation. Before algorithm testing, nodes are set up in a predetermined
multi-hop topology, programmed to communicate with predefined nodes exclusively. The
default route is established, ensuring nodes know the designated relay node for initial data
transmission to the controller node. Subsequently, the controller dispatches frames to nodes,
enabling each to store reception intensity levels from previously designated neighboring
nodes. With these preparations completed, the prototype is poised for validating the
proposed algorithm’s functionality.

The nodes maintain operational status with average voltage values ranging from a
maximum of 2.8 V to a minimum of 1.8 V, supplied by two AAA batteries. In the conducted
tests, it is assumed that the transmit power levels of the nodes remain constant irrespective
of the battery level. Consequently, we can infer that a lower reception signal level under a
consistent transmit power indicates a greater distance from the node.

In Figure 1, node 8, with address 0x0008, acts as a controller node and is responsible
for transporting the generated frames to the computer so that the latter can execute the
corresponding algorithms. This node is also responsible for sending the new default route
from the application once the user decides. This information must be sent along with the
node’s source address within the payload of an IEEE 802.15.4 frame. The information must
reach the controller node through a default route and subsequently to the application. The
computer is also connected to the sniffer, which allows viewing the frames sent between
the nodes and measuring the transmission time of the frames between them.

Figure 1. Network prototype implemented.

3.1. Route Generator Application

Figure 2 shows the application in charge of generating new routes by default; it has
been developed in the PyCharm integrated development environment using the Python
3.9.0 programming language and the QT Designer tool.

The application was designed to obtain and send data from a controller node using
a serial communication interface (USB to UART CP210x). The application integrates the
codes corresponding to the Kruskal and Dijkstra algorithms. Based on graph theory, these
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algorithms have been adapted to receive information from the wireless network. They
require vertices, edges, and weights. Therefore, an adaptation is carried out where the
nodes represent the vertices, the wireless connections between nodes represent the edges,
and the combination of the battery level with the received signal level represents the
weights. The information the application receives is displayed on the screen and processed
to execute the Kruskal or Dijkstra algorithm. The number of vertices and edges processed
will be displayed. Once the algorithms have been implemented, the new default route will
be presented in a new window, which can be sent to the wireless network through the
communication interface and the controller node.

Figure 2. Route generator application with several nodes’ voltage and signal level data.

For the development of the application, the flow diagram represented in Figure 3 is
used. In this diagram, the interaction between the route-generating application and the
ATZB-256RFR2 nodes is observed, especially with the node that functions as a controller.
The application listens to the COM communication port to receive data from some node
(neighbors_Table). This completes the application’s neighborsTableList. Once the list above
contains sufficient data, the application processes it to verify the information necessary to
apply an algorithm. Subsequently, it converts this data into numerical values that can be
used to execute the algorithms. The results are stored in the nodesAndWeightsList. If there is
no necessary data, the application restarts the lists. When the required data is available,
the execution of the Kruskal or Dijkstra algorithm should be selected. By choosing any
of the algorithms, the application executes them and generates a new route, which is
stored in its respective list (defaultRouteKruskal or defaultRouteDijkstra). With the generated
route, the application sends this information to the controller node, which is responsible
for transmitting it to the corresponding nodes. Once the new route has been sent, the
application empties the data from all the lists, thus avoiding conflicts when executing the
algorithms again. For a detailed view of the application and node configuration, readers
can access the respective repositories [30,31].
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Figure 3. Flowchart used in the development of the route generator application.

3.2. SmartRF Packett Sniffer

SmartRF Packet Sniffer is a software application developed by Texas Instruments
(Dallas, TX, USA) to view IEEE 802.15.4 frames captured through a radio frequency receiver,
as shown in Figure 4. This tool provides functionality to filter, decode, and present data
and options to filter and store information in binary format. The packet sniffer works with
the CC2531 radio frequency receiver for its correct operation, which must be connected to
the computer through a USB connection. In addition, it is important to mention that the
application is compatible with Windows 7 and Windows 10 operating systems.
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Figure 4. SmartRF packett sniffer application.

3.3. CC2531 USB Hardware

Texas Instruments offers the CC2531 USB dongle (see Figure 1) and corresponding
documentation to support a PC interface in IEEE 802.15.4/ZigBee applications. The dongle
can be connected directly to your PC and used as an IEEE 802.15.4 packet sniffer, among
other purposes. With the CC2531 USB firmware library available online, developing
your software to operate this device is possible. An external programmer is required to
program the debugger. Both the software and the hardware allow for the verification of
the information sent from the nodes to the route-generating application and vice versa.
In addition, verifying the new routes that algorithms generate through the Packet Sniffer
application is possible. This is achieved by observing the similarity between the source and
destination addresses of the 802.15.4 frames presented in both applications.

3.4. Operation of the Route Generator Application within the Network Prototype

When the application runs on the computer and the controller node is connected via
the USB serial interface, sending a test frame using the “Send” button is possible. This
frame will be visible from the sniffer application. After sending the frame, a list will be
displayed, allowing the application to view the data received through the controller, as
shown in Figure 5. If the above steps have been completed, it can be assumed that the
controller is connected correctly. If the controller is connected correctly and can receive
information from other nodes, it is already possible to send information from any node via
its send button. Through the application’s reception controls, select the device from which
you want to receive data, which in this case is a node. The application will wait until it
receives the frame with the requested information. The information sent can be verified
through the sniffer. After transmitting the initial frame, the nodes retransmit it throughout
the network and store the information about the energy and signal levels in memory.

The stored information must be sent to the application through the push button of
each node once a Dijkstra or Kruskal algorithm needs to be executed. The information
received (neighbor table) is displayed in the application, where the address of the node
containing the information (ID_S), the battery level (NB), and the signal quality (NS) of
the nodes within range, together with their respective address (ID_S_NS), can be observed.
Once the application has received all the information sent by the nodes and the controller,
processing needs to be performed using the “Process” button to evaluate if the stored
information is adequate to run the algorithms. All the above is shown in Figure 6a.
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Figure 5. Application operation.

(a) Receiving data from a node.
Figure 6. Cont.
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(b) Sent new default route.
Figure 6. Receiving and sending information within the network prototype.

Once the processing is complete, the application will generate the edges using the
directions and weights derived from the battery level and signal quality information.
The total number of nodes and edges generated during processing will be displayed
in the application. In addition, selecting the algorithm to be executed will be allowed.
After selecting the desired algorithm, new routes will be generated and displayed on an
additional screen, as shown in Figure 6b. It will be possible to send these new routes to each
node through a broadcast transmission from this window. Through the application and the
controller, frames containing an End Destination Identifier (ID_DF), a Default Identifier
(ID_DEFAULT), and a Frame Identifier (ID_FRAME) will be sent.

The nodes will verify the Final Destination Identifier and modify the node’s destination
address to the Default Identifier if it matches the node’s source address. Otherwise, they
will retransmit the information if they have not previously stored the identifier of the
received frame.

The decision of knowing how far or close the node is at present is based on the
reception power of the frame that arrives at the node. The controller, with the information
about the neighbors of each node, executes the routing algorithms to define the network’s
topology, determine the best route, and define the default node for each sensor node. From
the best routes found, each node is sent the identifier of the destination node to which it
must send the frames so that they reach the gateway and, thus, the controller. The proposed
algorithm to operate in multihop networks that use the IEEE 802.15.4 protocol considers
the following scenario:

• Sensor nodes are fixed.



Electronics 2024, 13, 1537 10 of 25

• There are several nodes within the coverage area of each node.
• Topology changes occur by adding or removing a node in the network.
• The nodes are configured to operate in non-slotted mode with the IEEE 802.15.4

standard (FFD) and do not utilize network-layer protocols or operating systems.
• The controller updates the route periodically at times defined at the beginning.

Obtaining the default route node default includes three stages: (i) the data collection
stage of each node’s battery and received signal strength levels; (ii) the execution stage of
the Kruskal or Dijkstra algorithm in the controller; and (iii) the stage where the controller
sends the default route to each node. Algorithm 1 defines the following variables and is
executed in sensor nodes:

• ID_S: Identifier of the node that sends the neighbor table to the controller. This
identifier is also stored within IEEE802.15.4 frames.

• NB: Node battery level.
• NS: Frame receive power level.
• ID_D: Identifier of the predefined route, located in each node. This identifier is also

stored within IEEE802.15.4 frames.
• ID_DF: Node identifier of the node to which the predefined route will be modified.

This identifier is also stored within IEEE802.15.4 frames.
• SRC_ADDR: Source node address.
• DST_ADDR: Destination node address.
• Neighbor_table: Stores NB, NS, and ID_S. This table is also stored within IEEE802.15.4

frames.
• Uplink_frame: Indicates whether a frame travels on an uplink or downlink.

Algorithm 1: Sensor node pseudocode.
Data: NB, NS, ID_D, ID_DF, SRC_ADDR, DST_ADDR, neighbor_table,

uplink_ f rame
Result: Update NB, NS, neighbor_nable, ID_D, transmit and receive downlink

frames, transmit and receive uplink frames.
while true do

node in receiving state;
if uplink_ f rame == f alse then

update NB;
update NS;
update neighbor_table;
if ID_DF == SRC_ADDR then

ID_D ← ID_D of the received frame;

else
DST_ADDR← 0xFFFF(broadcast);
node in transmit state;
transmit downlink frame;

else if uplink_ f rame then
DST_ADDR← ID_D ;
node in transmit state;
transmit uplink frame;

if generatedata f orpc then
DST_ADDR← ID_D ;
ID_S← SRC_ADDR ;
generate frame using neighbor_table;
node in transmit state;
transmit uplink frame;
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Algorithm 2 is instead implemented in the controller and calculates the default routes
for each node within the network.

Algorithm 2: Controller node pseudocode.
Data: NB, NS, ID_D, ID_DF, SRC_ADDR, DST_ADDR, neighbor_table, uplink
Result: Update NB, NS, neighbor_table, ID_D, transmit and receive downlink

frames, receive uplink frames, send data to a computer, send new ID_Ds.
while true do

node in receiving state;
if uplink_ f rame == f alse then

update NB;
update NS;
update neighbor_table;

else if uplink_ f rame == true then
send neighbor_table data to pc;

if generate data f or nodes then
if generate a broadcast f rame then

DST_ADDR← 0XFFFF ;
ID_DF ← an address that is not part of the network ;
generate a frame with ID_DF and any ID_D in its payload;
node in transmit state;
transmit downlink frame(broadcast);

if calculate new path then
waiting for execution of the Kruskal or Dijkstra algorithm;
waiting for new ID_D from each node;
for each node and new ID_D do

ID_DF ← source address of the node that will receive the
information;

generate frame with ID_DF and ID_D in its payload;
node in transmit state;
transmit downlink frame;

3.5. Uplink and Downlink

For algorithm execution, a wireless network is configured with nodes capable of
receiving and transmitting frames from nearby nodes, emulating a multi-hop tree topology.
This involves defining uplinks and downlinks: the uplink facilitates the flow of frames
from nodes to the controller node, while the downlink enables frames from the controller
node to reach each networked node. Initially, the downlink allows for the neighbor tables
of each node to be populated. After executing the algorithms, this link will allow you to
reconfigure a new default route. The uplink makes it possible to send the neighbor tables,
with the information necessary for executing the Kruskal and Dijkstra algorithms, to the
controller node and then to the route-generating application. Subsequently, it allows for
verifying the operation of the algorithms. This link depends on the default route configured
on the nodes.

3.6. Default Route

The default route refers to the path that the data generated by the nodes will follow
once the application performs the routing process, which is to say, the selection of the best
path as shown in the example in Figure 7. The default route depends on the source and
destination address of each node. Therefore, it is important to note that the source address
cannot be modified, while the destination address can vary depending on the default route.
The application assigns the destination address of each node based on the execution of
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each algorithm. Depending on the algorithm, this default route can be adjusted according
to each node’s battery level and received signal quality.

Figure 7. Example of default routes.

3.7. Initial Default Route

Because there is not enough information available to execute any algorithm, it is
necessary to configure an initial default route that connects all the nodes in a linear manner,
which causes a separation of 15 cm between them. Once each node has the necessary
information for the controller to run the algorithm, a push button is used to transmit each
node’s neighbor tables. When activated, it generates a frame that jumps from node to node
until it reaches the controller, as shown in Figure 8.

Figure 8. Communication between nodes and the controller through initial default route (uplink).

The transmission times between nodes when communicating through the initial
default route were measured to compare algorithms and determine the most efficient. Con-
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sidering the separation distance and the initial configuration of the default route, the nodes
communicate linearly, with a separation distance of 15 cm between them. Measurements
of the initial default route reveal that a frame originating from the node furthest from the
controller (node 1) takes 42 milliseconds, considering 6 relay nodes in which the source
node is included and a delay time in each node of 6 msec, to reach the controller node. Each
node’s average retransmission time, totaling six milliseconds, encompasses propagation
time, frame transmission time (TF), frame processing (TFP) time, backoff time (TBO), time
to switch from receiver to transmitter (TTA), and the duration required to detect a busy
channel (TCA), as depicted in Figure 9. Notably, propagation time is significantly shorter
compared to the other time components, and the average values obtained account for
various backoff times in scenarios where two nodes seek access to the channel.

Figure 9. Node delay components.

The time recorded by the sniffer denotes the moment when the frame arrives and is
stored for processing, excluding the duration from when the frame departs the source node
and the propagation time. It is important to note that the subsequent measurements at the
next node encompass these times, including the frame’s departure from the source node
and the propagation time. This consistency is maintained across all retransmissions due to
the test scenario.

The measurement of the transmission time of a frame traveling through the initial
default path is considered a reference to compare the performance of the nodes with and
without the application of the algorithm.

3.8. Exchange of Initial Information

Because the algorithms depend on nodes (vertices), edges (connections between
nodes), and weights (battery level and received signal quality), information is required to
be sent from the controller to all nodes using a broadcast frame (0xFFFF) and a downlink.
The broadcast frame is transmitted and propagates throughout the network through this
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link and an application, as shown in Figure 10. The receiving nodes store this frame and
retransmit it to their nearby nodes, which allows for its propagation in the network, as
shown in Figure 11. In this way, all nodes that receive a frame with destination address
0xFFFF must retransmit the information until it reaches all nodes in the network. This
broadcast frame allows each node to identify the nodes within its coverage range. Once the
retransmission is complete, each node will have information about the battery level and
signal quality of all the nodes it can reach.

Figure 10. Communication between nodes and controller through the downlink.

Figure 11. Sequence diagram 2: Sending the broadcast frame.
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Figure 12 shows several captured frames sent from the network’s nodes to the con-
troller node. These frames contain information on the node’s battery and energy levels in
their payload (neighbors table). For example, in the payload of the first frame, the first two
bytes indicate the node’s address that sends the neighbor table (00 07—0x0007). The next
four bytes represent the battery level (33 2E 31 35—3.15v). Subsequent bytes represent the
energy levels of frames previously received by the node and the node’s source address that
generated them. Thus, the seventh to the tenth byte indicates the reception of a frame with
an energy level of 00 30, which was transmitted by node 0x0008 (00 08).

(a) Neighbors table in the application. (b) Neighbors table in the sniffer.

Figure 12. Data sent from nodes to the controller.

4. Results

This section presents the outcomes of implementing the SDN-enabled algorithms
for remote default route configuration in IEEE 802.15.4-based multi-hop wireless sensor
networks. The experiments aimed to showcase the effectiveness of the proposed algorithm.

4.1. Results with Kruskal’s Algorithm

Figure 13a shows the values obtained by the controller when executing the Kruskal
algorithm. In this case, it can be seen that the controller must send the information of its
default route to each node. For instance, node 0x0004 has its default route equal to 0x002.
The controller sends broadcast frames to each node; the value of the default route IDD and
the value of the node to which the IDS information is directed is in the payload. Figure 13b
shows the broadcast frames with the values obtained with the Kruskal algorithm sent to
each node.

It is also important to note that the nodes’ batteries present similar voltage values
(around 2.55 V) in this test, resulting in similar signal levels (between 0x002D and 0x003B).
Using Kruskal’s algorithm, the test generates a route that connects all the wireless network
nodes. As a result, the controller will receive frames that follow the new default route. The
latter can be verified in Figure 14. Additionally, you can observe a change in the initial
default route to a completely different one. This new default route connects all nodes.
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The nodes closest to the controller relay information from the more distant nodes. The
reconfiguration of each node’s source and destination addresses is identical to what is
shown in the application (see Figure 13a).

(a) Routes generated. (b) Routes sent to nodes.

Figure 13. Execution of the Kruskal algorithm on the prototype.

Figure 14. Test 1.1: Default route generated by the Kruskal algorithm with nodes having a similar
battery level.

4.2. Results with Dijistra’s Algorithm

Figure 15a shows the values obtained by the controller when executing the Dijkstra
algorithm. Figure 15b shows the broadcast frame that the controller sends to each node
with the values obtained from the default route with the Dijkstra algorithm. The frames
sent to four nodes are presented in the same way the payload contains the data of the node
identifier and the default route.
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(a) Routes generated. (b) Routes sent to nodes.

Figure 15. Execution of the Dijkstra algorithm on the prototype.

For this test, similar voltage values (approximately 2.55 V) and signal levels between
0x002D to 0x003B obtained for executing the Kruskal algorithm are used. The test is
conducted by requesting the application to generate a new default route using Dijkstra’s
algorithm. This algorithm creates a default route where the priority is to connect each
node to the controller node. In this test, as seen in Figure 16, the information generated
by each node does not go through intermediate nodes to reach the controller. Because this
algorithm prioritizes the direct connection of the nodes to the controller, a path similar to a
star topology is generated.

Figure 16. Test 1.2: Default route generated by the Dijkstra algorithm where the nodes have a similar
battery level.
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4.3. Results Using a Pair of Nodes with Voltage Values Higher than the Others

This subsection presents results where the battery voltage values of the nodes are
considered.

4.3.1. Results with Kruskal’s Algorithm

In this test, battery levels for nodes three and four increased (approximately 3.1 V),
while the rest used the same voltage values as previously used. Because two nodes have a
higher battery level, a default route is created where nodes three and four transport the
frames to the controller node. It is also noted that these nodes are the primary receivers
and senders of most of the frames generated by the other nodes, shown in Figure 17. For
this reason, it can be stated that the algorithm assigns the responsibility of receiving and
transmitting a more significant amount of information within the wireless network to the
nodes with a more powerful electrical load on their batteries, which implies greater power
in the frames sent. This approach will help minimize battery drain on the entire network,
as nodes with lower battery levels barely need to retransmit data.

Figure 17. Test 2.1: Default route generated by the Kruskal algorithm where nodes three and four
have higher battery levels.

4.3.2. Results with Dijistra’s Algorithm

The same voltage and signal levels obtained in the previous test are used for this test.
When applying the Dijkstra algorithm, a result identical to that of the first execution of the
Dijkstra algorithm is obtained, and the same default route is observed in the shape of a star,
as shown in Figure 18. Nodes three and four do not influence obtaining a different route.
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Figure 18. Test 2.2 Default route generated by the Dijkstra algorithm where nodes three and four
have higher battery levels.

4.4. Transmission Time Measurement

For the measurement of transmission times, the processing time of each node is
neglected. The sniffer allows you to display the transmission time in milliseconds; the
values obtained do not have decimals.

4.4.1. Measurement of Times Corresponding to the First Test with the Kruskal Algorithm

Different times are obtained when measuring each node’s transmission times by
configuring a default route generated by the Kruskal algorithm, as indicated in Figure 19.
The diagram illustrates that frames from nodes 6 and 7 require approximately 30 msec to
reach the controller, whereas the frame from node 1 takes 18 msec for the same journey.
Nodes 5 and 7 are the fastest to reach the controller by not making additional hops. The
frames passing through node 1 describe a similar graph until they reach the controller node.

Figure 19. Sequence diagram 3: Test 1.1 Default route generated by the Kruskal algorithm with nodes
having similar battery levels.
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4.4.2. Measurement of Times Corresponding to the Second Test with the Kruskal Algorithm

In this test, a default route generated by the Kruskal algorithm was configured, and
higher battery levels were assigned to nodes 3 and 4 compared to the other nodes. Now, it
is observed that the frame sent by node 1 needs 24 ms to reach the controller, which implies
6 ms less than in the previous test carried out with the Kruskal algorithm; in this case,
the frame sent by node 3 is delayed 6 ms. All frames generated by the other nodes must
pass through node 3, causing the last few hops to describe a similar graph for all nodes, as
shown in Figure 20. Nodes 4 and 6 generate frames that take 12 ms to reach the controller;
the frames of nodes 2, 5, and 7 take 18 ms.

Figure 20. Sequence diagram 4: Test 2.1 Default route generated by the Kruskal algorithm where
nodes three and four have higher battery levels.

4.4.3. Measurement of Times Corresponding to the First Test with Dijkstra’s Algorithm

By measuring the transmission times of each node when a default route generated
by the Dijkstra algorithm was configured, the times indicated in Figure 21 are obtained.
The sequence diagram reveals a uniform duration for frames from all nodes to reach the
controller, indicating a scenario where frames are directly sent to the controller.

Figure 21. Sequence diagram 5: Test 1.2 Default route generated by the Dijkstra algorithm where the
nodes have similar battery levels.
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4.4.4. Measurement of Times Corresponding to the Second Test with Dijkstra’s Algorithm

The same results are obtained by configuring a default route generated by the Dijkstra
algorithm, with nodes 3 and 4 having higher battery levels than the others, as shown in
Figure 22. No changes in transmission times are observed due to the battery levels of the
mentioned nodes.

Figure 22. Sequence diagram 6: Test 2.2 Default route generated by the Dijkstra algorithm where
nodes three and four have higher battery levels.

4.5. Results Comparison

Three tests are evaluated, the two previous ones and one additional one, in which
nodes 7 and 8 have a higher voltage level. The time it takes for a frame generated by a
node to reach the controlling node was analyzed. In the column diagrams in Figure 23,
you can see how the sending time of a frame varies when no algorithm is applied, when
the Kruskal algorithm is used, and when the Dijkstra algorithm is applied. In all the tests,
it is evident that the sending time from node 1 to node 7 decreases when no algorithm is
applied, and the communication between the nodes and the controller is carried out using
the initial default route. The decrease in time is due to the lower number of hops.

In the first test, as seen in Figure 23a, when implementing the Kruskal algorithm,
a decrease in time is observed for nodes 1, 2, 3, and 5 compared to when no algorithm
is applied. However, the times of nodes 4 and 6 increase considerably. This change is
because, in this test, the nodes have similar voltage values, which causes them to send
information along a path further away from the controller than the initial path. This
increases the number of hops and, therefore, the sending time of a frame. Applying
Dijkstra’s algorithm shows a decrease in the sending time for all nodes, except node 7,
compared to the times obtained without applying any algorithm. When comparing these
times with those obtained using the Kruskal algorithm, it is observed that lower or similar
values are obtained. For node 7, it is noted that the sending time is identical in the three
cases because this node is the closest to the controller and only makes one hop to reach it.

In the second test, as seen in Figure 23b, implementing Kruskal’s algorithm channels
the nodes’ traffic to nodes 3 and 4, which have a higher voltage. Because of this, it takes
more time for other nodes to send a frame to the controller. Regarding Dijkstra’s algorithm,
the results are consistent with the first test.

In the third test, as seen in Figure 23c, node 7 and the controller node have the highest
voltage. With the application of the Kruskal algorithm, it is observed that the times used
by each node are similar to when no algorithm is applied. As in the previous test, the
algorithm directs traffic to the nodes with the highest voltage. In this case, almost all
generated frames must pass through node 7, closest to the controller. In this test, when
using the Dijkstra algorithm, the same time values are observed as in the previous tests. In
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general, this algorithm provides the best results because, in most cases, the nodes require
less time to send a frame to the controller.

Finally, the sum of the transmission times of each node is made, obtained in each
test and with each algorithm. In this way, it can be analyzed more precisely if there is a
decrease in transmission time with the application of each algorithm. Figure 23d shows
how implementing both algorithms reduces the total sending time. In general terms, it
stands out that the algorithm that yields the best results is Dijkstra’s because it presents
lower sending times individually, node by node, and as a whole. This is because, in this
scenario, the nodes communicate directly with the controller, so the delay time is the same.

(a) (b)

(c) (d)

Figure 23. Comparison of results without using algorithms, the Kruskal algorithm, and the Dijkstra
algorithm. (a) Test 1: Time for a frame to reach the controller with nodes with a similar battery level.
(b) Test 2: Time for a frame to reach the controller with nodes three and four having higher battery
levels. (c) Test 3: Time for a frame to reach the controller with nodes seven and eight having higher
battery levels. (d) Time comparison for each test.

In addition to evaluating the sending time, comparisons are made regarding the
number of hops a frame takes to reach the controller. This hop count is carried out for
the three tests reviewed previously, as shown in Figure 24. When the Kruskal algorithm
is implemented in the first test, as shown in Figure 24a, it is observed that nodes 4 and 6
present the most significant number of hops, with similar values between them. In contrast,
nodes 5 and 7 make only one hop to reach the controller. Applying Dijkstra’s algorithm in
this test results in all nodes needing a single hop to reach the controller. The same results
are obtained in the following tests, similar to what was observed in the time measurement.

In the second test, as shown in Figure 24b, with the use of Kruskal’s algorithm, it is
noted that nodes 2, 5, and 7 have the same number of hops. The other nodes show similar
values, but node 3 performs only one jump, which is explained by the higher voltage levels
in nodes 3 and 4.

In the third test (as shown in Figure 24c), a graph similar to the graph without the
algorithm is observed when applying the Kruskal algorithm. The hops decrease as the
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nodes closest to the controller are considered. Furthermore, it is highlighted that node 7
makes a single hop in all three cases.

Figure 24d compares the sum of jumps obtained in each test. It can be seen that in
all tests, a smaller number of jumps is achieved when applying both algorithms. It is
also relevant to mention that, in the second test, when applying the Kruskal algorithm,
a decrease in the number of hops is observed, even though the sending time remained
constant when no algorithm was used.

(a) (b)

(c) (d)

Figure 24. Comparing the number of hops without using algorithms, the Kruskal algorithm, and
the Dijkstra algorithm. (a) Test 1: Number of hops to reach the controller with nodes having similar
battery levels. (b) Test 2: Number of hops to reach the controller with nodes three and four having
higher battery levels. (c) Test 3: Number of hops to reach the controller with nodes seven and eight
having higher battery levels. (d) Comparison of hops in each test performed.

In summary, based on the results evidenced in each of the tests and even though both
algorithms generate a reduction in sending times and the number of hops, it can be stated
that Dijkstra’s algorithm presents better results. This is because both the frame sending
time per node and the number of hops decreases significantly with their application.

5. Conclusions

In conclusion, this paper addresses the challenges associated with applying software-
defined networking (SDN) technology to wireless sensor networks (WSNs) with nodes
operating on limited computing capabilities and battery power.

Minimizing energy consumption, arising from processing at the network layer and
delays in routing algorithm execution at nodes, necessitates the adoption of SDN technology
in WSNs. Our proposal uses the concept of SDN, but for transmitting information between
the controller and the sensor nodes, the IEEE 802.15.4 protocol is used instead of the
network protocols used in WSNs. The controller assesses the WSN network to determine
the optimal topology, considering both the battery and signal levels upon frame reception
to designate the relay node. The received signal level is linked to transmission errors
caused by channel noise and the distance at the time of transmission power. To validate our
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proposal, we implemented a prototype built for this purpose and the Dijkstra and Kruskal
algorithm to determine the most optimal topology for the network.

Algorithms are presented so that the nodes can send their information to the gateway
and so that the gateway sends the information to the WSN nodes operating with IEEE
802.15.4. With the results obtained, the advantage of using a controller for determining the
network topology has been demonstrated, eliminating the implementation of a routing
algorithm in the nodes. Using the link protocol instead of routing protocols has been
validated, thereby reducing processing and transmission delays in the data. The results
obtained allow us to continue developing an architecture for SDWSN.

The key features of this work include the utilization of an SDN-enabled controller to
reduce processing delays, the incorporation of node battery levels and distance considera-
tions in route selection, the adoption of the IEEE 802.15.4 protocol for data transport, and
the proposal of an SDWSN architecture without network-level protocols.
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