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Abstract: Cell-free (CF) networks can reduce cell boundaries by densely deploying base stations (BSs)
with additional hardware costs and power sources. Integrating a reconfigurable intelligent surface
(RIS) into CF networks can cost-effectively increase the capacity and coverage of future wireless
systems. This paper considers an RIS-aided CF system where each user is supported by a devoted
RIS and can establish connections with multiple BSs for coherent transmission. Specifically, each
RIS can enhance signal transmission between users and their selected BSs through passive beam-
forming, but also randomly scattered signals from other non-selected BSs to users, causing additional
signals and interference in the network. To gain insights into the system performance, we first derive
the average signal-to-interference-plus-noise ratio (SINR) received by each user in a closed-form
expression. Subsequently, we formulate an optimization problem aimed at maximizing the weighted
sum-SINR of all users in the RIS-CF network. This optimization considers both BS transmit power
allocation and BS selections as variables to be jointly optimized. To tackle the complexity of this
nonconvex optimization problem, we develop an innovative two-layer iterative approach that offers
both efficiency and efficacy. This algorithm iteratively updates the transmit power allocation and
BS selections to converge to a locally optimal solution. Numerical results demonstrate significant
performance improvement for the RIS-CF network using our proposed scheme. These results also
highlight the effectiveness of jointly optimizing BS transmit power allocation and BS selections in the
RIS-CF network.

Keywords: cell-free (CF) networks; reconfigurable intelligent surface (RIS); power allocation; BS
selection

1. Introduction

Ultra-dense networks (UDNs) are a critical technology for future wireless communica-
tion systems, aiming to enhance network capacity [1]. The core concept of UDNs involves
the dense deployment of numerous base stations (BSs) and small cells. However, dense BSs
and small cells will lead to serious inter-cell interference [2]. In recent years, an effective
solution to solve the interference problem has been proposed as a cell-free (CF) network [3],
where multiple BSs work in unison to serve each user, with these BSs under the control
of a central node. This setup eliminates cell boundaries and effectively reduces inter-cell
interference, thereby enhancing network capacity [4]. However, the dense deployment of
BSs in CF networks can lead to increased implementation costs [5].

Fortunately, a reconfigurable intelligent surface (RIS), the revolutionary new technique,
offers an energy-efficient and cost-effective approach for establishing favorable propagation
conditions between BSs and users [6–8]. An RIS is a thin film made of electromagnetic
reconfigurable material, composed of mass passive reflecting elements. Specifically com-
posed of sub-wavelength meta-material particles, the elements of an RIS are connected
via multiple positive–intrinsic–negative (PIN) diodes [9]. Thanks to these programmable
components being assembled inside, RISs can be considered as passive reconfigurable
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phased arrays that require no additional active power sources. They rely solely on the pro-
grammable elements’ intelligent reflections to boost the performance of wireless networks.
The unique design of RISs offers significant advantages in wireless communication sys-
tems. By manipulating the reflections of incident signals, RISs can enhance signal strength,
reduce interference, and extend coverage in challenging environments. This flexibility in
configuring the propagation conditions opens up new possibilities for network design and
optimization, enabling more efficient and reliable wireless connectivity.

It is entirely conceivable that RIS integration into a CF network, which we are calling
an RIS-CF network, would capture all of the key benefits of both techniques, as shown in
Figure 1. In such a network, the BSs are connected to the central processing unit (CPU) via
error-free forward links, and all BSs cooperate fully under the control of the CPU to serve
all users with RIS assistance. Different from the large-scale phased array antennas realized
by phase shifters in the CF system, RISs eliminate the need for complex digital phase shifter
circuits, significantly reducing energy consumption and signal processing complexity [10].
RISs provide a low-cost way to increase network capacity and achieve broader coverage.
Therefore, compared to the traditional CF systems, an RIS-CF system only needs lower
power consumption to achieve the same level of quality of service (QoS). This reduction in
power consumption is a key advantage that sets the RIS-CF system apart from traditional
CF networks. Furthermore, the integration of RIS technology into CF networks offers a
new dimension for enhancing network performance.

CPU

BS

RIS
User

Figure 1. The proposed concept of an RIS-CF network.

1.1. Related Works

An RIS’s unique capabilities allow for the low-cost reconfiguration of the propagation
environment, capitalizing on multipath effects to optimize spatial resources and enhance
wireless network performance. RIS-aided communications have attracted much attention
in various applications. Current research on RIS has primarily centered on passive or
joint beam-forming design [11–13]. Additionally, there have also been works focusing
on the deployment of the RIS [14–16], physical layer security [17–19], RIS-assisted UAV
communications [20–22], wireless power transfer [23–25], and so on. Research on RIS is
currently focused on the latest advancements, including the emerging paradigm of stacked
intelligent metasurface (SIM) [26] and the innovative idea of a space-time coded RIS [27,28].

By leveraging the programmable nature of RIS elements, the incident wavefronts can
be precisely shaped to enhance the CF network. Currently, several researchers are attempt-
ing to characterize the performance of RIS-CF networks. References [29,30] considered sum
rate maximization and energy efficiency maximization in RIS-CF networks. In detail, the
authors in [29] jointly designed a precoding at the BSs and RISs in a CF system. In [30], the
authors proposed a hybrid beam-forming strategy that combines digital beam-forming at
BSs with analog beam-forming at the RIS. RIS-CF networks provide a cost-effective way to
further boost the performance of traditional communication networks. In [31], the authors
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considered the RIS–user association problem in a RIS-aided system, where it was limited to
the case with a single BS serving a single user and there is no coordination between BSs. In
contrast to [31], we consider CF networks in this paper where users are served by multiple
selected BSs. In [32], the authors investigated the optimization of BS–user associations in
RIS-CF networks, aiming to maximize the minimum SINR across all users, thus enhancing
the overall network performance, and proposed a two-step fractional linearization algo-
rithm to optimally solve this problem. However, in the solution process, the power of BSs
defaults to 1, and the influence of power allocation on the network performance is not
considered. In contrast, in this paper, we consider the joint optimization of power and BS
selections, which can improve system performance to a greater extent. A comparison of the
related works is summarized in Table 1.

Table 1. Comparison of some related works.

Author Advantage Limitation

Zhang et al. [29]
The network capacity can be im-
proved by joint design precoding at
BSs and RISs in an RIS-CF network.

A lack of consideration for other
performance metrics such as the
energy efficiency and BS transmit
power.

Zhang et al. [30]
The hybrid beam-forming strategy
achieves a higher energy efficiency
performance than traditional ones.

It ignores the impact of different
users’ selections of BSs on the sys-
tem performance.

Mei et al. [31]

It balances the passive beam-
forming gains from all IRSs among
different BS–user communication
links.

It only considers the case where a
single BS serves a single user and ig-
nores the coordination between BSs.

Bie et al. [32]
It enhances the overall network per-
formance by maximizing the mini-
mum SINR across all users.

A lack of consideration for the influ-
ence of power allocation on network
performance.

Sangeetha et al. [33]

Reduced energy consumption with
a high level of resource utilization
by considering the specific charac-
teristics of 5G green communication
systems.

It may not cope with the optimiza-
tion of the RIS-CF network perfor-
mance directly.

Faheem et al. [34]
It enables resilient and secure real-
time control and monitoring in
smart grids.

It may not cope with the optimiza-
tion of the RIS-CF network perfor-
mance directly.

1.2. Our Contributions

To fully explore the benefits of the RIS-CF network, we aim to optimize the BS transmit
power and BS selections for weighted sum-SINR maximization. We present the main
contributions of this paper as follows.

• Based on the considered RIS-CF network and the reflection of the signal by RISs, we
derive a closed-form expression of the SINR received by the user. Then, we propose a
problem of weighted sum-SINR maximization, aiming to jointly optimize the transmit
power of the BSs and the BS selections.

• We present a comprehensive solution to the formulated non-convex optimization
problem: we first decompose the problem into two subproblems, each of which is
a sum-of-ratios problem. To address this issue, we introduce a two-layer iterative
algorithm to disassemble the fraction form. For the nonlinear term after fractional
programming transform, we employ the reformulation–linearization method to trans-
form the problem into a mixed-integer linear programming (MILP) problem. This
approach will offer valuable insights into challenges, such as fractional programming,
involving integer variables.
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• The simulation results indicate that the RIS-CF network has a better performance
compared to benchmark schemes including the conventional networks and no-RIS
cases. The impact of the BS transmit power budget and the number of RIS-reflecting
elements on the performance are also shown numerically.

1.3. Organization and Notations

Organization: The rest of the paper is organized as follows. The system model of the
proposed RIS-CF network and corresponding weighted sum-SINR maximization problem
formulation are discussed in Section 2. A two-layer iterative algorithm is proposed in
Section 3 to solve the nonconvex problem. Section 4 provides numerical results to validate
the proposed schemes. Finally, Section 5 summarizes the conclusions.

Notations: Bold symbols in capital letters and small letters denote matrices and vectors,
respectively. The conjugate transpose of a matrix is denoted as (·)H . Cn denotes the set
of complex vectors of length n. For a complex number s, |s| and ∠s denote its amplitude
and phase, respectively, and s ∼ CN (µ, σ2) means that it is a circularly symmetric complex
Gaussian (CSCG) random variable with mean µ and variance σ2. For a vector a ∈ Cn,
diag(a) denotes an n × n diagonal matrix whose entries are the elements of a. E[·] denotes
the expected value of random variables. In denotes an n × n identity matrix. j denotes the
imaginary unit, i.e., j2 = −1. O(·) denotes the Landau’s symbol to describe the order of
convergence as well as complexity. In addition, the major variable definitions in Section 2
are summarized in Table 2.

Table 2. Variable definitions.

Notation Description

M Number of BSs
N Number of RISs/users
L Number of RIS-reflecting elements

θr,l Phase shift of the l-th element of RIS r
Φr Reflection coefficients matrix of RIS r

hm,n Direct channel from BS m to user n
gm,r Channel from BS m to RIS r
fr,n Channel from RIS r to user n

α2
m,n Average power gain of hm,n

β2
m,r Average power gain of gm,r

η2
r,n Average power gain of fr,n

γm,n User n’s selection of BS m
sn Transmitted symbol of user n

wm,n Precoding weight used by BS m for user n
yn Desired signal received by user n
In Interference received by user n
λ̃n Average SINR received at the user n
λn Lower bound of λ̃n

2. System Model and Problem Formulation

In this section, we present the system model for a general RIS-aided downlink CF
communication network. Subsequently, we formulate the joint transmit power and BS
selection problem.

2.1. System Model

We consider a downlink multi-RIS-aided multi-user system consisting of N single-
antenna users, each of which would benefit from the collaboration of M single-antenna BSs
and N RISs, as illustrated in Figure 2. Each RIS r equipped with elements L = {1, · · · , L}
passively reflects the signals from BSs to assist a dedicated user n, such that the system per-
formance can be enhanced. For simplicity, the sets of users/RISs and BSs are, respectively,
denoted by N = {1, · · · , N} and M = {1, · · · , M}.
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Interference signal

Figure 2. The system model of the considered scenario in the RIS-CF network.

In such a system, we assume that a CPU exists for network central processing, and
carries out transmission scheduling according to the network information. To ensure
accurate channel state information (CSI) at the CPU, various channel acquisition techniques
are employed [35–37].

The RIS comprises numerous cost-effective passive reflecting elements, each of which
can be individually adjusted to manipulate the phase of incident electromagnetic signals
using a programmable PIN diode. Thus, RISs can enable signals to be transmitted si-
multaneously over two links, i.e., direct and reflected links, resulting in more diverse
transmissions. As shown in Figure 2, the RISs receive the signals sent by the BSs, and then
reflect these signals to the users. To simplify the problem, we assume that the reflection
amplitude of each RIS element is maximized at 1 [38]. Additionally, we assume that the
signal is reflected ideally without any hardware defects. The phase shift of the l-th RIS
element of the RIS r is denoted as θr,l and belongs to the interval [0, 2π], while Φr represents
the frequency response of RIS r and is defined as a diagonal matrix with diagonal elements
{ejθr,1 , ejθr,2 , · · · , ejθr,L}.

The channel between BS m and user n in the direct link is denoted as hm,n ∈ C, m ∈
M, n ∈ N . The fading channels gm,r = [gm,r,1, gm,r,2, · · · , gm,r,L]

H ∈ CL×1, m ∈ M, r ∈ N
and f H

r,n = [ fr,n,1, fr,n,2, · · · , fr,n,L] ∈ C1×L, r, n ∈ N are, respectively, the channel between
the single-antenna BS b and RIS r, and between RIS r and the single-antenna user n. Under
the hypothesis of independent Rayleigh fading channels, we have hm,n ∼ CN (0, α2

m,n),
gm,r ∼ CN (0, β2

m,rIL) and fr,n ∼ CN (0, η2
r,nIL), m ∈ M, r, n ∈ N . The average power gains

α2
m,n, β2

m,r and η2
r,n depend on the distances between the BSs, RISs and users.

Moreover, we assume that, if RIS n, n ∈ N associates with user n, it adjusts its phase
shift so that the reflected link, via itself, is aligned with the corresponding direct link of
user n. To streamline the practical design of BS selections, we introduce binary variables
γm,n, m ∈ M, n ∈ N to represent whether BS m is selected by user n (γm,n = 1) or not
(γm,n = 0). We assume that each BS m serves at most one user, while each user can be
served by multiple BSs. Additionally, we ensure that there is at least one BS in M selected
by each user n to provide service coverage. Thus, we have

∑
n∈N

γm,n ≤ 1, ∀m ∈ M, (1)

∑
m∈M

γm,n ≥ 1, ∀n ∈ N . (2)
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For coherent joint transmission, we assume, in this paper, the synchronization of all
BSs associated with user n, such that user n could receive the exact same symbols from
those BSs. Specifically, we denote the received symbol of each user n served by BS m
as xm,n = wm,nsn, where sn and wm,n represent the transmission by each user n and the
precoding matrix, respectively. The power of sn is normalized, i.e., E{|sn|2} = 1.

It is assumed, in this paper, that intended signals with predetermined phase shifts
are reflected by each RIS r purposefully for its associated user n, while the unintended
signals are scattered at random. Thus, each user n receives the desired signal from its
associated RIS n as well as that scattered by other non-associated RISs [31]. To account for
the significant double path loss in the RIS-aided cascaded channel, we exclude any signals
that are reflected or scattered more than once by the RIS. The channels from BSs to user n
consist of direct links from BSs as well as reflected and scattered links via RISs. Since user
n is served by multiple BSs simultaneously, each user n could receive the effective signal
composed of the aggregated signals originating from its selected BSs. Thus, the desired
signal at user n’s receiver can be expressed as

yn = ∑
m∈M

γm,n Hm,nxm,n, (3)

where Hm,n = hm,n + f H
n,nΦngm,n + ∑

r∈N ,r ̸=n
f H
r,nΦrgm,r.

If BS m sends information signals to user n in the downlink communication, γm,n is set
to 1. In other words, we can consider the BSs selected by user n as a single multi-antenna
BS that employs precoding weights wm,n’s. Consequently, each reflecting element on RIS
n adjusts its reflection phase to align the cascaded BS-RIS-user channel with the direct
BS-user channel [6]. To achieve this, the l-th phase shift of RIS n needs to be configured as
θn,l = ∠ ∑

m∈M
γm,nhm,nwm,n −∠ ∑

m∈M
γm,n f H

n,ngm,nwm,n. Thus, Hm,n in (3) can be rewritten as

Hm,n = hm,n + ∑
l∈L

|gm,n,l || fn,n,l |+ ∑
r∈N ,r ̸=n

f H
r,nΦrgm,r. (4)

Meanwhile, regardless of the desired signal from its own selected BSs, each user n
would also receive both the direct interference transmitted by other BSs and the interference
reflected by RISs. Thus, each user n would receive the following total interference:

In = ∑
j∈N ,j ̸=n

∑
m∈M

γm,j

(
hm,n + ∑

r∈N
f H
r,nΦrgm,r

)
xm,j. (5)

In light of (3) and (5), we could further obtain the average SINR of each user n as

λ̃n = E
[

|yn|2
σ2 + |In|2

]
, (6)

where σ2 is the Gaussian noise power. To make the analysis tractable and obtain more
insights, we can rewrite (6) to obtain a lower bound on it as follows:

λ̃n = E
[

|yn|2
σ2 + |In|2

]
≥ E[|yn|2]

σ2 +E[|In|2]
≜ λn. (7)

where the inequality is valid as the function 1
x is convex in x for x > 0, which is derived

from Jensen’s inequality.
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2.2. Problem Formulation

In this paper, we assume that any group of BSs use the maximum ratio transmission
(MRT) [39] to transmit signals to their served user. Then, we can write the precoded
weight as

wm,n =
√

Pm,n
Hm,n√

∑m∈M γm,n|Hm,n|2
, (8)

where Pm,n denotes the transmit power of the BS m to user n. Substituting (3), (5) and (8) to
(6), we can obtain the average SINR received by user n as

λn =

∑
m∈M

γm,nPm,ndm,n

σ2 + ∑
j∈N ,j ̸=n

∑
m∈M

γm,jPm,jum,ndm,j

∑
m∈M

γm,jdm,j

, (9)

where dm,n = α2
m,n + L

(
π
√

π
4 αm,nqm,n,n + ∑

r∈N ,r ̸=n
q2

m,r,n

)
+ L2π2

16 q2
m,n,n, um,n = α2

m,n +

L ∑
r∈N

q2
m,r,n and dm,j = α2

m,j + L

(
π
√

π
4 αm,jqm,j,j + ∑

r∈N ,r ̸=j
q2

m,r,j

)
+ L2π2

16 q2
m,j,j. qm,r,n = βm,rηr,n

is the average path gain between BS m and user n via RIS r. The derivation process can be
referred to in Appendix A of [32], which will not be repeated here for brevity.

According to the above, our objective is to optimize the transmit powers of the BSs
and the BS selections to achieve the maximum weighted sum SINR for all users. Denote
an ≥ 0 as the weighting factor to control the scheduling priority of user n and a larger value
of an signifies a higher priority for information transmission to user n. Based on (9), the
weighted sum SINR received by users can be expressed as

∑
n∈N

anλn = ∑
n∈N

an ∑
m∈M

γm,nPm,ndm,n

σ2 + ∑
j∈N ,j ̸=n

∑
m∈M

γm,jPm,jum,ndm,j

∑
m∈M

γm,jdm,j

. (10)

Accordingly, we can formulate the optimization problem as

(P0) : max
Γ,P

∑
n∈N

anλn (11)

s.t. ∑
n∈N

γm,n ≤ 1, ∀m ∈ M, (12)

∑
m∈M

γm,n ≥ 1, ∀n ∈ N , (13)

Pm,n ≤ Pc
m, ∀m ∈ M, ∀n ∈ N , (14)

γm,n ∈ {0, 1}, ∀m ∈ M, ∀n ∈ N , (15)

where Pc
m represents the available transmit power budget of each BS. The BS’s transmit

power and BS selections are denoted by P = {Pm,n} and Γ = {γm,n}, respectively.
The weighted sum-SINR maximization problem (P0) is a complex task that involves

optimizing a nonlinear sum-of-ratios function [40], which involves maximizing a sum of
several fractional functions. This non-convex optimization problem is notoriously difficult
to solve optimally. Furthermore, the problem requires the joint optimization of the BS
transmit power and BS selection, where the latter aspect involves binary/integer variables,
i.e., γm,n. So, we decompose it into following two subproblems to solve this problem with
low complexity.
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• BS Transmit Power Subproblem: Given the fixed BS selections Γ, we focus on optimiz-
ing the transmit power of each BS, while ensuring it falls within the allocated budget
Pc

m. Then, the BS power problem can be formulated by

(P1) : max
P

∑
n∈N

anλn (16)

s.t. 0 ≤ Pm,n ≤ Pc
m, ∀m ∈ M, ∀n ∈ N . (17)

• BS Selection Subproblem: Similarly, the BS selection problem with fixed BS transmit
power can be written by

(P2) : max
Γ

∑
n∈N

anλn (18)

s.t. ∑
n∈N

γm,n ≤ 1, ∀m ∈ M, (19)

∑
m∈M

γm,n ≥ 1, ∀n ∈ N , (20)

γm,n ∈ {0, 1}, ∀m ∈ M, ∀n ∈ N . (21)

3. Proposed Optimization Algorithm

In this section, we develop an algorithm to solve the above weighted sum-SINR
maximization problem (P0) via optimally solving the BS transmit power subproblem and
BS selection subproblem in an iterative manner.

3.1. BS Transmit Power Allocation

For notational simplicity, we represent the objective function of problem (P1) as

∑
n∈N

anλn = ∑
n∈N

an ∑
m∈M

γm,nPm,ndm,n

σ2 + ∑
j∈N ,j ̸=n

∑
m∈M

γm,jPm,jum,ndm,j

∑
m∈M

γm,jdm,j

≜ ∑
n∈N

Un

Dn
, (22)

namely, we use Un and Dn to denote the numerator and denominator of anλn, respectively.

3.1.1. Fractional Programming Transform

Problem (P1) is a sum-of-ratios problem that can be equivalently re-written as follows:

max
P,ρ⪰0

∑
n∈N

ρn (23)

s.t.
Un

Dn
≥ ρn, ∀n ∈ N , (24)

0 ≤ Pm,n ≤ Pc
m, ∀m ∈ M, ∀n ∈ N . (25)

Theorem 1. If (P∗, ρ∗) is the solution of the problem (23), then there exists µ = {µn} such that
P∗ is a solution of the following parameterized problem with parameters (µ, ρ) = (µ∗, ρ∗):

(P1′) : max
P

∑
n∈N

µn(Un − ρnDn) (26)

s.t. 0 ≤ Pm,n ≤ Pc
m, ∀m ∈ M, ∀n ∈ N . (27)

And P∗ also satisfies the following conditions when (µ, ρ) = (µ∗, ρ∗):

µn =
1

Dn
, (28)

Un − ρnDn = 0. (29)
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Proof of Theorem 1. See ([40], Lemma 2.1).

From Theorem 1, we learn that, when (µ, ρ) = (µ∗, ρ∗), the parametric problem (P1′)
and the sum-of-ratios maximization problem (P1) have the same optimal solution. Here,
(µ∗, ρ∗) represents the optimal parameter values that satisfy the conditions (28) and (29)
together with solution P∗ to problem (P1′).

3.1.2. Two-Layer Approach for Solving Problem (P1)

According to Theorem 1, the problem (P1) can be solved via a two-layer iterative
approach. We tackle the parametric problem (P1′) for a given pair (µ, ρ) in the inner layer.
In the outer layer, we optimize (µ, ρ) to ensure that (µ, ρ), together with the corresponding
inner-layer solution P, satisfy the conditions (28) and (29).

It is straightforward to verify that, when (µ, ρ) ⪰ 0, the inner-layer problem (P1′) is a
linear program (LP) due to the linear nature of the objective function and constraints. This
analytical structure enables us to derive the optimal value in a straightforward manner. To
proceed, we initially define v1, v2 and v3 as follows:

v1 = ∑
n∈N

µnan ∑
m∈M

γm,ndm,n, (30)

v2 = ∑
n∈N

µnρn

 ∑
n∈N

∑
m∈M

γm,num,ndm,n

∑
m∈M

γm,ndm,n
−

∑
m∈M

γm,num,ndm,n

∑
m∈M

γm,ndm,n

, (31)

v3 = ∑
n∈N

µnρnσ2. (32)

Then, (26) can be expressed as

F = (v1 − v2)Pm,n − v3. (33)

From (33), we can see that Pm,n = Pc
m if F = F∗ (F∗ denotes the optimal value of (P1′)),

otherwise Pm,n = 0.
After solving the problem (P1′) with given (µ, ρ), we employ the modified Newton

method [40] to update (µ, ρ) in the outer layer, which guarantees the convergence to
(µ∗, ρ∗) (i.e., meets the conditions (28) and (29)). To begin with, we define some functions
for conciseness as follows:

ψ1
n(µn) = µnDn − 1, (34)

ψ2
n(ρn) = ρnDn − Un. (35)

According to ([40], Theorem 3.1), the optimal (µ∗, ρ∗) is unique and can be obtained
by solving the non-linear equations: [ψ1

1, · · ·ψ1
N , ψ2

1, · · · , ψ2
N ] = 0. The modified Newton

method can be applied to update (µ, ρ) to meet these equations. Specifically, the point-wise
updating equations of µ and ρ are

µi+1
n = (1 − δi)µi

n + δi 1
Di

n
, (36)

ρi+1
n = (1 − δi)ρi

n + δi Ui
n

Di
n

, (37)

where i is the iteration index and δi ∈ (0, 1) is the step size at iteration i. A discussion on
choosing the step size can be found in [40,41] and is thus omitted here. We summarize the
main procedures of solving problem (P1) in Algorithm 1.
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Algorithm 1 Two-Layer Iterative Algorithm for Problem (P1)

1: Input the BS selections Γ and the update accuracy control factor ϵ > 0.
2: Initialize (µ, ρ) ⪰ 0.
3: loop
4: Given (µ, ρ), obtain the optimal P to problem (P1′).
5: Update (µ, ρ) using (36) and (37).
6: if ∑n∈N (|ψ1

n|2 + |ψ2
n|2) < ϵ then

7: break
8: end if
9: end loop

10: Output: P.

3.2. BS Selection Design

In this subsection, we develop an approach based on the reformulation–linearization
technique to tackle the BS selection problem (P2). The objective function of problem (P2)
also follows the sum-of-ratios format. Therefore, similar to the algorithm design for (P1),
problem (P2) can be effectively solved using a two-layer iterative approach. The inner
layer of this approach involves solving the parameterized problem for given auxiliary
parameters (µ′, ρ′) ⪰ 0, which is expressed as

max
Γ

∑
n∈N

µ′
n

an ∑
m∈M

γm,ndm,nPm,n − ρ′n

σ2 + ∑
j∈N ,j ̸=n

∑
m∈M

γm,jPm,jum,ndm,j

∑
m∈M

γm,jdm,j

 (38)

s.t. (19)–(21).

The outer layer is similar to that of Algorithm 1, i.e., update (µ′, ρ′), via the modified
Newton method, (36) and (37). Due to the similarity, we left the detailed implementation
of the outer layer in Algorithm 2 and focus on the discussion of solving the inner-layer
problem (38).

Algorithm 2 Two-Layer Iterative Algorithm for Problem (P2)

1: Input P and the update accuracy control factor ϵ > 0.
2: Initialize (µ′, ρ′) ⪰ 0.
3: loop
4: Given (µ′, ρ′), obtain the optimal Γ to problem (P2′).
5: Update (µ′, ρ′) using (36) and (37).
6: if ∑n∈N (|ψ1

n|2 + |ψ2
n|2) < ϵ then

7: break
8: end if
9: end loop

10: Output: Γ.

It is noted that (38) is still an integer linear fractional programming (ILFP) problem with

respect to Γ because of the fractional component ∑
m∈M

γm,jPm,jum,ndm,j

/
∑

m∈M
γm,jdm,j in

the objective function. To proceed, we utilize the reformulation–linearization technique [42]
to recast the ILFP problem into an equivalent MILP problem. This transformation enables
us to optimize the problem efficiently using standard MILP solvers.

The reformulation–linearization approach consists of two main stages. In the initial
stage, we aim to reframe the fractional component in the objective function (38) into an
equivalent bilinear term. To achieve this, we introduce supplementary continuous variables
and impose equality constraints. Subsequently, in the second stage, we aim to linearize the
bilinear term appearing in both the objective function and constraints. The specific steps
involved in this transformation are outlined below.
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Reformulation: To reformulate the problem, we introduce a new variable zj > 0
defined as

zj =
1

∑
m∈M

γm,jdm,j
. (39)

It is important to note that this variable zj is positive. By substituting (39) into the
objective function (38), we can successfully reformulate the problem into the following
equivalent form:

max
Γ,{zj>0}

∑
n∈N

µ′
n

[
an ∑

m∈M
γm,ndm,nPm,n − ρ′n

(
σ2 + ∑

j∈N ,j ̸=n
∑

m∈M
Pm,jum,ndm,jγm,jzj

)]
(40)

s.t. (19)–(21) (41)

∑
m∈M

γm,jzjdm,j = 1, ∀j ∈ N , (42)

where the equality constraint (42) is derived from (39) to define the variable zj. This
reformulation allows us to manipulate the problem in a more tractable manner, paving the
way for further optimization techniques. It is worth mentioning that the binary variables
γm,j remain unchanged in the previous step, leading to a new bilinear term γm,jzj emerging
in the objective function (40) as a result of the reformulation. This bilinear term, which
involves the multiplication of a binary variable and a continuous variable, necessitates the
introduction of additional auxiliary variables and constraints for accurate linearization.

Linearization: To linearize the bilinear term γm,jzj, we introduce a set of auxiliary vari-
ables bm,j. Subsequently, the problem (40) can be reformulated as an equivalent expression:

max
Γ,b,z

∑
n∈N

µ′
n

[
an ∑

m∈M
γm,ndm,nPm,n − ρ′n

(
σ2 + ∑

j∈N ,j ̸=n
∑

m∈M
Pm,jum,ndm,jbm,j

)]
(43)

s.t. (19)–(21) (44)

∑
m∈M

dm,jbm,j = 1, ∀j ∈ N , (45)

bm,j = γm,jzj, ∀m ∈ M, ∀j ∈ M, (46)

zj > 0, bm,j ≥ 0, ∀m ∈ M, ∀j ∈ N . (47)

To address the bilinear constraint (46) in problem (43), we can utilize the binary
nature of γm,j to transform it. Specifically, the constraint bm,j = γm,jzj can be equivalently
represented as the following set of linear constraints:

bm,j ≤ zj, (48)

bm,j ≤ Kγm,j, (49)

bm,j ≥ zj − K(1 − γm,j). (50)

Here, K > 0 is a large enough constant. Constraint (49) implies that, if γm,j = 0,
then bm,j = 0; constraints (48) and (50) enforce that, if γm,j = 1, then bm,j = zj. Therefore,
constraints (48)–(50) serve as linearization constraints for bm,j = γm,jzj and the equivalence
holds here as long as K ≥j∈N {zj}.

By linearizing (46) into (48)–(50), we can finally reformulate problem (P2) into a MILP
format that can be solved efficiently as follows:
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(P2′) : max
Γ,b,z

∑
n∈N

µ′
n

[
an ∑

m∈M
γm,ndm,nPm,n − ρ′n

(
σ2 + ∑

j∈N ,j ̸=n
∑

m∈M
Pm,jum,kdm,jbm,j

)]
(51)

s.t. ∑
m∈M

dm,jbm,j = 1, ∀j ∈ N , (52)

∑
n∈N

γm,n ≤ 1, ∀m ∈ M, (53)

∑
m∈M

γm,n ≥ 1, ∀n ∈ N , (54)

γm,n ∈ {0, 1}, ∀m ∈ M, ∀n ∈ N , (55)

zj > 0, bm,j ≥ 0, ∀m ∈ M, ∀j ∈ N , (56)

bm,j ≤ zj, ∀m ∈ M, ∀j ∈ N , (57)

bm,j ≤ Kγm,j, ∀m ∈ M, ∀j ∈ N , (58)

bm,j ≥ zj − K(1 − γm,j), ∀m ∈ M, ∀j ∈ N . (59)

The application of the reformulation–linearization methods described above reveals
the mapping between the solutions of (38) and (51). It is worth noting that the transformed
MILP problem (P2′) maintains the same optimal Γ as the original problem (P2). This is
because the reformulation–linearization process involves only variable substitution and
exact linearization. This ensures that problem (P2′) can be effectively solved using MILP
solvers like CPLEX or Gurobi. Consequently, we can employ a two-layer iterative algorithm
to solve problem (P2). The complete algorithm is outlined in Algorithm 2.

3.3. Overall Algorithm Description

In this subsection, we describe the whole algorithm that solves the weighted sum-
SINR maximization problem (P0) iteratively. The BS transmit power P is first solved by
Algorithm 1 with fixed BS selections. Based on the obtained BS power, the BS selection Γ is
optimized by Algorithm 2. If the objective function values of two consecutive iterations
differ by less than a predefined threshold ε, i.e., Fi − Fi−1 ≤ ε (F represents the value of
objective function), we consider that the entire algorithm has converged. In light of the
above description, the main procedures of the overall algorithm are outlined in Algorithm 3.

Algorithm 3 The Whole Algorithm

1: Initialize the BS selections Γ0 that meets conditions (12) and (13), and set iteration index
i = 1. And ε > 0 is the update accuracy control factor.

2: loop
3: Given the BS selections Γi−1, solve the power allocation problem (P1) and obtain the

solution Pi.
4: Given the BS power allocation Pi, solve the BS selection problem (P2) and obtain the

solution Γi.
5: Update Fi = ∑

n∈N

Un(Pi ,Γi)
Dn(Pi ,Γi)

.

6: if Fi − Fi−1 ≤ ε then
7: break
8: end if
9: end loop

10: P∗ = Pi, Γ∗ = Γi.
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Furthermore, we analyze the convergence of the whole algorithm. By performing
Algorithm 1, a better power allocation Pi is achieved with a fixed BS selection Γi−1 in the
i-th iteration. Hence, we have

F(Pi, Γi−1) ≥ F(Pi−1, Γi−1). (60)

Similarly, given the power allocation Pi, by Algorithm 2, the BS selection is designed
to maximize the weighted sum-SINR. Thus, we can obtain

F(Pi, Γi) ≥ F(Pi, Γi−1). (61)

Based on (60) and (61), we obtain

F(Pi, Γi) ≥ F(Pi−1, Γi−1). (62)

The analysis presented above demonstrates that the objective value of the original
problem (P0) consistently exhibits non-decreasing behavior after each iteration. Conse-
quently, the convergence of the algorithm is guaranteed. The non-decreasing behavior
of the objective value suggests that the algorithm is effectively moving towards a better
solution with each iteration, ultimately converging to a satisfactory solution. This conclu-
sion is further supported by the theoretical foundations of the algorithm, which ensure its
convergence to a locally optimal solution in a finite number of iterations.

4. Numerical Results

In this section, we evaluate the performance of our proposed algorithm. For our
simulations, we utilize the urban macro (UMa) path loss model as specified in the 3GPP
technical standard. We set N = 4 RISs/users, M = 20 BSs as shown in Figure 3, where BSs
are distributed in a square area around users with a side length of 2 km and each RIS is
deployed 200 m away from its assisted user. We assume that all BSs and users are equipped
with an omnidirectional antenna. Unless otherwise specified, the setting of simulation
parameters is outlined in Table 3. For comparison, we consider several benchmark schemes
as follows: (1) CF network without RISs, (2) one nearest selection with RISs, and (3) one
nearest selection without RISs.
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Figure 3. System setup.
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Table 3. System parameters.

Parameter Value

Number of BSs, M 20
Number of RISs/users, N 4

Number of RIS-reflecting elements, L 1000
Noise power spectrum density, σ2 −164 dBm/Hz
Distance between users and RISs, 200 m

Total transmit power budget of each BS 40 dBm
System bandwidth 20 MHz

Path loss 128.1 + 37.6 log10 d[km] dB
Shadow fading 8 dB

Number of Monte Carlo simulations 500

4.1. Comparison with Benchmarks

Figure 4 shows the weighted sum-SINR of the RIS-CF system versus the transmit
power budget per BS. It is evident that the weighted sum-SINR of all evaluated schemes
improves significantly as the transmit power budget increases. Moreover, it is observed
that the weighted sum-SINR performance of the CF network surpasses that with the nearest
selection schemes by a considerable margin, regardless of whether RISs are employed or not.
This is because the CF network has many distributed BSs compared to that with the nearest
selection scheme, which provides a higher degree of macro-diversity for communication.
It is evident that the performance of both the RIS-CF network and that with the nearest
selection with RISs surpasses that of the case without RISs. This improvement is attributed
to the fact that signals are transmitted via more propagation paths, i.e., the additional
reflected links, indicating that RISs can more efficiently utilize spatial resources. Notably,
our proposed RIS-CF network exhibits the best weighted sum-SINR performance among
all the evaluated schemes.
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Figure 4. Weighted sum-SINR versus BS transmit power budget.

4.2. Impact of RIS-Reflecting Elements

To better understand the influence of RISs on the performance of the CF system, we
conducted experiments with various numbers of reflecting elements per RIS. Figure 5
clearly demonstrates the weighted sum-SINR with and without BS power allocation. In
the absence of power allocation, the transmit power per BS was fixed at 40 dBm. This
comparison offers a valuable insight into how our proposed algorithm compares to the
benchmark scheme as the number of reflecting elements L varies. It can be observed that,
as the number of reflecting elements L increases, the weighted sum-SINR also rises. As
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expected, all methods that incorporate RISs outperform their counterparts without RISs
(L = 0) in terms of performance. Additionally, the weighted sum-SINR of the RIS-CF
network significantly surpasses that with the one nearest selection scheme due to the
optimized BS selections. It is worth noting that the weighted sum-SINR performance of the
evaluated schemes with power allocation is superior to those without power allocation.
However, we can see that, compared with the schemes without BS power allocation, BS
power allocation brings more gains to the one nearest selection benchmark than the schemes
with optimized BS selections, which shows that SINR balancing is more flexible with BS
power allocation.
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Figure 5. Weighted sum-SINR versus RIS-reflecting elements number.

5. Conclusions

In this study, we conducted an analysis of an RIS-CF system that involves multiple
BSs collaborating with multiple RISs to serve distinct users. Our main objective was to
maximize the weighted sum-SINR by optimizing both the BS transmit power and BS
selections. This problem posed a non-convex sum-of-ratios challenge, which we addressed
by decomposing it into two subproblems to solve separately and then optimizing the two
variables alternately. In the process of solving this problem, a two-layer iterative algorithm
is proposed to transform the non-convex problem into an MILP problem. The numerical
results clearly demonstrate the benefits of BS power allocation for both the proposed scheme
and the benchmark schemes compared. Furthermore, when the total transmit power of BSs
remains unchanged, the RIS-CF system outperforms traditional benchmarking schemes.
It is also revealed that a user’s SINR is significantly affected by BS selections, especially
in the absence of BS power allocation. This finding highlights the importance of carefully
managing BS selections in RIS-CF systems to achieve a better performance.

Furthermore, the work of this paper can also be extended to other possible directions
in the future. For example, more general network settings could be considered, such as
multi-antenna BSs and users, where the optimization problem becomes more complex
and challenging. Additionally, there are many other approaches to selecting BSs in a CF
network, which is also worth investigating for comparative study. In addition, this paper
considered weighted sum-SINR maximization, while other performance metrics, such as
energy efficiency, can also be explored as optimization objectives.
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