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Abstract: Inaccuracies from devices for non-invasive blood pressure measurements have been well
reported with clinical consequences. International standards, such as ISO 81060-2 and the seminal
AAMI/ANSI SP10, define protocols and acceptance criteria for these devices. Prior to applying these
standards, a sample size of N >= 85 is mandatory, that is, the number of distinct subcjects used to
calculate device inaccuracies. Often, it is not possible to gather such a large sample. Many studies
apply these standards with a smaller sample. The objective of the paper is to introduce a methodology
that broadens the method first developed by the AAMI Sphygmomanometer Committee for accepting
a blood pressure measurement device. We study changes in the acceptance region for various sample
sizes using the sampling distribution for proportions and introduce a methodology for estimating
the exact probability of the acceptance of a device. This enables the comparison of the accuracies of
existing device development techniques even if they were studied with a smaller sample size. The
study is useful in assisting BP measurement device manufacturers. To assist clinicians, we present a
newly developed “bpAcc” package in R to evaluate acceptance statistics for various sample sizes.

Keywords: blood pressure; ANSI/AAMI–SP10 standards; blood pressure measurement device;
probability of acceptance

1. Introduction

Blood pressure (BP) is extensively used to assist health monitoring and diagnosis
in healthcare settings. However, inaccuracies in BP measurement can result in misjudg-
ments, potentially leading to severe consequences [1]. The clinical gold standard for BP
measurement is BP measurement performed using arterial cannulation [2]; however, ar-
terial cannulation is invasive and time-consuming and can only be performed by skilled
personnel. It is also linked with cases of ischemia, lesions of nerves or vessels, embolism,
and other complications [3]. In regular cases, BP is measured non-invasively [4], which
yields measurement inaccuracies. Even slight measurement inaccuracies can result in
misclassifying millions of individuals [5]. Hence, a precise measurement of blood pressure
holds significant importance in public health. Underestimating true BP by merely 5 mmHg
or less can have significant clinical consequences as several studies have inferred incorrect
tagging of more than 20 million Americans as pre-hypertensive when, in fact, they are
suffering from hypertension. Untreated hypertension can lead to a 25% increased risk of
fatal strokes and fatal myocardial infarctions [1]. Conversely, if there is an overestimation of
true BP by 5 mmHg, nearly 30 million Americans may receive inappropriate treatment with
antihypertensive medications. This could result in exposure to potential side effects of the
drugs, psychological distress due to misdiagnosis, and unnecessary financial liability [5]. In
healthcare domains such as intensive care, accurate BP measurement is even more crucial.
As a result, regulating BP measurement devices is a critical matter, and suitable processes
must be used for clinical investigations to validate BP devices.
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National regulators have made significant efforts towards global harmonization of the
standards for medical devices. When designing a blood pressure (BP) measurement device,
manufacturers must adhere to standardized protocols, ensuring that the device’s inaccuracy
falls within an acceptable range, typically expressed as mean error ± standard deviation
of BP errors for non-invasive techniques. Even when within acceptable limits, continuous
efforts are made to improve the accuracy using improved methods by adding parameters
associated with blood pressure [6–8]. This pursuit aims to provide healthcare professionals
with more reliable BP readings, reducing the likelihood of errors and supporting informed
decision-making. The International Organization for Standardization (ISO), established
in 1947, defines standards that are accepted worldwide. It comprises representatives
from various national standards organizations. The ISO 81060-2:2018 standard defines the
criterion for the clinical investigation of automated, non-invasive sphygmomanometers [9]
and has been approved for use currently and recognized in whole or part by many national
regulators. It supersedes region-specific standards such as EN 1060-4:2004 [10] and has
been adopted in law, in contrast to validation protocols such as those recommended by the
British Hypertension Society [11] and the European Society of Hypertension [12].

ISO 81060-2:2018 stipulates criteria for determining the acceptable accuracy of sphyg-
momanometers that originated from the initial work of the Committee of US Association
for the Advancement of Medical Instrumentation (AAMI) in creating the American Stan-
dard for manual, electronic, or automated sphygmomanometers known as SP10 [13]. The
standard also specifies safety, labeling, and performance requirements designed to ensure
the safety and effectiveness of the device. ISO 81060-2, like SP10, mandates a minimum
sample size (N) of 85 participants to be used to evaluate the BP device inaccuracy [9].
In addition to N >= 85, the standard requires the BP errors to be within −10 mmHg to
10 mmHg, also known as the tolerable error limit, and the estimated probability of tolerable
error (p̂) to be at least 85%. In practice, it is found that accuracy requirements are difficult
to achieve, and process requirements are costly. Manufacturers attempt to adhere to this
standard. However, only a small fraction of manufacturers can do so [14]. A study reports
that less than 20% of the devices accessible today conform to an established guideline [2].

While compliance with this standard is appropriate for devices that are to be marketed,
there are purposes other than regulation of medical devices for which studies involving
fewer participants can still yield useful information. For instance, early evaluation of
experimental devices would benefit from an earlier checkpoint, as it is often difficult for
clinicians to gather 85 participants [15–17]. Currently, to our knowledge, there is no official
method for evaluating studies with fewer participants. As a result, various research works
in this field adopted potentially incorrect pass/fail criteria of the standard apparently
without recognizing the difference between their research methods and those assumed
by the standard. This paper aims to inform researchers and BP device manufacturers
about the potential effects of employing different sample sizes for the validation of a BP
measurement device.

We also offer recommendations to adjust the appropriate acceptance range (upper
limit of acceptable standard deviation for a certain mean error) required for any study to
adhere to criteria similar to the SP10 requirements. In addition to the different acceptance
limits for different sample sizes, this paper provides a brief comparison of previous studies
that investigated novel BP measurement methods with different sample sizes, and also
assesses their adherence to the current standard.

2. SP10 Statistical Considerations
2.1. SP10 Acceptance Criteria

Multiple techniques are used for automated, non-invasive BP measurement. Most
researchers/clinicians use an inflatable cuff to hinder the flow of blood in the upper arm.
As the cuff is deflated, various methods can be employed to estimate the systolic and
diastolic blood pressure (SBP; DBP) [18]. The error in estimation is the difference between
the values obtained from the test device and the value obtained using a reference method,
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which is normally specified as auscultation by trained observers [19]. Acceptance criteria
evolved from SP10′s inception in 1987 to reflect a more defined statistical treatment that is
currently adopted in ISO 81060-2.

Initially, the standard required that manufacturers should maintain the mean of errors
within ±5 mmHg with a standard deviation no greater than 8 mmHg [20]. However, these
static values did not consider the relation between the mean and standard deviation of
errors. For the same standard deviation, p̂ will be different if the sample mean is 0 mmHg
and if the sample mean is 5 mmHg. Hence, SP10′s criteria (reproduced as Table A1 in
Appendix A) was introduced to span different values of the sample mean and the upper
limit of standard deviation such that 85% of the errors are within the tolerable error range,
where p̂ = 0.85. These values of acceptable standard deviation for a given sample mean
represent the acceptance limit. For instance, for a mean error of 2 mmHg, the standard
deviation must be less than or equal to 6.65 mmHg to accept the device. But this estimated
probability of tolerable error (p̂) is itself an estimate.

How far off it is from the true value depends on the sample size. As per SP10, a sample
size of N = 85 yields a 90% chance or confidence that p̂ will not differ by more than about
0.07 from its true probability of tolerable error (p) [20], given by

p̂ − p = 1.645 × K, (1)

where K =
√

1
2π(N−1) and N is the sample size. We will refer to this difference as the

“90% confidence between p and p̂”. In Equation (1), K is the standard deviation of the
distribution of probability of tolerable error which is assumed to be asymptotically normal
according to the SP10 standard, where the mean of the distribution is p̂. Thus, for the device
to be acceptable, p̂ must be at least 85% for N = 85, because then one can be confident that
p is at least 78%, as per the standard.

2.2. Brief Review of the Problem
2.2.1. Acceptance Criteria

According to SP10, Table A1 can be used with any number of participants, but it
only considers the acceptance limit that is suitable for N ≥ 85. However, studies with
fewer participants than the minimum of 85 specified by SP10 are not uncommon. For
instance, one study proposes a novel BP estimation method based on Pulse Arrival Time
(PAT) to estimate SBP and DBP [16]. Using 32 subjects, they report the BP error limit,
mean error ± SD. These limits are 0.12 ± 6.15 (SBP, mmHg) and 1.31 ± 5.36 (DBP, mmHg).
Another study validates a wireless BP monitor using 33 participants [6]. The estimated BP
errors were −0.7 ± 6.9 mmHg for SBP and −1 ± 5.1 mmHg for DBP. A new calibration
procedure that accounts for the Sympathetic Nervous System (SNS) on BP-PTT (Pulse
Transit Time) was also proposed to estimate BP values using 10 subjects [21]. All these
studies attain the p̂ =0.85 criteria mentioned in SP10, but the sample size is less than 85.
For smaller sample sizes, there is little guidance on how the acceptance limit should change
such that one can be 95% certain that the true probability is at least 78%, which is recognized
as the threshold for acceptability by SP10. While these studies are potentially valuable, it
would be inappropriate to interpret results by making a comparison to the criteria in the
standard which is just fixed for N = 85.

At present, the 90% confidence between p̂ and p which is evaluated using Equation
(1) only considers the sample size of a specific study. Using this 90% difference value, the
standard makes some assumptions about the p̂ such that p ≥ 0.78. However, variations
in the 90% difference are not only due to changes in sample size but also to the value of
p̂, obtained from the reported sample mean and standard deviation from the BP device.
To tackle this issue, we propose a methodology that provides a more flexible approach to
evaluating the 90% confidence between p̂ and p with respect to the sample size, sample
mean, and standard deviation from a statistical point of view. With this approach, the value
of p̂ can be evaluated for different sample sizes, which we can use to study the changes in
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the acceptance limit of different sample sizes such that the devices under test adhere to the
SP10 criteria.

2.2.2. Probability of Acceptance (PA)

As a result of the acceptance limit varying with sample size, the probability of accep-
tance, which essentially gives the probability of meeting the SP10 criterion for a particular
sample mean, standard deviation, and sample size, will fluctuate. In this regard, this
research also provides a mechanism for a more relevant comparison of the mean and stan-
dard deviation of the data from studies with varying sample sizes. To effectively compare
studies with smaller sample sizes and distinguish the methodology (e.g., techniques and
mathematical methods) being used to develop the BP measurement devices, a more robust
statistical treatment is required to re-evaluate the literature less subjectively as per the
international standards. We present aspects behind the computation of the probability of
acceptance, denoted by PA.

There are two key outcomes from this work. First, we study the changes in the
acceptance limit for different sample sizes such that they adhere to the standards when the
sample size is less than N = 85. Secondly, we provide a methodology for evaluating the
probability of acceptance PA, allowing comparison of different studies with varying sample
sizes, assessing the accuracy of different methods and techniques being tested to build
BP measurement devices. This work has a companion R package called “bpAcc” which
implements the methodology introduced in this paper. This enables manufacturers and
researchers to better judge their compliance with the accuracy criteria of ISO 81060-2 using
a smaller sample size and more appropriately compare studies performed using different
sample sizes.

3. Methodology

This section outlines the theoretical details of this research starting from the protocols
currently in use by the SP10 standard. The parameters utilized in this section are also
outlined in Table A2 within Appendix C.

3.1. Brief Review of the Statistical Components of SP10
3.1.1. Average Error and Tolerable Error

For each of the N participants, k = 3 pairs of blood pressure measurements are obtained:
one measurement, δ

j
k1

, produced by the usual auscultatory reference method, and the other,

δ
j
k2

, produced by the device being assessed. The difference, ϵ
j
k = δ

j
k2
− δ

j
k1

, is called an error,

and the average error for the jth participant is

δj = ∑3
k=1

ϵ
j
k

3
, j = 1, . . . , N (2)

Statistically, we assume the average errors δj produced by the device D follow a θ-
parameterized distribution F = F (θ). The maximum average error accepted, also known as
the tolerable error, is denoted by ∆. The tolerable error is set to ∆ = 10 mmHg in this work,
following the SP10 standard. Hence, the probability of tolerable error is given by

P (|δj|≤ 10; θ) = F (10; θ) − F (−10; θ). (3)

The errors produced by any device are deemed acceptable if p is a minimum of γp, i.e.,

p = P
(∣∣∣δj

∣∣∣≤ 10; θ
)
≥ γp, 0 ≤ γp ≤ 1 (4)

Fundamentally, we assume the errors δj follow a normal distribution with parameters
θ =

(
µp, σp

)T , µp ∈ R, σp > 0. µp and σp are the mean and standard deviation of the errors
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produced by the device readings and will be referred to as true mean error (or true bias)
and true standard deviation, respectively.

3.1.2. σγP Acceptance Curve

Our interest focuses on σγp
MAX , a bivariate function of (µp, γp) given by

σγp
MAX = σγp

(
µp, γP

)
= max

{
σp;P

(∣∣∣δj
∣∣∣≤ 10; θ =

(
µp, σp

)T
)
≥ γP

}
, (5)

for µp∈ (−10, 10) and fixed γP ∈ (0, 1). The curve is called the σγP acceptance curve, or
simply the acceptance curve. For every µp, σγp

MAX is given by the maximum sample
standard deviation producing a probability of tolerable error of at least γP. Figure 1 shows
σγP acceptance curves represented by σMAX for γP ∈ {0.75, 0.80, 0.85, 0.90, 0.95}, and µp in
(10, 10).
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3.1.3. ANSI/AAMISP10 Acceptance Criterion

As per the SP10 standard [20], a device D will be deemed acceptable if the estimated
probability of tolerable error p̂ is at least γp = 0.85, and the sample size is 85 subjects. From
Equation (5), we define the σAAMI acceptance curve as

σAAMI = σ0.85
MAX

{
σp;P

(∣∣∣δj
∣∣∣ ≤ 10; θ =

(
µp, σp

)T
)
≥ 0.85

}
, (6)

with µp ∈ (−10, 10), θ =
(
µp, σp

)T . Since σγP acceptance curves narrow down as shown in
Figure 1 as γP decreases, without loss of generality, we assume that the σAAMI acceptance
curve is obtained at γp = 0.85, which is as follows:

σAAMI = max
{

σp;P
(∣∣∣δj

∣∣∣ ≤ 10; θ
)
≥ 0.85

}
=
{

σp;P
(∣∣∣δj

∣∣∣ ≤ 10; θ
)
= 0.85

}
. (7)

The σAAMI acceptance curve is the thick black line and is given by the solution to

P
(∣∣∣δj

∣∣∣≤ ∆; θ =
(
µp, σp

)T
)
= 0.85. (8)
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with ∆ = 10, and µ0ϵ(−10, 10).
However, in practice, only size-limited samples of BP measurements are available

for testing the device D. In the following, we will introduce the statistical assumptions
required in this work. Let Sι =

{
δ1

ι , ..., δn
ι

}
be a size-n sample of BP average errors δι with

δι ∼ N
(
µp, σp

)
. The Sι-sample mean, and Sι-sample standard deviation are denoted by xι

and sι, respectively. We will remove the superscripts 1, . . ., n for simplicity.
Crucially, we replace µp with xι in Equation (8). Then, the highest permissible value

for sι rendering the device σ0.85-acceptable, denoted by σAAMI
0.85 , is the function of xι given by

σAAMI
0.85 = σAAMI

0.85 (xι) =
{

σp;P(|δι|≤ 10; xι ) = 0.85
}

. (9)

As a result, the device D is deemed acceptable under the SP10 acceptance criterion if
and only if sι ≤ σAAMI

0.85 (xι).
The values σAAMI

0.85 for fixed xι are obtained by directly applying the bisection method
to Equation (7) as a function of σp. Table 1 gives σAAMI

0.85 to selected values of µp = xι. The
pairs (xι, σAAMI

0.85 ) mentioned in the table are the values displayed in Figure 1 as red dots.

Table 1. The upper limit of SD for selected values of xι.

xι 0 ±1 ±1.5 ±2.87 ±3.96 ±5.12
σAAMI

0.85 6.947 6.874 6.782 6.311 5.664 4.696

xι ±5.93 ±6.67 ±7.15 ±7.88 ±8.9 ±9.99
σAAMI

0.85 3.927 3.213 2.75 2.045 1.061 0.01

3.2. Sampling Distribution of Sampling Proportions

SP10′s confidence limits for p, or true probability of tolerable error, rely on approxi-
mations of the Gaussian density using Taylor expansions around the mean and standard
deviation [20], providing a biased, standard error depending just on N of the form 1

2π(N−1)

and 95% confidence limits given by p̂ ± 1.645 ×
√

1
2π(N−1) .

In this paper, as opposed to [20], we adopt a statistical standpoint to address the uncer-
tainty attached to p̂. Consider the binomial random variable, say Y, given by the number of
errors falling in the interval [−10, 10]. The probability of “occurrence” or errors falling in
[−10, 10], denoted with p, is central to this paper. Essentially, we estimate p via maximum
likelihood estimation (MLE) using the sampling distribution of proportions which results
from the theoretical probability distribution of random-sampled proportions of fixed-size
N from the population of errors. The MLE of p is given by Y

N . This method represents our
main modeling framework allowing us to estimate p and compute probabilities associated
with any sample. This framework has been implemented in the package “bpAcc” in R
software, R version 4.2.0 [22].

The distribution of p, or proportion’s sampling distribution, is asymptotically normal,
based on the Central Limit Theorem, requiring a reasonably large sample size for estimation
accuracy. Specifically, it requires Np̂ ≥ 5 and N(1 − p̂) ≥ 5. Under such conditions, the
distribution of p is approximately normal with mean p̂ and standard deviation

sd =

√
p̂(1 − p̂)

N
. (10)

With the proposed approach, the 90% confidence between p̂ and p is given by

p − p̂ = 1.645 ×
√

p̂(1 − p̂)
N

(11)

To comply with the SP10 standards, the 90% confidence between p̂ and p should be
such that p ≥ 0.78. In this way, one can evaluate an updated value of p̂ for any sample
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size (N) using Equation (12). This results in changes in the acceptance limits for different
sample sizes which will be discussed in Section 5.

p̂ − 1.645 ×
√

p̂(1 − p̂)
N

= 0.78 (12)

3.3. Evaluation of the Probability of Acceptance (PA)
3.3.1. Evaluating the Probability

According to the standard, there is 95% certainty that p ≥ 0.78 with a sample size of
N = 85, where 95% is the threshold for the probability of acceptance. This will serve as the
benchmark for our proposed methodology, given by

PA = 1 − ∅

(
0.78, p̂,

√
p̂(1 − p̂)

N

)
, (13)

where ∅ is the cumulative density function of the normal distribution. Fundamentally,
Equation (13) compares the probability of acceptance for previously published studies
with reported mean and standard deviation for the BP errors under different sample sizes.
For cases where PA ≥ 0.95, the device meets the SP10 standard. Currently, the acceptance
region provided for N = 85 is used to validate devices that have used smaller sample sizes;
however, with the proposed approach, we can now provide more insights on whether those
devices are complying with the SP10 standards with fewer sample sizes or not.

For inference purposes, the proposed framework relies on reasonably large sample
sizes, i.e., N ≥ 39 such that Np̂ ≥ 5 and N(1 − p̂) ≥ 5. However, the results provided by
the simulation study described in Section 3.3.2 have shown closer approximations even
for small sample sizes (N < 39), as shown in Table 2. For instance, µP = 2 and σP = 5.5 are
used to check for cases of samples that are less than 39 to compare the value of PA. The
selection of sample size for comparing the values of PA in Table 2 is informed by some of
the previous studies that have utilized smaller sample sizes to assess device inaccuracy
through various evaluation methods [23–25].

Table 2. Simulated PA and PA obtained from normal approximation using proposed method vs. the
method currently in use in the SP10 standard, for small sample sizes, with µP = 2 and σP = 5.5.

N = 10 N = 15 N = 20 N = 25

Simulated PA 0.95 0.964 0.974 0.982
PA using proposed framework 0.931 0.965 0.982 0.99

PA using SP10 method 0.84 0.893 0.926 0.948

3.3.2. Simulation Study

The simulation study conducted to evaluate the probability of acceptance compares
the results obtained with the proposed framework. We investigated a simple situation in
which N random numbers from a normal distribution with a known mean and standard
deviation were generated. The proportion of errors that fall within the tolerable error range
is calculated, yielding the estimated probability of tolerable error, p̂. The simulations are
conducted for sim.count = 20,000 errors, and the proportion of p̂ ≥ 0.78 is evaluated to
determine the value of PA. To obtain the probability values shown in Table 2, an R code has
been provided in Appendix B.

To obtain an estimate of the proportion of instances that have p̂ ≥ 0.78, this process was
repeated 50 times. The proportion obtained in each of these repetitions is comparable with a
maximum difference of 0.004. For mean = 2, standard deviation = 5.5, and sample size = 25,
the median of these repetitions was 9.982. Future simulations would yield similar medians
of proportions with only minute differences. We can demonstrate through simulations that
our modeling framework is a better approximation than the present technique for N < 39.
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4. Software Implementation

The concept of the acceptance region and the probability of acceptance have been
implemented in the package “bpAcc” for the R statistical software. The function for
evaluating the acceptance region for different sample sizes is AcceptR(), which directly
computes Equation (6). Here, γP = p̂ is evaluated for a given sample size, N, using
Equation (12). The function PAccept() gives the probability of acceptance for a study that
has reported a sample mean error and SD for a sample size to validate a BP measurement
device. This function directly evaluates Equation (13). Arguments for both the functions
from the package are provided in Tables 3 and 4. The Comprehensive R Archive Network
contains concise documentation on user guidance, providing detailed descriptions of
package functions and examples. Users can access this documentation when downloading
the package in R.

Table 3. Arguments for AcceptR() from the R package bpAcc.

Argument Comments

N Sι—sample size.

distribution Distribution the errors are pulled from. Default is “normal”, i.e.,
normally distributed δk

ι errors.

criteria The underlying standard criteria for testing and data analysis.
The default is “SP10:2006”.

Table 4. Arguments for PAccept() from the R package bpAcc.

Argument Comments

N Sι—sample size.

Xbar, sd Sample mean and sample standard deviation of δk
ι -error

distribution.

distribution Distribution the errors are pulled from. Default is “normal”, i.e.,
normally distributed δk

ι errors.

criteria The underlying standard criteria for testing and data analysis.
The default is “SP10:2006”.

4.1. AcceptR() Function

Figure 2 provides an upper limit on the sample standard deviation to make sure that
p̂ is at least 87.47% for N = 33. If the sample mean error is between two values in the table,
linear interpolation is implemented. As an example, if the sample mean is −0.7 mmHg,
this is (−0.7 + 0.5)/(−1 + 0.5) = 0.40 = 40% of the distance between −1.0 and −0.5, so one
uses 0.40 × 6.45 + (1 − 0.40) × 6.50 = 6.48. The sample standard deviation would have to
be 6.48 or less to accept the device.
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Figure 2. Sample output from AcceptR() for sample size N = 33.

4.2. PAccept() Fuction

During the initial research and development phase of a BP measurement device,
different methods can be compared by evaluating PA which gives the probability of a
device meeting the standards using the “PAccept()” function. Usually, different sample
sizes are used to evaluate the device. This function can be directly used to determine how
far existing studies or devices are from the acceptable standard.

For instance, when two methods to develop a device are compared, where Method 1
provides a device inaccuracy with sample mean error ± SD = 4 ± 5.1 and Method 2 provides
sample mean error ± SD = 3 ± 6.2 for N = 33, to validate which method provides better
accuracy and is acceptable as per the standards, the R code chunk provided in Figure 3
is used.
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> ## n = 33, xbar = 3, sd = 6.2 
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The probability of acceptance as per SP10 is 0.8801012 
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Figure 3. Sample output from PAccept() for two different cases with different device inaccuracies.

5. Applications
5.1. Acceptance Region for Different Sample Sizes

Using the proposed methodology, we can obtain the value of p̂ such that the standard
criteria are also met using Equation (12). This adjusted value of p̂ for a given N is termed
as the revised estimated probability of tolerable error or revised p̂ as illustrated in Figure 4.
The figure indicates the changes in the revised p̂ for different sample sizes. This implies that
there will be different acceptance regions per sample size as opposed to a single acceptance
region in the SP10 standard [20], which is illustrated in Figure 5. The figure shows the
acceptance region for a range of sample sizes between 5 and 85, each showing the upper
limit of SD for a given mean error that must be followed such that the true probability is at
least 0.78 95% of the time to adhere to the SP10 standards.
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Figure 5. Changes in the acceptance region (upper limit of SD for a given sample mean, x) as per
SP10 for different sample sizes.

5.2. BP Technologies: Comparison of Different Methods

Since the acceptance region varies for different sample sizes based on the revised p̂,
the value of PA will also vary for any reported mean error and SD. The PA values can be
directly evaluated using Equation (13). Tables 5 and 6 provide a list of different studies
that have reported device inaccuracy based on their development techniques or research
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methods. The techniques or methods outlined in the tables represent only a subset of
the diverse range of technologies employed in the development of blood pressure (BP)
measurement devices. While the table highlights specific studies utilizing various methods,
it is important to recognize that numerous other technologies and approaches are also
being explored within the field of device development. The device inaccuracy in both
the tables signifies the error (x ± SD) associated with the BP device. These BP estimation
errors are measured in mmHg. The proposed methods allow us to evaluate the probability
of acceptance of devices reported by these studies and hence also provide a comparison
between different BP development techniques/methods. For instance, a study conducted
to develop a BP device using an oscillometric method has reported a mean of BP errors x as
−0.7 and SD as 6.9 for a sample size of 33 [6]. The SP10 standard states that 85 samples
should be used, and for x = −0.7 mean BP error, the SD should not be more than 6.95. Even
though the SD reported by the study with 33 samples is less than 6.95, it would be incorrect
to interpret this as compliance with the SP10 criteria because the smaller sample size will
also influence the acceptability. By evaluating PA, we can analyze that effect. For this study,
PA ~ 0.87, which is less than the threshold of acceptability upon which SP10 is based, i.e.,
PA ≥ 0.95. Hence, the device does not meet the criteria of acceptability.

Table 5. Comparison statistics of the previous clinical studies that have reported device inaccuracy
based on SBP values.

Study Method/Techniques Sample Size Device Inaccuracy
(x ± SD)

Probability, PA
(p ≥ 0.78 )

[6] Oscillometry 33 −0.7 ± 6.9 0.873
[21] PTT 10 1.04 ± 6.88 0.730
[7] PTT-PPG 33 1.17 ± 5.72 0.997
[23] Standing 25 −0.462 ± 8 0.539
[16] PAT 32 0.12 ± 6.15 0.984
[26] PTT 33 −0.06 ± 6.63 0.934
[24] PTT-linear

20
0 ± 6.73 0.859

PTT-nonlinear 0 ± 5.56 0.995
[15] ML 45 4.53 ± 2.68 0.999

Table 6. Comparison statistics of the previous clinical studies that have reported device inaccuracy
based on DBP values.

Study Method/Techniques Sample Size Device Inaccuracy
(x ± SD)

Probability, PA
(p ≥ 0.78 )

[21] PTT 10 −2.16 ± 6.60 0.732
[7] PTT-PPG 33 0.40 ± 7.11 0.825
[25] PTT-IPG 15 −0.5 ± 5.07 0.999
[27] PWV- 15 −0.06 ± 5.46 0.991
[6] Oscillometry 33 −1.0 ± 5.1 0.999
[16] PAT 32 1.31 ± 5.36 0.999
[26] PTT 33 −0.25 ± 5.63 0.999

6. Discussion and Conclusions

International standards such as ISO 86010-2 serve an important purpose in providing
clarity to consumers, manufacturers, and regulators that medical devices (at least with
respect to the scope of the standard) are safe and effective. With this purpose, standards
provide clear pass/fail criteria, which reflect the level of a device’s performance and
acceptability. In this regard, the pass/fail criteria set out in ISO 86010-2:2018, inherited
from SP10, are broadly recognized and represent an implicit definition of what constitutes
acceptable errors in blood pressure measurement. In SP10, the mathematical translation
of this definition into pass/fail criteria utilizes an approximate approach that results in
formulas for confidence intervals that are functions only of the sample size, disregarding
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the sampling errors in the form of estimated probability of tolerable error. In this work, we
have proposed a method using a solid statistical theory to determine confidence intervals.
The proportion’s sampling distribution is a more accurate statistical approach for studying
the random errors producing p since it additionally takes the mean and the standard
deviation of measurement errors into consideration.

By detailing the expected changes in device acceptability, the paper contributes valu-
able knowledge to the existing research in this field. This work also provides an adjusted
acceptance limit of BP errors based on the same definition of acceptable performance
underlying the SP10 standard for studies that use a sample size of less than 85. The ad-
justed limits are expected to be useful in the initial validation of BP technologies. Device
manufacturers can use these adjusted acceptance limits to estimate compliance with the
standards using smaller sample sizes, reducing the cost of development and/or allowing
faster iterative development.

An important use case for this research is the ability to compare reported results,
for example, when there are several technologies/methods/algorithms being used for
estimating BP, and the individual reports utilize different sample sizes, as shown in Table 5.
In each case, the reported device inaccuracy (x and SD) appears to be within the SP10
criteria. However, the sample sizes are significantly smaller. Using the methods presented
here, the calculation of the probability of acceptance, PA, allows a quantitative comparison
of the existing literature and also to the SP10 criteria. For most of the presented studies, it
is apparent that the reported results do not reach an equivalent level of confidence to SP10.
PA allows direct comparison of results with different means and standard deviations, for
example, a study with a high mean and low SD [15] and a study with a much lower mean
and higher SD [26]. Many hypertension societies now offer clinicians a comprehensive list
of blood pressure measurement devices, facilitating informed decision-making for clinical
trials. Currently, the list can only assess whether the device is recommended or not based
on its performance, utilizing the acceptance range specified in the standards [28]. With the
introduction of the proposed method, clinicians can now more appropriately compare the
reported inaccuracies across varying sample sizes. This functionality empowers clinicians
when evaluating devices for their specific research needs.

We demonstrate that no more than 70 samples are required to maintain the 85%
estimated probability of tolerable error, as opposed to the N = 85 stated in the standards, as
illustrated in Figure 4. There are cases where being able to correctly interpret the results of
a study with a smaller sample would be beneficial, for example, with a population subset
with only infants. Our framework still makes a statistical assumption of reasonably large
sample sizes, ideally N ≥ 39. Although the proposed method is optimized for at least
39 samples, it is instructive to see how the framework performs for fewer samples. For this,
we performed a simulation study in which we varied the mean and the standard deviation
of the error distribution. We experimented with high variance but not exceeding the SP10
mandate for the standard deviation, that is, σ ≤ 6.9. The approximations with the proposed
framework demonstrated closer results compared to the approximations with the existing
framework. Table 2 presents one such result, while additional scenarios are elaborated in
detail in Appendix D. The results become more distant for both frameworks as the sample
size decreases. We witness this relation because with smaller sample sizes, the tendency
of the sampling distribution to approximate normal distribution decreases. These results
are further confirmation that caution should be applied when using smaller sample sizes,
particularly when N < 39. To extend the proposed framework for less than 39 samples,
further research is required.

This study presents a formal statistical evaluation of the device’s conformity with
international standards, primarily through the evaluation of the probability of acceptance
PA depending on the mean error, the standard deviation of the error, and the sample
size. While evaluating a device’s inaccuracy, international standards also mandate that the
device follows guidelines in regard to selecting the cuff size, providing the subject with
a resting period prior to measurement, etc. Any deviation from these protocols has the
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potential to introduce bias, though the specific impact remains inconclusive as most studies
do not explicitly state whether these protocols were adhered to. Additionally, to ensure
enough samples in varied categories, including covering high and low blood pressure
groups, ranges, and distributions of arm sizes, a minimum device sample size of N = 85 is
necessary. In such cases, a smaller sample size will not be representative of the population.

With significant modifications for the standard SP10, we introduce a mathematical
framework to accommodate different underlying definitions of acceptable error and confi-
dence. This is of relevance to those developing new BP measurement technologies which
are often tested initially in smaller samples, such as cuffless, wearable BP measurement
devices that perform continuous readings to gather trends for a long period of time. These
technologies help in assessing real-time fluctuations which might be useful for clinical trials
that aim to gather longitudinal data on blood pressure trends and responses to interventions.

Finally, to assist in the calculations presented, this paper also introduces the compan-
ion R package “bpAcc”, an implementation of this methodology involving functions to
directly compute the acceptance limit and PA without having to deal with the mathematical
complexities. At present, our framework has the infrastructure to afford normally dis-
tributed errors, as stated by the argument “distribution” from “PAccept()” and “AcceptR()”.
Future work includes upgrading both functions to handle errors other than normal. Initial
steps have been taken in this direction with both functions being currently trained and
tested using the one-parameter (λ, or degrees of freedom) Student-t distribution. We are
focused on selecting real-valued distributions with practical benefits for clinicians and
manufacturers, rather than a theory-based selection of choices. Essentially, more data are
useful, but experiments are often expensive. We aim to provide choices spanning various
sample sizes by providing statistical infrastructure to maximize the user’s ability to identify
faulty devices (e.g., Type I error) for BP measurement. Over time, both functions will be
enhanced with further arguments to handle, e.g., criteria other than “SP10:2006”.
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Appendix A

Table A1. This is Table F.1 in [20]. It shows the upper limit on the sample standard deviation to yield
at least 85% estimated probability of tolerable error.

Sample Mean Error Standard Deviation

0 6.95
±0.5 6.93
±1.0 6.87
±1.5 6.78
±2 6.65
±2.5 6.93
±3.0 6.87
±3.5 6.78
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Table A1. Cont.

Sample Mean Error Standard Deviation

±4 6.65
±4.5 6.93
±5.0 6.87

Appendix B

This section contains Algorithm 1 that is useful to generate the probability values
present in Table 2. The algorithm is used to evaluate the probability of acceptance using the
simulation study.

Algorithm 1

1. function simulate (µ, σ, n)
2. δ := 10
3. Set p̂ as the probability of tolerable error using (µ, σ, δ)
4. κ := 20000
5. Set P, Γ, Υ to φ

6. ϵ := −10
7. E := 10
8. for i = 1 to κ do
9. Set Θ as a randomly normalized array using (n, µ, σ)
10. κ := 0
11. for each θ in Θ do
12. if θ > ϵ and θ < E then
13. κ := κ + 1
14. end if
15. end for
16. κ := κ / n
17. Insert κ in P
18. Insert mean(Θ) in Γ
19. Insert stddev(Θ) in Υ

20. end for
21. Ω := 0
22. for each ρ in P do
23. if ρ > 0.78 then
24. Ω := Ω + 1
25. end if
26. end for
27. Ω := Ω / κ

28. return Ω
29. end function

Appendix C

Table A2. List of parameters used in Section 3 with their description.

Parameter Description

ϵ
j
k

BP error for the jth participant, which is the difference between the test
device measurement, δ

j
k2

, and the reference device, δ
j
k1

δj Average of the errors for three measurements for the jth participant

∆ Tolerable error, i.e., errors within −10 mmHg and 10 mmHg

p̂ Estimated probability of tolerable error
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Table A2. Cont.

Parameter Description

p True probability of tolerable error

γp Maximum value of the probability of a tolerable error

θ Parameterized distribution for BP errors

µp, σp True mean and true standard deviation, respectively

σMAX Maximum standard deviation for a certain value of mean and γP

σAAMI Maximum standard deviation for a certain value of mean as per SP10
where γP = 0.85

xι,sι Sample mean and sample standard deviation of BP errors, respectively

∅ Cumulative density function of the standard normal distribution

Appendix D

Table A3. Simulated PA and PA obtained from normal approximation using proposed method vs.
the method currently in use in the SP10 standard, for small sample sizes, with µP = 0 and σP = 6.9.

N = 10 N = 15 N = 20 N = 25

Simulated PA 0.83 0.83 0.84 0.85
PA using proposed framework 0.74 0.79 0.82 0.85

PA using SP10 method 0.71 0.75 0.79 0.81

Table A4. Simulated PA and PA obtained from normal approximation using proposed method vs.
the method currently in use in the SP10 standard, for small sample sizes, with µP = 2.5 and σP = 6.9.

N = 10 N = 15 N = 20 N = 25

Simulated PA 0.75 0.74 0.74 0.74
PA using proposed framework 0.65 0.68 0.71 0.73

PA using SP10 method 0.64 0.67 0.69 0.72

Table A5. Simulated PA and PA obtained from normal approximation using proposed method vs.
the method currently in use in the SP10 standard, for small sample sizes, with µP = 5 and σP = 6.9.

N = 10 N = 15 N = 20 N = 25

Simulated PA 0.52 0.46 0.42 0.38
PA using proposed framework 0.42 0.40 0.38 0.37

PA using SP10 method 0.41 0.39 0.37 0.36
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