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#### Abstract

A closed chain of oscillators can be considered a model for ring-shaped ecosystems, such as atolls or the coastal zones of inland reservoirs. We use the logistic map, which is often referred to as an archetypical example of how complex dynamics can arise from very simple nonlinear equations, as a model for a separate oscillator in the chain. We present an original algorithm that allows us to find solutions to the spatiotemporal logistic equation quite efficiently or to state with certainty that there are no such solutions. Based on the Shannon formula, we propose formulas for estimating the spatial and temporal entropy, which allow us to classify our solutions as regular or irregular. We show that regular solutions can occur within the Malthus parameter region that corresponds to the irregular dynamics of a solitary logistic map.
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## 1. Introduction

Mathematical models have shown high efficiency in studies of qualitative regularities in the functioning of complex systems. One of the significant advantages of this approach is the opportunity to study individual processes separately. For example, the logistic map, describing the population dynamics in the absence of external influences, depends on only one parameter, the Malthusian coefficient $r$, the value of which unambiguously determines the dynamical regime of the model (Figure 1). With such a simple model, it was possible to demonstrate the full range of population dynamics: the stationary state, periodic oscillations, non-periodic oscillations, and chaotic dynamics [1].

It should be noted that the dynamics of real, not model, populations are characterized not only by changes in their properties (abundance, biomass, growth rate) in time, but also, in general, by variations in these properties in space. Only by using spatially distributed models is it possible to study the spatiotemporal dynamics of populations resulting from interspecific competition, migration, and trophic interactions, as well as to form a strategy for the sustainable functioning of the population under study [2-7]. Simple models with a small number of parameters have been widely used to study phenomena related to the spatial dimension of population processes [8]. In such a model, a chain of oscillators can be used, the dynamics of each of which are described both by the logistic map $x(t+1)=r x(t)(1-x(t))$ and by exchange processes between coupled oscillators (see, e.g., $[6,7,9]$ ). Such a spatially distributed model allows for a large number of spatial structures and their associated effects [7,10-12]. Recently, a number of studies describing the behavior of this class of models with different types of coupling (different depth of coupling, coupling with delay) have been conducted [13-15], and an attempt has been made to find universal regularities in the occurrence of spatial effects in a chain of diffusively coupled
logistic oscillators [16]. Despite the abundance of various effects obtained in these models, no comparison of temporal dynamics and spatial structures has yet been made for a wide range of parameters.


Figure 1. Bifurcation diagram of the logistic map $x(t+1)=r x(t)(1-x(t))$.
In this work, unlike previous studies, the spatiotemporal processes in an oscillator system are studied for a wide range of parameters. We present here the results of a study of the dynamics and spatial structures arising in a closed chain of locally connected oscillators, with each oscillator being defined by a logistic map. The local coupling between neighboring oscillators in the closed chain can be considered as a model of exchange population processes in ring-shaped ecosystems, such as, for example, the littoral area of an enclosed body of water, like a lake or a pond.

## 2. Model

In this work, we studied a chain of locally coupled logistic oscillators, the structure of which is shown in Figure 2.


Figure 2. Structure of the chain of coupled oscillators.

### 2.1. Logistic Equation as a Map of a Nonlinear Operator

The logistic equation can be written as a map of a vector $X(k)$ to a vector $X(k+1)$ by means of a nonlinear operator $\hat{\mathcal{F}}$, where $k$ may be considered a label of consecutive breeding cycles [8].

$$
\begin{equation*}
X(k+1)=\hat{\mathcal{F}} X(k) \tag{1}
\end{equation*}
$$

The nonlinear operator $\hat{\mathcal{F}}$ acting on the vector $X$ is defined as follows:

$$
\hat{\mathcal{F}} X=A \times[X \circ(1-X)]
$$

The notation $\bigcirc$ in the formula stands for the Hadamard product [17] (also known as the elementwise product, entrywise product, or Schur product) and is a binary operation that takes two matrices of equal dimensions and returns a matrix of the multiplied corresponding elements.

The symbol $\times$ denotes matrix multiplication, where matrix $A$ is a circulant matrix of dimension $L \times L$, each row of which contains exactly three non-zero elements. Each subsequent row of the matrix is obtained by cyclically shifting the elements of the previous row to the right:

$$
A_{L \times L}=\left[\begin{array}{ccccc}
r(1-2 D) & r D & 0 & \cdots & r D \\
r D & r(1-2 D) & r D & \cdots & 0 \\
0 & r D & r(1-2 D) & r D & 0 \\
\vdots & \vdots & \ddots & & \vdots \\
0 & \vdots & r D & r(1-2 D) & r D \\
r D & 0 & \cdots & r D & r(1-2 D)
\end{array}\right]
$$

where $L$ is the length of the chain of coupled logistic oscillators, $D$ is the exchange value between neighboring oscillators, and $r$ is the Malthusian coefficient of the logistic map $x(t+1)=r x(t)(1-x(t))$. The parameters $r$ and $D$ of the logistic equation only enter matrix $A$. In numerical modeling, we limit the $r$ values to the range from 3.0 to 4.0; this interval corresponds to the $r$ values that provide oscillatory dynamics in the case of a solitary logistic map (see Figure 1) [18]. The numerical values of $D$ lie in the range from values close to 0 (no coupling) to 0.5 , since at $D \geq 0.5$, stable solutions are absent.

The logistic map at given parameters $r$ and $D$ and under given initial conditions $X(0)$ can be considered a method of simple iteration of the solution to a nonlinear equation of the form:

$$
\begin{equation*}
X-\hat{\mathcal{F}}^{P} X=0 \tag{2}
\end{equation*}
$$

In Equation (2), $P$ is the degree of the nonlinear operator and $X$ is the solution of Equation (2). In the method of simple iterations, we will say that the solution of Equation (2) is found if, starting from some $N_{1}$, the following condition is satisfied:

$$
X\left(N_{1}+P\right)-X\left(N_{1}\right)=0
$$

where $X\left(N_{1}+P\right)=\hat{\mathcal{F}}^{P} X\left(N_{1}\right)$. In practice, it is convenient to use the value of the residual difference norm at successive iteration steps to search for a solution simultaneously with the search for the period $P$ :

$$
r_{i}=\sum_{l=1}^{L}\left|x_{l}\left(N_{1}+i\right)-x_{l}\left(N_{1}\right)\right| ; i=1,2, \ldots N_{2}
$$

where $N_{2}$ is an arbitrary number.
The exact solution of Equation (2) with period $P$ is obtained if the following conditions are satisfied:

$$
\begin{equation*}
z_{P}=0 \tag{3}
\end{equation*}
$$

where $P$ is the index of the first zero of vector $z_{i}$. Obviously, along with (3), the conditions for all points with period $P$ are satisfied:

$$
\begin{equation*}
z_{k \times P}=0, \quad k=1,2, \ldots, n ; n<\left(\frac{N_{2}}{P}\right) . \tag{3a}
\end{equation*}
$$

For nonlinear Equation (2), depending on parameters $r$ and $D$, many various solutions with different periods can be obtained, depending on the initial conditions. In addition to exact solutions with condition (3), there may exist reasonably stable approximate solutions, for which the following inequalities are satisfied:

$$
\begin{equation*}
z_{k \times P}<\epsilon, k=1,2, \ldots, n ; n<\left(\frac{N_{2}}{P}\right) . \tag{4}
\end{equation*}
$$

It is important to note here that condition (4) must be satisfied simultaneously for all points with period $P$, since there can be a situation where the fulfillment of (4) for $k=1$ does not guarantee the fulfillment of condition (4) for $k=10$. In the process of iterations, modes with close frequencies may be present in the system, which will lead to beats modulating the minima additionally with a rather low frequency that is equal to the difference in frequencies between the two modes.

For some initial conditions, there can be no solutions in the exact sense of (3), even for a relaxed criterion (4). At the same time, we cannot claim that solutions with these initial conditions do not exist, because the method of simple iterations has its limitations (it may simply fail to converge to a solution). However, by applying this method to all random initial conditions for a point in the area of parameters $r$ and $D$, we make the same methodological error, which enables us to draw general conclusions on the existence of exact solutions in the parametric point $r, D$.

In order to understand the structure and behavior of solutions at some point of parameters $r$ and $D$, it is necessary to obtain solutions for a whole set of initial conditions by the method of simple iterations using the relaxed criterion (4) for a given value $\epsilon$. Calculations for each point $r, D$ are performed using the algorithm below.

### 2.2. Algorithm for Finding Solutions for a Set of Initial Conditions

The general idea of the algorithm is to simultaneously iterate several X vectors, while taking out of iterations those for which condition (4) is satisfied. Formally, this is possible by substituting vector $X$ with the rectangular matrix $B$ of dimension $L \times M$ of the form $B=\left[X_{1}, X_{2}, \ldots, X_{M}\right]$ in Equation (1).

From a formal point of view, substitution of matrix $B$ for vector $X$ in Equation (1) does not result in any computational advantages; however, for the use of modern libraries accounting for multicore, multithreading, the presence of computational pipelines, and a large amount of cache memory of modern processors, multiplication of the discharged matrix $A$ by the full matrix is much more preferable than the sequential multiplication of $A$ by the number of vectors equal to the number of columns in the full matrix.

The algorithm consists of a number of steps, with the help of which, from the initial random matrix $B$, we obtain a matrix, several (or all) columns of which are solutions, and the others (if any remain) not being solutions. It is important that further iterations over this matrix do not change the picture. Considering the latter, we will refer to the results of the algorithm as generalized solutions. They may include both proper solutions (condition (3)) and approximate solutions with a given accuracy $\epsilon$ (4).

A step of the algorithm includes the sequential application of some $\left(N_{1}\right)$ "blind" iterations, where we care not about the intermediate results but only about matrix $B\left(N_{1}\right)=\hat{F}^{N_{1}} B(0)$, and then some number $\left(N_{2}\right)$ of "measuring" iterations, where the set of all intermediate matrices is preserved: $B\left(N_{1}+1\right), B\left(N_{1}+2\right), \ldots, B\left(N_{1}+N_{2}\right)$.

Having a set of intermediate matrices, we calculate the matrix of residuals according to the following formula:

$$
\begin{equation*}
Z_{m, i}=\sum_{l=1}^{L}\left|b_{l, m}\left(N_{1}+i\right)-b_{l, m}\left(N_{1}\right)\right| ; i=1, \ldots, N_{2} ; m=1, \ldots, M \tag{5}
\end{equation*}
$$

For the set criterion $\epsilon$, we check condition (4) for all rows of matrix $Z$. Each row corresponds to one initial condition (column of matrix $B$ ). We separate the convergent
solutions, write them down separately, and remove them from matrix $B$. This reduces the number of its columns.

We proceed to the next step (iteration) of the algorithm, where the matrix $B$ that was reduced at the previous iteration is used as the initial matrix. Exiting from the iteration loop occurs either when matrix $B$ becomes empty (all columns converged to an exact or approximate solution) or when the iterative process stagnates. To check for stagnation, prior to the iterations, we pre-fill the auxiliary array $C Z$ of length $N C Z$, equal to the allowed number of stagnating iterations, with units. At each iterative step of the algorithm, we assign to the first element of this array the number of columns for which condition (4) is satisfied, and then we cyclically shift the elements of this array to the right by one step. Then we check the sum of its elements. If the sum is zero, we exit the operations and terminate the algorithm; if not, we continue the iterations. If we exit by stagnation, we simply add the columns that did not converge to the solution to those that we previously separated from matrix $B$ as converging to the solution. Note, once again, that we refer to all the columns of matrix $B$ obtained at the output of the algorithm as generalized solutions.

Once the computations are complete for all the initial conditions, we can estimate the probability of obtaining solution $P_{S}$ with a given accuracy $\epsilon$ for a point in the parametric space $r, D$ for random initial conditions:

$$
P_{S}=M_{C} / M,
$$

where $M_{C}$ is the number of columns of matrix $B$ for which condition (4) is satisfied.
It should be noted that for a given point in the parametric space $r, D$, if in the set of generalized solutions there exist solutions for which condition (4) is satisfied, the remaining solutions will be similar in some sense. At a minimum, they will have periodic residuals (5). For the general analysis of the residuals generated by the matrix of generalized solutions $B$, it is convenient to introduce the relative spectral entropy for all rows of the matrix of residuals (5). Next, we outline the general scheme for calculating the spectral entropy and then write out formulas for the relative spectral entropy of the residuals.

### 2.3. Spectral Entropy of an Arbitrary Valid Signal

The spectral entropy of the arbitrary signal $y_{i}, i=1, \ldots, n$ of the length $n$, normalized to the unit of the power spectrum, is an estimate of the entropy by Shannon's formula [19,20]. There are many ways to estimate the signal power spectrum; here is the simplest one. A biased signal, the mean of which is not zero, has a singularity at the zero frequency of the spectrum, which will interfere with the analysis. In order to remove the constant component of the signal, we remove the linear trend from it and subtract from the signal the values that were obtained from the linear regression, which is built on the points $y_{i}$. Then we perform the Fourier transform of the signal. Let the signal without trend form a column $Y$; then, the sought Fourier image $\tilde{Y}$ is a linear transform with the Fourier matrix $F$ :

$$
\tilde{Y}=F \times Y
$$

The elements of the Fourier matrix are given by the following expression:

$$
F_{j, i}=\left[\exp \left(\frac{-2 \pi \sqrt{-1}}{n}\right)\right]^{(j-1)(i-1)} .
$$

The normalized power spectrum $S(k)$ of the valid signal is given by the following expression:

$$
S(k)=\frac{|\tilde{y}(k)|^{2}}{\sum_{k=1}^{n / 2}|\tilde{y}(k)|^{2}}, k=1, \ldots, n / 2 .
$$

For a valid signal, the square of the modulus of its Fourier image is symmetric about the center, so the informative part of the spectrum lies in the region from 1 to $n / 2$. The spectral entropy of signal $Y$ after finding its power spectrum $S$ is calculated using Shannon's formula:

$$
E[Y]=-\sum_{k=1}^{n / 2} S(k) \ln S(k)
$$

The argument in square brackets emphasizes that the spectral entropy $E$ is a functional of the signal $Y$.

### 2.4. Relative Spectral Entropy of Residuals (Temporal Entropy)

To estimate the degree of periodicity of the solutions, it is sufficient to calculate the spectral entropy of the residuals (5). For convenience in comparing values, it makes sense to divide the entropy value by its maximum value, which it takes for a constant power spectrum $S=2 / n$ :

$$
E[2 / n]=-\sum_{k=1}^{n / 2}(2 / n) \ln 2 / n=\ln n / 2
$$

The relative spectral entropy of the residuals or the temporal entropy in the adopted notations will be written as:

$$
\begin{equation*}
E_{T}(m)=E\left[R_{m, i}\right] / \ln \left(N_{2} / 2\right), m=1, \ldots, M \tag{6}
\end{equation*}
$$

In the case where the signal is periodic in time, $E_{T} \ll 1$; if not, $E_{T}$ is close to 1 . Choosing some boundary value of the relative entropy, say 0.3 , we can estimate the probability $P_{T}$ that at a given point in the parametric space $r, D$, the relative temporal entropy will be less than the boundary value. To do this, we need to count the number of cases where $E_{T}<0.3$ and divide it by the total number of trials $M$.

### 2.5. Relative Spectral Entropy of Solutions (Spatial Entropy)

In addition to the periodicity of solutions in time (iterations), there may be periodicity of solutions in "space" (periodic variation $x_{i}, i=1, \ldots, L$ along sites). In complete analogy to the previous statement, we can estimate the spatial entropy for each solution $X$ in the solution matrix $B$. The only difference from the time entropy would be the doubling of the length of the original function, so that entropy estimates can be made for both short chains and chains with an odd number of links. This can be achieved by docking two identical solutions together, thereby doubling the length of the analyzed signal. In this case, the power spectrum will be defined at $L$ points. The formula of the spatial entropy is as follows:

$$
\begin{equation*}
E_{X}(m)=E\left[\left\{X_{m} ; X_{m}\right\}\right] / \ln (L), m=1, \ldots, M \tag{7}
\end{equation*}
$$

As for the temporal entropy, we can estimate the probability $P_{X}$ that at a given point of the parametric space $r, D$, the relative spatial entropy will be less than the boundary value. It is equal to the number of cases when $E_{X}<0.3$, divided by the number of trials $M$.

### 2.6. Mean Value of Generalized Solutions and Entropy of the Mean Solution

An important quantity characterizing the structure formation at the parametric point $r, D$ could be the average over all columns of the matrix of generalized solutions of value $B$, which we denote as $\langle X\rangle$. Direct computation will show us a close-to-straight line, since all generalized solutions have an arbitrary random phase. However, a feature of (1) with a circulant matrix $A$ is the invariance of the generalized solutions with respect to an arbitrary cyclic shift of the elements of the generalized solutions $x_{i}, i=1, \ldots, L$. We take advantage of this, and before averaging the generalized solutions, we perform a cyclic shift so that the minimum value is in the first element of the vector: $x_{1}=\min \left(x_{i}\right)$. In this case, all generalized solutions appear to be in the same phase, and their average will be
an informative quantity. An additional numerical characteristic of orderliness can be the spatial entropy:

$$
\begin{equation*}
E_{A X}=E\left[\left\{<X_{m}>;<X_{m}>\right\}\right] / \ln (L) \tag{8}
\end{equation*}
$$

## 3. Results

As a result of numerical experiments covering the range of parameters of Models (1)-(2) (numerical values of $r$ are in the range from 3 to 4 ; those of parameter $D$ are in the range from 0.001 to 0.5 , and those of parameter $L$ are in the range from 2 to 200), all those dynamical regimes characteristic of the pointwise logistic model with discrete time were obtained (Figure 1). In particular, both regular oscillations with different periods and chaotic oscillations were observed (Figure 3, right column, which shows the time series characterizing the dynamics of one of the oscillators in the chain $(\mathrm{l}=1)$, namely, during the last twenty time steps before the end of the numerical experiment; periodic oscillations with period 2 (Figure 3a,b), periodic oscillations with period 4 (Figure 3c,d), and chaotic oscillations (Figure 3e) can be seen). The middle column (Figure 3) displays the last 150 values of $x$ for each oscillator in the chain. It can be seen that an increase in the numerical values of the parameters $r$ and $D$ can lead to a transition from regular to chaotic dynamics in each oscillator in the chain. The left column of Figure 3 shows examples of "spatial" structures, demonstrating the distribution of numerical values of $x$ in the chain of oscillators at a particular moment of time. It can be seen from Figure 3 that the transition from regular to chaotic dynamics is accompanied by a significant change in the "spatial" structure. In particular, such a transition results in an increase in the number of peaks with different amplitudes, which are irregularly distributed along the chain of oscillators.

One of the features of the distributed Models (1)-(2) (see also [7]) is their sensitivity to the initial conditions for the whole range of values of the parameter $r$; i.e., both for regular and chaotic oscillators (Figure 4). In the case of an isolated oscillator (when $D=0$ ), sensitivity to the initial conditions is a distinctive feature of the chaotic regime. Since, in our case, the dependence on initial conditions at $D \neq 0$ was not related to the regularity or irregularity of both the dynamics of individual oscillators and the nature of "spatial" structures, i.e., the distribution of $x$ values along the chain of oscillators at the selected moment of time $t$, we used entropy to characterize the spatiotemporal regimes of oscillations in the whole chain as an integral system. The numerical value of entropy in different initial conditions makes it possible to characterize both the dynamics of the system of oscillators and its accompanying spatial structures (examples are shown in Figure 3) depending on their orderliness: a smaller value of entropy corresponds to regular dynamics and relatively more ordered "spatial" structures.

In order to reveal the influence of changes in numerical values of the parameters of Models (1)-(2) on the entropy value, we estimated this value at different numerical values of the parameters $r, D$, and $L$. To assess the dynamics of Models (1)-(2), we calculated the "temporal entropy" $E_{T}$ (see Model), which, under given initial conditions, characterizes oscillatory processes in a chain of oscillators considered as an integral system. Figure 3 shows the dependence of the probability of low-entropy dynamics, $E_{T}<0.3$, on the model parameters under initial conditions that were set randomly. It can be seen that for small values of the chain length (Figure $4, L=2$ and $L=5$ ), the behavior of the model qualitatively resembles that of the pointwise (at $D=0$ ) logistic map. In particular, this behavior depends significantly on the value of the parameter $r$. For example, for $r$ values in the range of $3-3.5$, the dynamics of the model is regular, i.e., low-entropy, with $E_{T}<0.3$ at any values of the parameter $D$. With increasing $r$, the dynamics becomes irregular, highly entropic, and the probability of low numerical values of $E_{T}$ is close to zero (Figure 4). The narrow vertical regions of low-entropy dynamics at $L=2$ and $L=5$ (Figure 4) resemble the windows of regularity in the pointwise logistic map (cf. Figure 1). A significant difference from the pointwise map is the presence of regions with regular dynamics in a wide range of high values of $r$ (Figure 4, regions indicated in yellow at $r>3.6$ ). The presence of such regions indicates that for any $r$ in Models (1)-(2) at relatively small values of the parameter
$L$, there will be such a value of the parameter $D$ at which the dynamics of the model is low-entropy. In the space of parameters $(r, D)$, note also the enlargement of such regions that correspond to intermediate (between 0 and 1 ) values of the probability of observing low-entropy regimes as the length of the oscillator chain increases (in Figure 4, these regions are marked with colors other than yellow and dark blue). At $L=2$ and $L=5$, such regions are hardly noticeable, but with increasing $L$, their area increases distinctively. This means that the dynamics of the oscillator chain at $r>3.6$ depends more and more noticeably on the initial conditions with increasing chain length. At the same time, at $r \leq 3.5$, the increase in $L$ does not affect the regime of the dynamics of the oscillator chain; the dynamics remain low-entropy (Figure 4).


Figure 3. Examples of spatial and temporal structures for different parameter values of Models (1)-(2) for $L=100$. The left column demonstrates the values of Models (1)-(2) in each oscillator at the end of the numerical experiment (see model); the middle column shows the last 150 values in each oscillator, and the right column shows the last 20 values in the first $(I=1)$ oscillator. ( $\mathbf{a}, \mathbf{b}$ ) $r=3.141, D=0.16$ (for different initial conditions); (c) $r=3.545, D=0.16$; (d) $r=3.808, D=0.32$; (e) $r=3.909, D=0.02$.


Figure 4. Probability of observing low temporal entropy ( $E_{t}<0.3$; Equation (4)) for different chain lengths $L$ of Models (1)-(2) under different initial conditions ( 100 numerical experiments for each pair of parameters $r$ and $D)$.

To assess the degree of orderliness of the spatial structures (some examples of these structures are given in the left column in Figure 3), we determined a value of "spatial entropy" $E_{x}$ (see model) that was established by the time the numerical experiment ended. The dependence of $E_{x}$ on the parameters of Models (1)-(2) is shown in Figure 5.


Figure 5. Values of the averaged spatial entropy for different lengths ( $L=50,100,200$ ) of the oscillator chain (1) under different initial conditions ( 100 numerical experiments for each pair of the parameters $r$ and $D$ ). The white color indicates the regions in which the values of $x$ in all oscillators are the same at the end of the computations.

Figure 5 shows the values of spatial entropy (see model), which we estimated using the regularity of "spatial" structures at the end of the computations. Given that for many values of the parameters $r$ and $D$, the final shape of the spatial distribution of $x$ depends on the initial conditions, we computed the space average for 100 initial values. To avoid subtraction of "spatial" structures in the antiphase, the $x$ values of each chain were shifted so that the minimum value was in the first oscillator. Thus, regular structures are preserved under averaging and correspond to low spatial entropy. High entropy (yellow and light green colors; Figure 5) are characteristic of highly irregular structures. Dark blue regions are typical of regular structures, such as those in Figure 3d. In other cases, the emergent structures are irregular. It should be noted that in some regions of the $r$ and $D$ parameter space, the solution reduces to the pointwise map: the $x$ values in all oscillators are the same, the exchange between oscillators is absent, and the dynamics in each oscillator is similar to that of the pointwise map at the same $r$ value. The areas of $r$ and $D$ values for such cases are shown in white in Figure 5.

If we compare the regions with regular dynamics at $r>3.6$, demonstrated in Figure 4, and the regular structures in the same regions (Figure 5), we find that these areas overlap to a large extent. Having plotted the average values of $\bar{x}$ (for 100 experiments with different initial conditions) at the last step of the computations in all oscillators in the chain for a fixed value of $r$, we obtained the picture presented in Figure 6. It can be seen that clear periodic structures are characteristic of many model parameter values. The period of such structures increases with increasing values of the parameter $D$.


Figure 6. Averaged values of $\bar{x}$ in each oscillator at time $t$ (see model) for different initial conditions depending on the value of the parameter $D ; r=3.808$. (a) $L=20$, (b) $L=100$, (c) $L=200$.

It should also be noted (Figure 6) that the length of the oscillator chain $L$ affects the formation of such structures. With the increasing length of the oscillator chain, the structures become less clear, and the range of values of the parameter $D$, in which regular structures are observed, decreases.

Figure 7 shows the examples of the distribution of $x$ values in the oscillators of the chain at different random initial values for different chain lengths (left and middle column), and the mean value of $x$ for each oscillator in the chain for 100 initial values with the same chain lengths (right column). It can be seen that the examples of the distribution of the values of $x$ in the oscillators of the chain given in Figure 7 are similar, consisting of periodically repeating structures similar in shape but differing in amplitude. Using the distribution of the mean values of $x$ in each oscillator of the chain, by which it is possible to characterize the spatial distribution of $x$ for selected model parameters ( $r$ and $D$ ) for different initial values, depends qualitatively on the chain length $L$. In the case when
the period of the repeating "spatial" structures is divisible by the chain length, we can see regularly repeating spatial structures of the average values of $\bar{x}$ with shapes close in amplitude (Figure 7a, 10 peaks; Figure 7c, 11 peaks); otherwise, such regularity is significantly disrupted (Figure 7b).


Figure 7. The values of $x$ in each oscillator of the chain for two different initial conditions (left and middle columns) and the average values of $\bar{x}$ for each oscillator in the chain for 100 different initial values (right column); $r=3.8 ; D=0.32$. (a) $L=90$, (b) $L=93$, (c) $L=95$.

## 4. Discussion

The logistic map is one of the simplest mathematical models of population dynamics. Although its use for the numerical description of specific biological populations is significantly limited, studies of the logistic map made it possible to reproduce and investigate those dynamical regimes that are characteristic of natural populations. The simplest model that was used in an attempt to account for the spatial heterogeneity of ecological systems is a model system including two coupled logistic oscillators [7,21-24]. As a result of research on such models, the effects related to the synchronization/desynchronization of oscillations of coupled oscillators as well as the effects related to imposing the dynamics of one oscillator on the dynamic mode of the whole system were described.

An even greater variety of both spatial structures and dynamical regimes was obtained from studies of chains of globally coupled oscillators [13-16]. The main problem with this approach is that a large number of both parameters and ways of setting global couplings arise in such models, making it difficult to identify general patterns for systems of this kind.

In our work, we studied a chain of locally coupled logistic oscillators. We have shown that when the chain length is short (Figure 4), the dependence of the model dynamics on the parameter $r$ is similar to that typical of the pointwise model. As the chain length increases, this correspondence breaks in the range of high values of the parameter $r$. In
particular, as the chain length increases, the space of the parameters $r$ and $D$ increases as well, for which the dynamics of the model depend on the initial conditions (Figure 4, colors other than yellow and dark blue). It should be noted that the transition boundary between low-entropy (regular) and high-entropy (irregular) dynamics remains unchanged when the chain length is changed (Figure 4).

The "spatial" structures arising as a result of regular oscillations in a chain of oscillators have an arbitrary shape in a wide space of the parameters $r$ and $D$. The shape of such structures is irregular and depends significantly on initial conditions. Only in the range of values where the parameter $r>3.6$ is there a region with regular dynamics, for which the shape of the spatial structures demonstrates periodicity (Figures 6 and 7). It should be noted that this range also demonstrates the dependence of spatial structures on the initial conditions; however, their periodicity remains unchanged. Figure 8 shows the "spatial" structures arising under different initial conditions (first and second columns) and the spatial structures averaged over 100 randomly set initial conditions (third column) for high-entropy dynamics (Figure 8a,b), low-entropy dynamics with resulting disordered spatial structures (Figure 8c,d) and low-entropy dynamics with resulting spatial structures characterized by a periodic arrangement of peaks (Figure 8e). Although the amplitude of the peaks in such structures (Figure 8e) depends on the initial conditions, their periodicity is preserved, which is clearly expressed for the averaged values (Figure 8, third column). At the same time, the averages presented in Figure 8a-d (third column) demonstrate neither a distinct shape nor periodicity and are similar to each other, despite resulting from both high-entropy and low-entropy oscillations.

In [12], we described the mechanism of transformation of chaotic dynamics into a regular one due to the resonance of natural vibrations of the oscillators and vibrations characteristic of exchange processes between neighboring oscillators.

The results of this study allowed us to clarify this mechanism. Such resonance occurs only if the period of the spatial structures arising in such a process is a multiple of the chain length or very close to it. The probability of the occurrence of such a resonance decreases with the increasing length of the chain of coupled oscillators (Figure 6, areas with no clear alternation of yellow and blue bands increase with increasing chain length).

Logistic maps (2) have been widely used in the mathematical modeling of ecological processes [24,25]. The mathematical Models (1)-(2) presented here couple the oscillators, the dynamics of which are described by the logistic map, into a closed chain (Figure 2). The characteristics of oscillatory processes in such a chain, as shown in this work, depend both on the intrinsic dynamics of the oscillators included in the chain and the exchange processes between neighboring oscillators, as well as, in general, on the number of oscillators in the chain.

The chain of closed oscillators can be seen as a reduced description of natural ringshaped ecosystems, such as atolls or the littoral areas of enclosed bodies of water (lakes, ponds). In this work, we limited ourselves to a model of spatial heterogeneity and its role in the formation of holistic characteristics, i.e., the spatiotemporal characteristics of the ring-shaped ecosystem as a whole. The spatial heterogeneity of coastal ecosystems (e.g., in marine ecosystems in the vicinity of atolls) depends on a plethora of biotic and abiotic factors [26]. In particular, this heterogeneity may be a consequence of the spatial distribution of sea currents that transport organic matter to atoll shores. In addition, a source of spatial heterogeneity of ecosystems in the vicinity of atolls is the transfer of biogens from the coast to the ocean. In this case, the source of biogens is the excrement of fish-eating birds that return from upwelling areas to their nesting sites on the shore of the atoll [27]. Enrichment of coastal waters with biogenic elements (guanotrophication) is also provided by colonial hydrophilic birds that nest on lake shores [28,29]. Spatial heterogeneity in coastal ecosystems of enclosed water bodies can also be caused by anthropogenic impacts on such ecosystems [30,31].


Figure 8. Examples of spatial structures for different initial conditions (first and second columns) and for average values of $\bar{x}$ over 100 random initial conditions (third column); $L=100$. (a) $r=3.65$, $D=0.01$; (b) $r=3.65, D=0.05$; (c) $r=3.4, D=0.01$; (d) $r=3.4, D=0.05$; (e) $r=3.808, D=0.33$.

In Models (1)-(2), heterogeneity of the oscillator dynamics within the chain is set not by the intrinsic properties of the oscillators themselves, which are assumed to be identical, but by different initial conditions. Different initial conditions of the model oscillators can be matched with very different mechanisms underlying the heterogeneity of natural ecosystems. In addition, unlike time $t$, the spatial length of the chain of the model oscillators is not defined in any way. Therefore, we can assume that the dynamical regimes and spatial structures that result from oscillator interactions (Figures 2-7) can be reproduced in real ring-shaped ecosystems at different spatial scales. The results presented in this paper are aimed particularly at identifying such indicators that characterize key features of the functioning of ring-shaped ecosystems.
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