
Citation: Al-Hadeethi, Y.; El Ramley,

I.F.; Mohammed, H.; Bedaiwi, N.M.;

Barasheed, A.Z. A Novel

Computational Instrument Based on a

Universal Mixture Density Network

with a Gaussian Mixture Model as a

Backbone for Predicting COVID-19

Variants’ Distributions. Mathematics

2024, 12, 1254. https://doi.org/

10.3390/math12081254

Academic Editors: Carmen Sánchez

Ávila, Patricia Sánchez-González

and Ignacio Oropesa

Received: 18 March 2024

Revised: 6 April 2024

Accepted: 15 April 2024

Published: 20 April 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

A Novel Computational Instrument Based on a Universal
Mixture Density Network with a Gaussian Mixture Model as
a Backbone for Predicting COVID-19 Variants’ Distributions
Yas Al-Hadeethi 1,2 , Intesar F. El Ramley 1,2,* , Hiba Mohammed 3, Nada M. Bedaiwi 1 and Abeer Z. Barasheed 1

1 Physics Department, Faculty of Science, King Abdulaziz University, Jeddah 21589, Saudi Arabia;
yalhadeethi@kau.edu.sa (Y.A.-H.); abarasheed@kau.edu.sa (A.Z.B.)

2 Lithography in Devices Fabrication and Development Research Group, Deanship of Scientific Research,
King Abdulaziz University, Jeddah 21589, Saudi Arabia

3 Fondazione Novara Sviluppo, 28100 Novara, Italy; 20018872@studenti.uniupo.it
* Correspondence: iramley@shakoomakoo.com

Abstract: Various published COVID-19 models have been used in epidemiological studies and
healthcare planning to model and predict the spread of the disease and appropriately realign health
measures and priorities given the resource limitations in the field of healthcare. However, a significant
issue arises when these models need help identifying the distribution of the constituent variants
of COVID-19 infections. The emergence of such a challenge means that, given limited healthcare
resources, health planning would be ineffective and cost lives. This work presents a universal neural
network (NN) computational instrument for predicting the mainstream symptomatic infection rate
of COVID-19 and models of the distribution of its associated variants. The NN is based on a mixture
density network (MDN) with a Gaussian mixture model (GMM) object as a backbone. Twelve use
cases were used to demonstrate the validity and reliability of the proposed MDN. The use cases
included COVID-19 data for Canada and Saudi Arabia, two date ranges (300 and 500 days), two
input data modes, and three activation functions, each with different implementations of the batch
size and epoch value. This array of scenarios provided an opportunity to investigate the impacts
of epistemic uncertainty (EU) and aleatoric uncertainty (AU) on the prediction model’s fitting. The
model accuracy readings were in the high nineties based on a tolerance margin of 0.0125. The primary
outcome of this work indicates that this easy-to-use universal MDN helps provide reliable predictions
of COVID-19 variant distributions and the corresponding synthesized profile of the mainstream
infection rate.

Keywords: COVID-19; SEIR; MDN; GMM; epistemic uncertainty; aleatoric uncertainty; inflexible
model; model fitting

MSC: 92B20; 68T07

1. Introduction

Research teams from many countries have prioritized the study of the spread of
the COVID-19 virus to combat its threat to health. As a result, numerous mathematical
models have been developed to study the virus’s transmission [1–34]. From a statistical
perspective, these models can be classified into deterministic staging or compartmental
models (CMs) [1–11] and stochastic models (SMs) [12,13]. In addition, machine learning
(ML) [15–19] and neural networks (NNs) [20–28] have also been used to create COVID-19
models. In some cases, ML technology has been used for COVID-19 diagnosis [28,29] and
prognosis [30]. However, these studies focused on models that only targeted the growth
of the mainstream symptomatic infection rate of COVID-19 and have yet to address its
symptomatic variants. Therefore, the gap in these mathematical modelling techniques can
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be addressed by briefly reviewing the CM, SM, and ML approaches. This communication
identifies and addresses this technical gap, which is the impetus for creating multi-variant
models of COVID-19.

CMs are models with fixed input variables, and they are considered deterministic
models. Providing consistent epidemiological projections for a pandemic is one of the
essential techniques for planning and deploying appropriate healthcare procedures, as
well as establishing which remedies and interventions are the most effective. From the
perspective of statistical models, the main challenges are uncertainties in the collected
data, the inhomogeneous assembly of datasets across different local health authorities,
and the limited capability for conducting tests and attaining the associated results to
classify infection variants’ contributions. These same challenges are natural obstacles to
using ML and NNs for the modelling and prediction of the infection rate and potential
variant growth.

The complexity of a CM depends on the following formal elements:

(1) The number of compartments or stages (M);
(2) The forward and backward inner flows between the compartments;
(3) The weighting parameters;
(4) The number of numerical computation libraries.

A CM depends on the critical assumption that the total population in a given infection
cycle is constant within the framework that defines that model. This postulation allows
one to consider that the time derivative of the nth compartment can be considered as the
rate of individuals’ transition to the (n ± k)th compartment, where n, k = {1, 2, . . ., M} and
n ̸= k. This cascading form constitutes a system of ordinary differential equations (SODE).
Consequently, we can build simple to complex CMs depending on the number and details
of the formal elements. To find an optimal solution for an SODE, one must optimize the
whole system of equations, not the individual equations [1,2]. While it is possible to find an
analytical solution for a simple (i.e., M = 3 and no backward flows) CM, a system’s optimal
solution can typically be found using a numerical computation library, such as the Python
Differential Evolution (DE) library [35]. The optimal solution and the framework are the
foundational pillars of the targeted model of the COVID-19 infection rate. Such a model
can be as simple as SIR [3,4] (susceptible, infected, and recovered), as detailed as SEIR [4–6]
(susceptible, exposed, infected, and recovered), or as extensive as those in [1,2,7–9] with
many backward flows.

When considering variations in the input variables, one can produce a stochastic model
(SM) [12,13]. One of the characteristics of the SM approach is that one can characterize the
model’s output in terms of probability. Such a model allows random multi-dimensional
time variations. This means that the probability distribution of the COVID-19 transition
rate within an epidemic cycle can be conditioned by the possible influence of the associated
health environment and noise from working procedures. Both simple and complex models
can be formulated depending on the number of influencing variables and their assumed
probability distributions, to compute an average over the plausible range of values. Based
on the derived model, the computed set of average value predictions form an infection
forecast profile over a period beyond the data range of the model itself.

Before summarizing the research efforts related to ML, it is worth mentioning that the
ML survey papers presented in [31–33] reveal astonishing research statistics that reflect
the advancements in open-source ML libraries and computing horsepower. The authors
of [31] assessed 126,978 titles and 412 studies detailing 731 novel prediction models or
validations thereof. Among the 731 models, 125 were diagnostic ML models (with 75 using
medical imaging). At the same time, the remaining 606 were predictive models (13 models)
or models that predicted different outcomes for the general population and those with
confirmed cases (593 models). The studies presented in [28–30] are examples of diagnostic
and prognostic research using ML. The report in [32] identified 920 conference presenta-
tions, review articles, algorithmic descriptions, and case studies providing organzational
options related to ML and NNs. The communication in [29] characterized the published
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COVID-19 forecasting papers based on the algorithms used and the implementation ap-
proaches. The main algorithms can be summarized as follows: the simple moving average;
auto-regressive integrated moving average (ARIMA); two-piece distributions based on the
scale; logistic functions, such as S-shaped functions for modelling epidemiological curves;
regression methods; canonical neural networks; deep learning methods based on convo-
lutional neural networks (CNN); and deep learning methods based on long short-term
memory (LSTM) neural networks. Implementations include genetic programming and
classical/modified compartmental models: SIR, SEIR, and SEIRD. However, ML has been a
critical mathematical research tool since the outbreak of the pandemic [33].

By leveraging data-driven approaches, researchers have attempted to understand the
factors influencing transmission dynamics and forecast infection rates [14–27]. For the
modelling and prediction of infection growth with ML, the health data related to COVID-19
must be historically deep enough to ensure consistency and reliability for a training set
to support the optimization processes within an ML test engine. The two main aspects
that require focus when designing an ML solution architecture are feature engineering
and building the design of the actual ML model. The first focus is on the identification of
the essential features that capture the complex dynamics of the pandemic’s spread. The
size of the elements in the feature set should be sufficient to formulate the mapping and
flow relationships of the independent input variables’ domain with the corresponding
output set or sets. This detailed mapping allows the ML model to weave the fabric of the
data framework within its deployed layers. Brief examples of these features of COVID-19
include the following:

(1) regional density distribution;
(2) age categories;
(3) social distancing and masking;
(4) vaccination;
(5) climate data;
(6) asymptomatic infection;
(7) healthcare resources.

The second focus is on designing and building an actual ML layering model for
the profile of the curve of the growth rate. This step requires (a) ML algorithms for the
prediction and modelling of COVID-19, as well as (b) predictive analysis and forecasting.
By training a model on published data, researchers can forecast infection rate profiles,
identify potential hotspots, and estimate the effectiveness of containment measures.

The predictive modelling approaches using CMs in [2–9], using SMs in [12,13], and
using ML in [15–28] share one statistical and computational characteristic, based on which
the model of the infection rate I(t) is formed. This common characteristic is the average
value set { Îj}, where j є {0,1, 2, . . ., J}, and J is the total number of compartmental observations
of infections. The modelling and prediction work in [1] differed from that in [2–28]. The
team in this study used an extended SEIR model, which they called PCom-SEIR. They
implemented the Python Differential Evolution (DE) library to determine the optimal
solution for the whole system of differential equations in PCom-SEIR as the average rate
profile for each stage/compartment. Based on this approach, the researchers eventually
produced separate rate profiles for COVID-19 variants.

Vanilla-type ML approaches are fit for modelling and predicting outputs based on a set
of average values, but they need to be more capable of producing models and predictions
for a set of average profiles. The latter is the required numerical computational path for
modelling and predicting COVID-19 variants’ infection rates. No ML or NN studies have
addressed the modelling of the distribution of multiple variants of COVID-19, nor have
they addressed the contributions of individual variants. Consequently, this deficiency
limits proper resource health planning, which costs lives and money. To overcome these
challenges, in this work, we propose a practical and reliable computational engine using an
MDN with GMM as a backbone. The design of the anticipated MDN architecture comprises
one dense input layer, two hidden dense layers, an output layer set that consists of three
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specialized dense sublayers, and one concatenation layer. The output represents a set of
predicted rate profiles of each COVID-19 symptomatic infection variant and the associated
variant’s contribution. Then, the prediction of the overall symptomatic infection rate of
COVID-19 is synthesized. In addition, in this study, the impact of noise in the input data
(randomness) on model fitting is discussed. Furthermore, the determination and results of
the model accuracy are discussed.

When implementing the design of the proposed MDN, we faced many challenges.
One of the most challenging aspects of this work was assessing the failure of model fitting
and changing the configuration of the network implementation accordingly. Implementing
changes could involve one or more NN configuration elements (batch size, epochs, activa-
tion function, etc.). In addition, from an early stage, the design of an NN architecture should
be identified to provide the flexibility to close computing gaps and eventually deliver the
necessary results that furbish a solution with which one can answer the critical questions
to help create the right health plans for combatting the spread of COVID-19 infection.

The sections of this article address the challenges in the work and pave the way to the
delivery of an MDN supported by logical and valid results. Section 2 reveals the concept
of the two input modes and exposes the steps for deriving the solution of PCom-SEIR
for the mainstream COVID-19 infection rate. In addition, this section explains the reason
for using two input runs. Section 3 discusses the evaluation of the design of an MDN for
modelling COVID-19 variants. The audience of this study could range from NN experts to
health professionals working for health authorities. Hence, we divided this section into
three subsections because of the broad spectrum of the readers’ backgrounds. The first
subsection presents an introductory overview of the NN technology. The second subsection
introduces the theory behind the MDN. The third subsection presents notes about the
architecture, design, and implementation of the MDN. Section 4 presents results covering
two sets of twelve use cases—one for Canada and the other for Saudi Arabia. In this
section, we present a table that maps the twenty-four sub-use cases to the corresponding
diagrams to ease navigation through the reported results. These sub-use cases cover
different data-range scenarios, two input data modes (to explore the influence of two kinds
of uncertainty (epistemic and aleatoric uncertainty) on the model fitting and accuracy), and
the implementations of three activation functions. In Section 5, we present the conclusions,
the most important of which is that the proposed MDN is a valid and reliable tool for
predicting the distribution of COVID-19 variants.

2. COVID-19 Input Data Modes

To deploy the MDN [36], we devised two input modes for the implementation, as
shown in the diagram of the topology depicted in Figure 1. At an abstract level, the differ-
ence between the two modes was the degree of noise embedded in the data (randomness).
The first mode was based on using raw data on COVID-19 from the WHO [37], which we
expected to have a high noise level due to the natural data uncertainty and possible irregu-
larities in the collection process. These two sources of data noise reduced the continuity
(i.e., the potential absence of the data profile’s first and/or second derivative). The second
mode involved the optimal solution of a modified PCom-SEIR SODE from [1]. The set of
data that formed the optimal solution was expected to have less uncertainty due to the
inherent curve smoothing, which led to continuity in the profile. Below, we show the steps
of modifying the derivation to obtain only the mainstream infection rate.

The modification of the PCom-SEIR system eliminated the differential equations that
represent COVID-19 variants, which are shown in Equation (5). This modification resulted
in the following SODE:

dS(t)
dt

= −
(

α + β
I
N

)
S(t) (1)

dP(t)
dt

= α S(t)− (Φe + Φm)P(t), where (Φe + Φm) = Φ (2)
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dE(t)
dt

= β S(t)
I
N

− ϵ E(t) + γ E(t) (3)

dM(t)
dt

= ϵ E(t)− ΦmP(t) (4)

dI(t)
dt

= −(δ + η+ λ) I(t) + γ E(t) + ΦeP(t) + rR(t) (5)

dH(t)
dt

= δ I(t)− (X + ρ)H(t)+φ Q(t) (6)

dQ(t)
dt

= ηI(t)− (µ + σ+ φ) Q(t) (7)

dD(t)
dt

= λ I(t) + ρ H(t) + σ Q(t) (8)

dR(t)
dt

= X H(t) + µ Q(t)− r R(t) (9)

The relationships in Equations (1)–(9) form the structural foundations that steer the
transition dynamics within the life cycle of COVID-19, as shown in Figure 2. To ease the
mapping between Equations (1)–(9) and the PCom-SEIR framework shown in Figure 2, we
created two tables:

1. One in which the time-dependent variable of the infection compartment’s popula-
tion is Z(t), at which Z(t) ∈ {S(t), P(t), E(t), I(t), M(t), H(t), Q(t), D(t), R(t)}. Table 1
exhibits the definitions of the mentioned time-dependent variables. For the rest of this
communication, the time-independent notation for the compartment rate variables is
dropped to facilitate reading, when necessary.

2. The compartment parameter variable ψ is defined as ψ ∈ {α, β, є, Υ, δ, η, λ, µ, χ, σ, ρ, φ}.
Table 2 exhibits the definitions of these parameters as the weights from the input
compartment to the target compartment.
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Table 1. Description of the time-dependent variables in the equations.

Variable (Z(t)) Description

1 S(t) The population of the susceptible compartment.

2 P(t) The population of the protected compartment.

3 E(t) The population of the exposed compartment.

4 I(t) The infection population of the symptomatic infection compartment.

5 M(t) The population with asymptomatic infection.

6 Q(t) The population of the quarantined compartment.

7 H(t) The population of the hospitalised compartment.

8 D(t) The population of the dead compartment.
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Table 2. Description of the input parameters of the equations.

Parameter (ψ)
Input Parameter

From Compartment To Compartment

1 α
Susceptible (S)

Protected (P)

2 Β Exposed (E)

3 Φ Protected (P)

4 Φe Protected Pe = P * Φe component Symptomatic infection (I)

5 Φm Protected Pm = P * Φm component Asymptomatic infection (M)

6 Υ
Exposed (E)

Symptomatic infection (I)

7 є Asymptomatic infection (M)

8 I Symptomatic infection (I) Symptomatic infection

9 Υ Exposed component Symptomatic infection (I)
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Table 2. Cont.

Parameter (ψ)
Input Parameter

From Compartment To Compartment

10 η Quarantine (Q)

11 λ Death (D)

12 T Asymptomatic (M) Recovered (R)

13 X Hospitalisation (H) Recovered (R)

14 Ρ Death (D)

15 M

Quarantine (Q)

Recovered (R)

16 Σ Death (D)

17 Φ Hospitalisation (H)

18 r Recovered component Symptomatic infection

The use case for Canada showed the inherent influence of the combination of federal
and various provincial health controls and district statistical measures. On the contrary, the
use case for Saudi Arabia revealed that there was one central health system with one set of
statistical measures [2].

We employed a derivative-free optimization strategy, as in an intelligent search chal-
lenge [35,38]. As a core optimization challenge, one or more computational agents were
utilized to find the optima in a real-valued search space with the embedded set of initial
conditions [39]. Particle swarm optimization (PSO) [40] and differential evolution (DE) [35]
are two of the most outstanding procedures. DE uses a sort of differential operator that
could be easily invoked and applied via the adjustment of the model parameters [39]
defined in Equations (1)–(9). The optimal solutions for differential Equations (1)–(9) are
shown in Figures 3 and 4 for Canada and Saudi Arabia, respectively.
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3. Mixture Density Network (MDN) with Multiple Outputs

This section explains the evolution of the concept of the MDN, starting from a simple
neural network (NN). This review includes four subsections, allowing the reader to skip
the subsections that seem elementary or familiar. This first subsection starts with a simple
neural network (NN) with one average target data output and a probability density (pd)
based on a parametric set of two elements. The second part provides the theory and
the logical progression of the NN to a full-fledged MDN. The architecture, design, and
implementation required to run the MDN code are covered in the third subsection.

3.1. Neural Networks (NNs): An Introductory Overview

An NN with one output typically consists of an input layer, one or more hidden layers,
and an output layer, as depicted in Figure 5. Each layer contains neurons, nodes, or units
(in this study, we will use the word “neurons”), and these neurons are interconnected with
each other through weighted connections. The input value xi of the processing unit is
multiplied by the connection weight wkj, which simulates the learning in an artificial neural
network (ANN) by adjusting the strength or weight of the connection.

The relationship between the input (x) and output (y) is then formulated as

yk = f
(
∑J

j=o wkjxkj

)
+ bias (10)

This relationship is a reflection of the model’s hypothesis, which is embedded in the
controlled hidden layer. The function f , whose input is weighted and can be shifted by the
bias when needed, allows the algorithm to learn the governing relationship.

A simple feedforward NN [41] consists of

(1) one input layer that digests a given set of input variables x ≡ {x1, x2, . . ., xJ}, where J
is the number of input features,

(2) one hidden layer with K neurons, and
(3) one output layer with one neuron to produce an associated mapping y.

An NN model deploys an associated mapping to learn a transformation from a given
set of input variables x to a set of output variables y ≡ {y1, y2, . . ., yn}. In practice, such a
network is trained to utilize a finite set of samples, which can be denoted by [{x}q, {y}q],
where q = 1, 2, . . ., Q are the training sets under investigation. In other words, the principal
aim of network training is to model the causal sources of event data. Hence, the best
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possible predictions for the y vector can be made when the trained network is presented
with a new value of x. The data source can be expressed statistically in terms of the
probability density function (PDF) p(x, y) in a joint-input target space.
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A joint PDF with time as an additional independent variable is required if the data
source evolves over time. For temporal data, in time-series analysis, the time itself
(i.e., timestamps) can be a feature that is used directly in the input layer. For example,
in a dataset containing recordings of daily infected populations, the date or time of the day
can be an explicit input feature. However, instead of using the raw date/time values, neural
networks (NNs) can learn temporal relationships implicitly. In sequential data such as
published COVID-19 data, the position of a data point within the sequence (time step) can
be implicitly encoded as a feature. RNNs, long short-term memory (LSTM) networks, gated
recurrent units (GRUs), and other sequential models are particularly suitable for handling
time-related data (e.g., windowing/time windows (TWs) and temporal embeddings (TEs)),
due to their ability to maintain memory across time steps.

In summary, time can indeed be treated as an input feature in neural networks, espe-
cially when dealing with sequential or time-dependent data such as collected COVID-19
data [37], and it can be represented in various ways depending on the problem domain and
data characteristics. While RNNs, LSTM networks, and GRUs are valid approaches, they
have their underlying problems. The reason for this is that TWs and TEs might suppress
important behaviors that exist in x, leading to an inaccurate prediction of y. Nevertheless,
these techniques are good for comparing and assessing the validity of a proposed NN
design. For associated mapping scenarios, such as that of the COVID-19 infection rate that
we consider in this study, it is suitable to decompose the joint probability density p(x, y)
into the product of the conditional density of the target data p(y|x), which is conditioned
on that of the input data p(x) [41]: p(x,y) = p(y|x) p(x), where the density p(x) =

∫
p(x,y) dy

plays a crucial role in confirming the predictions of the trained networks. Nevertheless,
to predict the value of y corresponding to the input set {xj} of feature x, we need to focus
on the conditional density p(y|x) model rather than the average target value. This is a
fundamental aspect on which we should keep our focus.
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3.2. Mixture Density Network (MDN): The Theory

Typically, data scientists apply GMMs with regression and classification techniques
to build the targeted MDN, and the architecture provides the necessary solution for the
underlying statistical problem. However, it is known that GMMs perform clustering far
better than well-known techniques such as K-means [42]. A GMM, as a computational
entity within an MDN, produces a set of COVID-19 variants/subsamples {In(t)}, where
n є {1, 2, . . ., N}, and N is the maximum number of variants in a COVID-19 infection wave.
The GMM is computationally equipped to determine the {In(t)} set from the corresponding
infected population I(t), which is a principal input into the input layer (Figure 1).

I(t) can be logically assumed to be normally distributed, even if it does not fall under
the case of a normal distribution. This is possible because any random variable can be
transformed from its actual distribution into a normal distribution [43]. Nevertheless, one
might be able to find two or more variants (subsamples) of data for I(t) that can indeed be
described with a normal distribution. Thus, to describe the entire population of I(t), we do
not assume a Gaussian distribution across the whole population but, rather, synthesize the
actual underlying distribution as a mixture of Gaussian ones with different contributions
(α), variances (σ), and means (µ).

A data scientist working for a health authority might be able to predict I(t) over time in
the future. However, suppose that a region has a specific COVID-19 variant that dominates
over another variant or other variants. In that case, it is logical to assume that there will be a
definitive number of clusters/groups N of COVID-19 variants {In(t)}. With different health
controls across regions and the nature of the variants, type j of the variant may dominate
the other types k, where j, k є {1, 2, 3, . . ., N} and k ̸= j. Suppose that we construct an ML
regression model (e.g., an NN) to estimate the population of an individual In(t). In that
case, we have two potential deficiencies:

(1) We can only predict the conditional µ of the distribution. This means that we will
not have a definitive and complete view of the extent of In(t) to propose the right health
control actions.

(2) The health authority will not be able to properly discriminate between the multi-
modal distributions if the entire population of I(t) is characterized by a single distribution
that could be assumed to be Gaussian. To overcome these two weaknesses, a simple
feedforward NN for regression purposes probably looks something like that in Figure 6,
where there are two output sets of the mean (µ) and variance (σ), which represent the two
basic elements of the targeted distributions.

The standard NN architecture, which is shown in Figure 6, involves injecting a col-
lection of input variables {xq} into the input layer of the network, determining weights
in a subsequent layer, and eventually modelling an estimate of the output y. Then, once
a possible backpropagation action has been commenced, the weights in the NN can be
altered when necessary, and the best estimate of y is eventually provided as a prediction
that yields a single value. This single value is inadequate for effective health planning
because different types of variants require different diagnoses, treatments, and levels of
health control measures.

To overcome this challenge, we must generate an output for the probability distribu-
tions across an array of values described by sets of the mean (µ) and variance (σ), thus
defining a conditional probability distribution (CPD); hence, the network must produce two
outputs, not one, as depicted in Figure 6. However, in principle, the computational learning
process in Figure 5 stays the same as that in Figure 6, with each forward and backward
phase slightly modifying the weights (wjk, ujk) until the minimum error is small enough
to meet the target requirements of the necessary output. In summary, the distinguishing
difference is that the NN in Figure 6 produces two values: one for µ and one for σ. These
two founding attributes are basically what is required to, for example, determine the PDF
of the Gaussian distribution here. Consequently, to predict µ and the associated σ of the
expected Gaussian distribution, there should be two neurons in the last layer (as shown
in Figure 6) as opposed to one, as shown in Figure 5.



Mathematics 2024, 12, 1254 11 of 24
Mathematics 2024, 12, x FOR PEER REVIEW 11 of 25 
 

 

 

Figure 6. An NN with two output sets (mean (µ), variance (σ)). 

The standard NN architecture, which is shown in Figure 6, involves injecting a col-

lection of input variables {xq} into the input layer of the network, determining weights in 

a subsequent layer, and eventually modelling an estimate of the output y. Then, once a 

possible backpropagation action has been commenced, the weights in the NN can be al-

tered when necessary, and the best estimate of y is eventually provided as a prediction 

that yields a single value. This single value is inadequate for effective health planning 

because different types of variants require different diagnoses, treatments, and levels of 

health control measures.  

To overcome this challenge, we must generate an output for the probability distribu-

tions across an array of values described by sets of the mean (µ) and variance (σ), thus 

defining a conditional probability distribution (CPD); hence, the network must produce 

two outputs, not one, as depicted in Figure 6. However, in principle, the computational 

learning process in Figure 5 stays the same as that in Figure 6, with each forward and 

backward phase slightly modifying the weights (wjk, ujk) until the minimum error is small 

enough to meet the target requirements of the necessary output. In summary, the distin-

guishing difference is that the NN in Figure 6 produces two values: one for µ and one for 

σ. These two founding attributes are basically what is required to, for example, determine 

the PDF of the Gaussian distribution here. Consequently, to predict µ and the associated 

σ of the expected Gaussian distribution, there should be two neurons in the last layer (as 

shown in Figure 6) as opposed to one, as shown in Figure 5. 

It is worth mentioning that a CNN is an implementation of an NN in which the min-

imization of the sum-of-squares error gives rise to network functions that approximate 

the conditional mean/average of the target output. When a classification in which the tar-

get variables have one of N data boundaries is required, these conditional averages denote 

the posterior probabilities of class membership and, thus, can be considered as providing 

an optimal output. Hence, for problems involving the prediction of continuous variables, 

the conditional average demonstrates an extremely limited portrayal of the statistical pro-

file of the target data and will be entirely insufficient for many scenarios. The MDN is 

expected to overcome these limitations and provide a completely general framework for 

modelling conditional PDFs. The fundamental MDN form combines a CNN with a mix-

ture density model.  

Figure 6. An NN with two output sets (mean (µ), variance (σ)).

It is worth mentioning that a CNN is an implementation of an NN in which the
minimization of the sum-of-squares error gives rise to network functions that approximate
the conditional mean/average of the target output. When a classification in which the
target variables have one of N data boundaries is required, these conditional averages
denote the posterior probabilities of class membership and, thus, can be considered as
providing an optimal output. Hence, for problems involving the prediction of continuous
variables, the conditional average demonstrates an extremely limited portrayal of the
statistical profile of the target data and will be entirely insufficient for many scenarios.
The MDN is expected to overcome these limitations and provide a completely general
framework for modelling conditional PDFs. The fundamental MDN form combines a CNN
with a mixture density model.

We should design and build an NN that can determine more than a single distribution,
to improve the above logical approach. To make this possible, we add N of {µn, σn} sets, each
corresponding to one COVID-19 variant In(t). These distributions should be nearly sufficient
to describe the known information and published data I(t) on COVID-19. It is a known fact
that COVID-19 variants have different levels of population dominance. In other words, the
forecasted distributions of the variants will have different levels of contribution/weight
(αn) for the synthesized I(t). To map this requirement to our new NN design, the NN
output should include N of {µn, σn, αn} sets, with each set corresponding to one predicted
COVID-19 variant. The new NN design can be expected to have the layout shown in
Figure 7. This MDN with a GMM as a backbone can be used to predict the individual
components In(t) of the COVID-19 infection compartments. In conclusion, MDNs are built
from two components—an NN and a mixture model [40], which is implemented in the
form of a GMM object, as illustrated in Figure 8b. Hence, the output layer of an MDN
should be equipped with a GMM to synthesize the hidden layer’s outputs to the relevant
distribution components, as shown in Figure 7.
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Figure 8. Basic computational topology of the layers and class diagram of the MDN.

3.3. Architecture, Design, and Implementation Notes

The realization of Figure 7 was achieved by adopting the layering system architecture
shown in Figure 8a and the implementation of the class diagram shown in Figure 8b.
In Figure 8b, it can be seen that the implementation depended on the version of TensorFlow.
We started with TensorFlow version 1.8.0 and then used version 2.13.0 on different machine
images. This allowed us to detect any possible bugs in the versions and compare the
obtained results.

4. Results and Discussion

One of the main objectives of this study was to demonstrate the ability of the MDN to
provide the distribution profiles of COVID-19 variants corresponding to a set of continuous
prediction models.

A comparison with the results of similar studies is an essential part of the discussion
in a typical examination of new results. However, this was not possible due to the absence
of such identical work. Nevertheless, the results of the variants’ distribution profiles in
this study were compared with the distributions of infection variants reported in [1] with
PCom-SEIR, which were based on the optimal solutions of a SODE.

4.1. Use Case Implementation Dictionary

To ease the navigation through the use cases, we created Tables 3 and 4 to show the
mapping of these use cases and the corresponding results. The coverage of these results
was based on two main groups; each leading group corresponded to the COVID-19 data
from each country (Canada (Figures 9 and 11) and Saudi Arabia (Figures 10 and 12)). Each
leading country group included two input mode sub-groups. Each input mode sub-group
covered two data ranges. Each data range sub-group included three activation functions.
Each activation function implementation utilized two epoch values {10, 20}. Consequently,
there were eight scenarios for each COVID-19 variant distribution In(t) per country. This
array of outputs should be enough to conclude the reliability and validity of the proposed
MDN computational instrument. The results are divided into two categories: (1) each set
of three In(t) values and the corresponding synthesized and predicted COVID-19 infection
rate I(t) and (2) the MDN loss performance curves.
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Table 3. MDN parameters.

MDN–GMM Network Data
300 Data Range 500 Data Range 300 Data Range 500 Data Range

Input Data Size 319 571 283 535
Training Data Size 212 380 188 356
Testing Data Size 107 191 95 179
Output Data Size 107 191 95 179

Neurons 10 10 10 10
Batch Size 64 64 64 64

(A) Canada (B) Saudi Arabia

Table 4. The dictionary of use cases vs. implementation results.

Country Canada Saudi Arabia

Data Range 300–500 Days 300–500 Days

Data Input Mode PCom-SEIR WHO Data PCom-SEIR WHO Data

Activation
Function relu tanh sigmoid relu tanh sigmoid relu tanh sigmoid relu tanh sigmoid

Variant’s
Distribution

Figure
9A

Figure
9A

Figure
9A

Figure
11A

Figure
11A

Figure
11A

Figure
10A

Figure
10A

Figure
10A

Figure
12A

Figure
12A

Figure
12A

Loss
Performance

Figure
9B(a)

Figure
9B(b)

Figure
9B(c)

Figure
11B(a)

Figure
11B(b)

Figure
11B(c)

Figure
10B(a)

Figure
10B(b)

Figure
10B(c)

Figure
12B(a)

Figure
12B(b)

Figure
12B(c)

Network
Parameters Table 3A Table 3B

Table 4 shows the following execution parameters:

(1) Input Modes: In Figure 1, the diagram shows the deployment of the two imple-
mentations depending on the type of COVID-19 input data for Canada and Saudi
Arabia. The first input feed was raw COVID-19 data from the WHO [37]; hence, we
named this source “WHO COVID-19 data”. The second input feed was the optimal
solution of the SODE in Equations (1)–(9), which was derived in Section 2. The results
are depicted in Figure 4 (for Canada) and Figure 5 (for Saudi Arabia). In this study,
we named this input feed “PCom-SEIR” because it relied on a modification of the
PCom-SEIR model.

(2) Data Ranges: The two input feeds covered two spans: 300 and 500 days.
(3) The MDN implementation runs: There were three implementation runs; each run

involved the utilization of one activation function in the hidden layers. The activation
function set was {relu, tanh, sigmoid}.

Table 4 presents the following results:

(1) Diagrams of the COVID-19 variants’ distributions {In(t)} and their predicted I(t) values
as a synthesized Gaussian distribution;

(2) Diagrams of the MDN’s loss performance, which includes

(a) loss vs. epochs;
(b) val_loss vs. epochs.

4.2. Implementation Configurations and Environments

Furthermore, to show the validity and credibility of the new MDN-based compu-
tational instrument, we examined several use cases covering different input modes for
COVID-19 data, date ranges, and network implementations.

The change in the implementation functionality meant that we examined the results
by changing part of the implementation of the MDN design objects shown in Figure 8b and
not the MDN architecture displayed in Figure 8a. While keeping the layer sequencing the
same as in Figure 7, the implementation changes were fulfilled by changing the activation
function in the hidden layer, which provided the average predicted distribution profiles.

We also changed the number of hidden layers, number of neurons, batch size, and
number of epochs. These changes are tools for preventing overfitting/underfitting and
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achieving higher accuracy in modelling. Table 3 shows the main attributes of the con-
figuration of the MDN and its practical and universal configuration when run across all
use cases.

4.3. The MDN’s Predictions of COVID-19 Variants

As stated above, the input data covered two modes: (1) raw COVID-19 data, which we
refer to as WHO data [37], and (2) the PCom-SEIR data, which represents the overall infec-
tion rate prediction that was computed based on the optimal solution of Equations (1)–(9).
The two input datasets from Canada and Saudi Arabia, respectively, are illustrated in
Figures 3 and 4. These two input feeds were part of the deployment of the implementation
modes depicted in Figure 1.

The proposed MDN had a layered structure, as shown in Figure 7. The network’s
implementation used objects derived from the class diagram in Figure 8b. By portioning
the uploaded COVID-19 data, we obtained a training set (2/3) and a test set (1/3), as
shown in Table 3. A sequential model object digested the training set, while the MDN’s
hidden layers processed the output from the input layer (architecture in Figure 7 and
design in Figure 8b) consisting of three dense sub-layers, with each handling one of the
corresponding elements of the COVID-19 variant distribution parameter set {µn, σn, αn}.
The outputs from these dense sub-layers were passed to a dense concatenation layer, which
coordinated with the GMM object (Figures 7 and 8b) to compute the individual COVID-19
variant profiles. In this manner, the objective of the MDN of predicting three Gaussian
components, with each component corresponding to a COVID-19 variant, was fulfilled. The
results are shown in Figures 9 and 11 for Canada and in Figures 10 and 12 for Saudi Arabia.

The component distribution curves, which are shown in Figures 9A, 10A, 11A and 12A,
indicate that the MDN managed to produce COVID-19 variant In(t) values as Gaussian
distributions with different sets of distribution parameters {µ, σ, α}. As illustrated in these
figures, different values of µ and σ imply that each variant candidate in the set {In(t)} has a
different extent of time (lengths in days) and different start/end days, with the different
variants’ peaks mostly taking place on different days (the unit of time of observation).
Such information is vital to health authorities when planning health control measures and
preparing for the impact of the spread of severe infections. The profiles of the components
predicted by the MDN corresponding to COVID-19 variant In(t) values are different from
those reported in Figures 2 and 3 of [1]. In the referred study, the COVID-19 variant profiles
are not fully Gaussian in shape; all variants practically share the same start and end dates
but have different peaks.

4.4. The Impacts of Epistemic Uncertainty and Aleatoric Uncertainty on Component Predictions

The following discussion exposes the motives behind using two different input modes;
i.e., the two types of input data shown in Figures 3 and 4. From the uncertainty angle (ran-
domness of input data), a typical supervised machine learning problem can be formulated
as follows [44]:

Y = L (I, θ) (11)

L is the learned function that maps the input I to the output Y using the parameter
θ. Here, the epistemic uncertainty (EU), which describes what the model does not know,
is derived from θ and the inherent aleatoric uncertainty (AU), which is part of the data-
generating process of I. A high EU was found in part of the input feature space of the
COVID-19 data published in [37], sporadically populated with data samples. In such an
m-dimensional space, many parameters might explain the given data points, which gives
rise to uncertainty. Based on this line of thinking, we decided to deploy two executions
(see Figure 1) corresponding to the two data mode use cases. The first run took the output
of the PCom-SEIR engine as an input (Figure 9 for Canada and Figure 10 for Saudi Arabia).

In contrast, the second run took the raw COVID-19 data from the WHO [37] (Figure 11
for Canada and Figure 12 for Saudi Arabia). The PCom-SEIR run was expected to have
a lower level of EU. Regarding the AU, in a run with a larger data scope (500+ days), we
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could expect a higher value. In summary, we used the training loss (loss) and validation
loss (val_loss) performance as footprints of the severity of the EU and AU, respectively. It
is good to remember that the loss and val_loss curves reflect the level of continuity of the
data and the type of deployment of the network’s constituent layers. The network layer
deployment included the type of layer, the type of activation function, the batch size, and
the number of epochs.

Mathematics 2024, 12, x FOR PEER REVIEW 16 of 25 
 

 

corresponding elements of the COVID-19 variant distribution parameter set {µn, σn, αn}. 

The outputs from these dense sub-layers were passed to a dense concatenation layer, 

which coordinated with the GMM object (Figures 7 and 8b) to compute the individual 

COVID-19 variant profiles. In this manner, the objective of the MDN of predicting three 

Gaussian components, with each component corresponding to a COVID-19 variant, was 

fulfilled. The results are shown in Figures 9 and 11 for Canada and in Figures 10 and 12 

for Saudi Arabia. 

The component distribution curves, which are shown in Figures 9A, 10A, 11A, and 

12A, indicate that the MDN managed to produce COVID-19 variant In(t) values as Gauss-

ian distributions with different sets of distribution parameters {µ, σ, α}. As illustrated in 

these figures, different values of µ and σ imply that each variant candidate in the set {In(t)} 

has a different extent of time (lengths in days) and different start/end days, with the dif-

ferent variants’ peaks mostly taking place on different days (the unit of time of observa-

tion). Such information is vital to health authorities when planning health control 

measures and preparing for the impact of the spread of severe infections. The profiles of 

the components predicted by the MDN corresponding to COVID-19 variant In(t) values 

are different from those reported in Figures 2 and 3 of [1]. In the referred study, the 

COVID-19 variant profiles are not fully Gaussian in shape; all variants practically share 

the same start and end dates but have different peaks. 

 

(A) COVID-19 variants’ distributions. Data range: 300 and 500 days  

Mathematics 2024, 12, x FOR PEER REVIEW 17 of 25 
 

 

 
(B) MDN loss performance. Data range: 300 and 500 days. 

Figure 9. (Canada) Variant distributions. Input data mode: PCom-SEIR. 

 
(A) COVID-19 variant distributions. Data range: 300 and 500 days. 

Figure 9. (Canada) Variant distributions. Input data mode: PCom-SEIR.



Mathematics 2024, 12, 1254 17 of 24

Mathematics 2024, 12, x FOR PEER REVIEW 17 of 25 
 

 

 
(B) MDN loss performance. Data range: 300 and 500 days. 

Figure 9. (Canada) Variant distributions. Input data mode: PCom-SEIR. 

 
(A) COVID-19 variant distributions. Data range: 300 and 500 days. 

Mathematics 2024, 12, x FOR PEER REVIEW 18 of 25 
 

 

 

(B) MDN loss performance. Data range: 300 and 500 days. 

Figure 10. (Saudi Arabia) Variant distributions. Input data mode: PCom-SEIR. 

 

(A) COVID-19 variant distributions. Data range: 300 and 500 days. 

Figure 10. (Saudi Arabia) Variant distributions. Input data mode: PCom-SEIR.



Mathematics 2024, 12, 1254 18 of 24

Mathematics 2024, 12, x FOR PEER REVIEW 18 of 25 
 

 

 

(B) MDN loss performance. Data range: 300 and 500 days. 

Figure 10. (Saudi Arabia) Variant distributions. Input data mode: PCom-SEIR. 

 

(A) COVID-19 variant distributions. Data range: 300 and 500 days. 

Mathematics 2024, 12, x FOR PEER REVIEW  19  of  25 
 

 

 

(B) MDN loss performance. Data range: 300 and 500 days. 

Figure 11. (Canada) Variant distributions. Input data mode: WHO COVID‐19 data. 

(A) COVID‐19 variant distributions. Data range: 300 and 500 days. 

Figure 11. (Canada) Variant distributions. Input data mode: WHO COVID-19 data.



Mathematics 2024, 12, 1254 19 of 24

Mathematics 2024, 12, x FOR PEER REVIEW  19  of  25 
 

 

 

(B) MDN loss performance. Data range: 300 and 500 days. 

Figure 11. (Canada) Variant distributions. Input data mode: WHO COVID‐19 data. 

(A) COVID‐19 variant distributions. Data range: 300 and 500 days. 

Mathematics 2024, 12, x FOR PEER REVIEW 20 of 25 
 

 

 

(B) MDN loss performance. Data range: 300 and 500 days. 

Figure 12. (Saudi Arabia) Variant distributions. Input data mode: WHO COVID-19 data. 

4.4. The Impacts of Epistemic Uncertainty and Aleatoric Uncertainty on Component Predictions 

The following discussion exposes the motives behind using two different input 

modes; i.e., the two types of input data shown in Figures 3 and 4. From the uncertainty 

angle (randomness of input data), a typical supervised machine learning problem can be 

formulated as follows [41]: 

Y = L (I, θ) (11) 

L is the learned function that maps the input I to the output Y using the parameter θ. 

Here, the epistemic uncertainty (EU), which describes what the model does not know, is 

derived from θ and the inherent aleatoric uncertainty (AU), which is part of the data-

generating process of I. A high EU was found in part of the input feature space of the 

COVID-19 data published in [37], sporadically populated with data samples. In such an 

m-dimensional space, many parameters might explain the given data points, which gives 

rise to uncertainty. Based on this line of thinking, we decided to deploy two executions 

(see Figure 1) corresponding to the two data mode use cases. The first run took the output 

of the PCom-SEIR engine as an input (Figure 9 for Canada and Figure 10 for Saudi Arabia). 

In contrast, the second run took the raw COVID-19 data from the WHO [37] (Figure 

11 for Canada and Figure 12 for Saudi Arabia). The PCom-SEIR run was expected to have 

a lower level of EU. Regarding the AU, in a run with a larger data scope (500+ days), we 

could expect a higher value. In summary, we used the training loss (loss) and validation 

loss (val_loss) performance as footprints of the severity of the EU and AU, respectively. It 

is good to remember that the loss and val_loss curves reflect the level of continuity of the 

data and the type of deployment of the network’s constituent layers. The network layer 

deployment included the type of layer, the type of activation function, the batch size, and 

the number of epochs. 

Hence, we produced loss performance curves for a set of activation functions {relu, 

tanh, sigmoid}. These curves are shown in Figures 9B and 11B for Canada and in Figures 

10B and 12B for Saudi Arabia. In most deep learning projects, the graph of the loss and 

val_loss is a cross-validation (CV) because it encompasses the training and test data do-

mains. The best cumulative yardstick describing the loss performance is the model fitness 

set {underfitting, overfitting, optimal fit} [45]. Suppose that the network input data feed 

has a high noise level (random fluctuations are a source of uncertainty), as in the WHO 

data. In that case, we would expect to have underfitting and overfitting most often. Such 

a scenario requires a particular activation function, batch size, and number of epochs. 

Figure 12. (Saudi Arabia) Variant distributions. Input data mode: WHO COVID-19 data.

Hence, we produced loss performance curves for a set of activation functions {relu, tanh,
sigmoid}. These curves are shown in Figures 9B and 11B for Canada and in Figures 10B and 12B
for Saudi Arabia. In most deep learning projects, the graph of the loss and val_loss is a
cross-validation (CV) because it encompasses the training and test data domains. The best
cumulative yardstick describing the loss performance is the model fitness set {underfitting,
overfitting, optimal fit} [45]. Suppose that the network input data feed has a high noise
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level (random fluctuations are a source of uncertainty), as in the WHO data. In that case,
we would expect to have underfitting and overfitting most often. Such a scenario requires
a particular activation function, batch size, and number of epochs. Similarly, if the network
data feed has less noise (behavior of polarization), as in the PCom-SEIR data feed, we
should expect optimal fitting more than underfitting and overfitting. The resulting mapping
in Table 5 shows a summary of the MDN’s loss performance, which indicates the fitting
levels for the data feed and various activation functions as follows:

(1) The fitting level of the PCom-SEIR data feed for both data ranges and both countries
was 100% optimal, regardless of the activation function.

(2) The fitting level of the WHO data for both data ranges and both countries was
between 33% and 66%. The 33% optimal fitting occurred when we used the sigmoid
activation function.

(3) By observing the performance in Figures 9B(c) and 11B(c) for Canada and in
Figures 10B(c) and 12B(c) for Saudi Arabia, one can notice that the sigmoid
activation function produced 100% optimal fitting for both input data feeds. Relu
and Tanh had a 100% optimal fit for the PCom-SEIR input data feed and nearly
zero for the WHO input data feed. This meant that the algorithm, alongside the
statistical profile of the input data, played a part in governing the model fitting
for the same set of batch sizes and epochs.

Table 5. Summary of the MDN’s loss performance.

Country Canada Saudi Arabia

Input Mode PCom-SEIR WHO PCom-SEIR WHO

Data Range 300 500 300 500 300 500 300 500

relu
loss
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4.5. The MDN Model’s Accuracy 

Statistical models with complexity are referred to as flexible models. On the other 

hand, there are simple models that are, to a certain extent, less complex and inflexible [45] 

and less accurate but more interpretable. Interpretability refers to the degree to which a 

model allows for human understanding of natural phenomena [45]. Additionally, model 

flexibility indicates a model’s capacity to adapt, evolve, and learn from input data. Con-

sequently, flexible models should be used when research aims to predict average values. 

However, when the objective of an investigation is inference, inflexible models are more 

relevant because they more easily interpret the relationship between the response varia-

bles and the predictor variables in the average profile [45]. The model in this work is a 

type of inflexible model. 

The architecture of the proposed MDN-based computational instrument is depicted 

in Figure 7, and Section 2 describes the two input data (y_true) modes. The design of the 

architecture shown in Figure 8b suggests that there were two reference outputs. The first 

was a transitional output (y_tran) from the hidden layers, which fed the GMM object 

through the output layers. The second output was the prediction of the synthesized 

COVID-19 infection rate (y_pred) at the concatenation layer based on the injected output 

from the GMM object. Since we did not work with classification but with profile predic-

tion using an inflexible model, we needed to define an approach for computing the 

model’s accuracy. A formula that equates y_pred to y_true at any observation point is 

defined as follows: 
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bles and the predictor variables in the average profile [45]. The model in this work is a 

type of inflexible model. 

The architecture of the proposed MDN-based computational instrument is depicted 

in Figure 7, and Section 2 describes the two input data (y_true) modes. The design of the 

architecture shown in Figure 8b suggests that there were two reference outputs. The first 

was a transitional output (y_tran) from the hidden layers, which fed the GMM object 

through the output layers. The second output was the prediction of the synthesized 

COVID-19 infection rate (y_pred) at the concatenation layer based on the injected output 
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The architecture of the proposed MDN-based computational instrument is depicted 

in Figure 7, and Section 2 describes the two input data (y_true) modes. The design of the 

architecture shown in Figure 8b suggests that there were two reference outputs. The first 

was a transitional output (y_tran) from the hidden layers, which fed the GMM object 

through the output layers. The second output was the prediction of the synthesized 
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However, when the objective of an investigation is inference, inflexible models are more 
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architecture shown in Figure 8b suggests that there were two reference outputs. The first 
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Statistical models with complexity are referred to as flexible models. On the other 

hand, there are simple models that are, to a certain extent, less complex and inflexible [45] 

and less accurate but more interpretable. Interpretability refers to the degree to which a 

model allows for human understanding of natural phenomena [45]. Additionally, model 

flexibility indicates a model’s capacity to adapt, evolve, and learn from input data. Con-

sequently, flexible models should be used when research aims to predict average values. 

However, when the objective of an investigation is inference, inflexible models are more 

relevant because they more easily interpret the relationship between the response varia-

bles and the predictor variables in the average profile [45]. The model in this work is a 

type of inflexible model. 

The architecture of the proposed MDN-based computational instrument is depicted 

in Figure 7, and Section 2 describes the two input data (y_true) modes. The design of the 

architecture shown in Figure 8b suggests that there were two reference outputs. The first 

was a transitional output (y_tran) from the hidden layers, which fed the GMM object 

through the output layers. The second output was the prediction of the synthesized 

COVID-19 infection rate (y_pred) at the concatenation layer based on the injected output 

from the GMM object. Since we did not work with classification but with profile predic-

tion using an inflexible model, we needed to define an approach for computing the 

model’s accuracy. A formula that equates y_pred to y_true at any observation point is 

defined as follows: 
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hand, there are simple models that are, to a certain extent, less complex and inflexible [45] 

and less accurate but more interpretable. Interpretability refers to the degree to which a 

model allows for human understanding of natural phenomena [45]. Additionally, model 

flexibility indicates a model’s capacity to adapt, evolve, and learn from input data. Con-

sequently, flexible models should be used when research aims to predict average values. 

However, when the objective of an investigation is inference, inflexible models are more 

relevant because they more easily interpret the relationship between the response varia-

bles and the predictor variables in the average profile [45]. The model in this work is a 

type of inflexible model. 

The architecture of the proposed MDN-based computational instrument is depicted 

in Figure 7, and Section 2 describes the two input data (y_true) modes. The design of the 

architecture shown in Figure 8b suggests that there were two reference outputs. The first 

was a transitional output (y_tran) from the hidden layers, which fed the GMM object 

through the output layers. The second output was the prediction of the synthesized 

COVID-19 infection rate (y_pred) at the concatenation layer based on the injected output 

from the GMM object. Since we did not work with classification but with profile predic-

tion using an inflexible model, we needed to define an approach for computing the 

model’s accuracy. A formula that equates y_pred to y_true at any observation point is 

defined as follows: 
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model allows for human understanding of natural phenomena [45]. Additionally, model 

flexibility indicates a model’s capacity to adapt, evolve, and learn from input data. Con-

sequently, flexible models should be used when research aims to predict average values. 

However, when the objective of an investigation is inference, inflexible models are more 

relevant because they more easily interpret the relationship between the response varia-

bles and the predictor variables in the average profile [45]. The model in this work is a 

type of inflexible model. 

The architecture of the proposed MDN-based computational instrument is depicted 

in Figure 7, and Section 2 describes the two input data (y_true) modes. The design of the 

architecture shown in Figure 8b suggests that there were two reference outputs. The first 

was a transitional output (y_tran) from the hidden layers, which fed the GMM object 

through the output layers. The second output was the prediction of the synthesized 

COVID-19 infection rate (y_pred) at the concatenation layer based on the injected output 

from the GMM object. Since we did not work with classification but with profile predic-

tion using an inflexible model, we needed to define an approach for computing the 

model’s accuracy. A formula that equates y_pred to y_true at any observation point is 
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and less accurate but more interpretable. Interpretability refers to the degree to which a 

model allows for human understanding of natural phenomena [45]. Additionally, model 

flexibility indicates a model’s capacity to adapt, evolve, and learn from input data. Con-

sequently, flexible models should be used when research aims to predict average values. 

However, when the objective of an investigation is inference, inflexible models are more 

relevant because they more easily interpret the relationship between the response varia-

bles and the predictor variables in the average profile [45]. The model in this work is a 

type of inflexible model. 

The architecture of the proposed MDN-based computational instrument is depicted 

in Figure 7, and Section 2 describes the two input data (y_true) modes. The design of the 

architecture shown in Figure 8b suggests that there were two reference outputs. The first 

was a transitional output (y_tran) from the hidden layers, which fed the GMM object 

through the output layers. The second output was the prediction of the synthesized 

COVID-19 infection rate (y_pred) at the concatenation layer based on the injected output 

from the GMM object. Since we did not work with classification but with profile predic-

tion using an inflexible model, we needed to define an approach for computing the 

model’s accuracy. A formula that equates y_pred to y_true at any observation point is 

defined as follows: 
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However, when the objective of an investigation is inference, inflexible models are more 
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4.5. The MDN Model’s Accuracy 

Statistical models with complexity are referred to as flexible models. On the other 

hand, there are simple models that are, to a certain extent, less complex and inflexible [45] 

and less accurate but more interpretable. Interpretability refers to the degree to which a 

model allows for human understanding of natural phenomena [45]. Additionally, model 

flexibility indicates a model’s capacity to adapt, evolve, and learn from input data. Con-

sequently, flexible models should be used when research aims to predict average values. 

However, when the objective of an investigation is inference, inflexible models are more 

relevant because they more easily interpret the relationship between the response varia-

bles and the predictor variables in the average profile [45]. The model in this work is a 

type of inflexible model. 

The architecture of the proposed MDN-based computational instrument is depicted 

in Figure 7, and Section 2 describes the two input data (y_true) modes. The design of the 

architecture shown in Figure 8b suggests that there were two reference outputs. The first 

was a transitional output (y_tran) from the hidden layers, which fed the GMM object 

through the output layers. The second output was the prediction of the synthesized 

COVID-19 infection rate (y_pred) at the concatenation layer based on the injected output 

from the GMM object. Since we did not work with classification but with profile predic-

tion using an inflexible model, we needed to define an approach for computing the 

model’s accuracy. A formula that equates y_pred to y_true at any observation point is 

defined as follows: 

Accuracy 97.49 99.30 97.81 77.93 97.88 98.88 98.23 98.88
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COVID-19 infection rate (y_pred) at the concatenation layer based on the injected output 

from the GMM object. Since we did not work with classification but with profile predic-

tion using an inflexible model, we needed to define an approach for computing the 

model’s accuracy. A formula that equates y_pred to y_true at any observation point is 

defined as follows: 

Mathematics 2024, 12, x FOR PEER REVIEW 21 of 25 
 

 

Similarly, if the network data feed has less noise (behavior of polarization), as in the 

PCom-SEIR data feed, we should expect optimal fitting more than underfitting and over-

fitting. The resulting mapping in Table 5 shows a summary of the MDN’s loss perfor-

mance, which indicates the fitting levels for the data feed and various activation functions 

as follows: 

(1) The fitting level of the PCom-SEIR data feed for both data ranges and both countries 

was 100% optimal, regardless of the activation function. 

(2) The fitting level of the WHO data for both data ranges and both countries was be-

tween 33% and 66%. The 33% optimal fitting occurred when we used the sigmoid 

activation function. 

(3) By observing the performance in Figures 9B(c) and 11B(c) for Canada and in Figures 

10B(c) and 12B(c) for Saudi Arabia, one can notice that the sigmoid activation func-

tion produced 100% optimal fitting for both input data feeds. Relu and Tanh had a 

100% optimal fit for the PCom-SEIR input data feed and nearly zero for the WHO 

input data feed. This meant that the algorithm, alongside the statistical profile of the 

input data, played a part in governing the model fitting for the same set of batch sizes 

and epochs. 

Table 5. Summary of the MDN’s loss performance. 

Country Canada Saudi Arabia 

Input Mode PCom-SEIR WHO PCom-SEIR WHO 

Data Range 300 500 300 500 300 500 300 500 

relu 
loss         

Accuracy 97.49 98.25 97.49 76.88 96.47 98.50 96.11 99.07 

tanh 
loss         

Accuracy 97.49 99.30 97.81 77.93 97.88 98.88 98.23 98.88 

sigmoid 
loss         

Accuracy 97.18 99.12 96.87 77.76 96.11 98.13 97.17 99.44 

Fitting Level % 100% 100% 33% 33% 100% 100% 33% 66% 

Loss Legend Optimal fit  Underfitting  Overfitting   

4.5. The MDN Model’s Accuracy 

Statistical models with complexity are referred to as flexible models. On the other 

hand, there are simple models that are, to a certain extent, less complex and inflexible [45] 

and less accurate but more interpretable. Interpretability refers to the degree to which a 

model allows for human understanding of natural phenomena [45]. Additionally, model 

flexibility indicates a model’s capacity to adapt, evolve, and learn from input data. Con-

sequently, flexible models should be used when research aims to predict average values. 

However, when the objective of an investigation is inference, inflexible models are more 

relevant because they more easily interpret the relationship between the response varia-

bles and the predictor variables in the average profile [45]. The model in this work is a 

type of inflexible model. 

The architecture of the proposed MDN-based computational instrument is depicted 

in Figure 7, and Section 2 describes the two input data (y_true) modes. The design of the 

architecture shown in Figure 8b suggests that there were two reference outputs. The first 

was a transitional output (y_tran) from the hidden layers, which fed the GMM object 

through the output layers. The second output was the prediction of the synthesized 
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Statistical models with complexity are referred to as flexible models. On the other 

hand, there are simple models that are, to a certain extent, less complex and inflexible [45] 

and less accurate but more interpretable. Interpretability refers to the degree to which a 

model allows for human understanding of natural phenomena [45]. Additionally, model 

flexibility indicates a model’s capacity to adapt, evolve, and learn from input data. Con-

sequently, flexible models should be used when research aims to predict average values. 

However, when the objective of an investigation is inference, inflexible models are more 

relevant because they more easily interpret the relationship between the response varia-

bles and the predictor variables in the average profile [45]. The model in this work is a 

type of inflexible model. 

The architecture of the proposed MDN-based computational instrument is depicted 

in Figure 7, and Section 2 describes the two input data (y_true) modes. The design of the 

architecture shown in Figure 8b suggests that there were two reference outputs. The first 

was a transitional output (y_tran) from the hidden layers, which fed the GMM object 

through the output layers. The second output was the prediction of the synthesized 

COVID-19 infection rate (y_pred) at the concatenation layer based on the injected output 

from the GMM object. Since we did not work with classification but with profile predic-

tion using an inflexible model, we needed to define an approach for computing the 

model’s accuracy. A formula that equates y_pred to y_true at any observation point is 

defined as follows: 
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4.5. The MDN Model’s Accuracy 

Statistical models with complexity are referred to as flexible models. On the other 

hand, there are simple models that are, to a certain extent, less complex and inflexible [45] 

and less accurate but more interpretable. Interpretability refers to the degree to which a 

model allows for human understanding of natural phenomena [45]. Additionally, model 

flexibility indicates a model’s capacity to adapt, evolve, and learn from input data. Con-

sequently, flexible models should be used when research aims to predict average values. 

However, when the objective of an investigation is inference, inflexible models are more 

relevant because they more easily interpret the relationship between the response varia-

bles and the predictor variables in the average profile [45]. The model in this work is a 

type of inflexible model. 

The architecture of the proposed MDN-based computational instrument is depicted 

in Figure 7, and Section 2 describes the two input data (y_true) modes. The design of the 

architecture shown in Figure 8b suggests that there were two reference outputs. The first 

was a transitional output (y_tran) from the hidden layers, which fed the GMM object 

through the output layers. The second output was the prediction of the synthesized 

COVID-19 infection rate (y_pred) at the concatenation layer based on the injected output 

from the GMM object. Since we did not work with classification but with profile predic-

tion using an inflexible model, we needed to define an approach for computing the 

model’s accuracy. A formula that equates y_pred to y_true at any observation point is 

defined as follows: 
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4.5. The MDN Model’s Accuracy 

Statistical models with complexity are referred to as flexible models. On the other 

hand, there are simple models that are, to a certain extent, less complex and inflexible [45] 

and less accurate but more interpretable. Interpretability refers to the degree to which a 

model allows for human understanding of natural phenomena [45]. Additionally, model 

flexibility indicates a model’s capacity to adapt, evolve, and learn from input data. Con-

sequently, flexible models should be used when research aims to predict average values. 

However, when the objective of an investigation is inference, inflexible models are more 

relevant because they more easily interpret the relationship between the response varia-

bles and the predictor variables in the average profile [45]. The model in this work is a 

type of inflexible model. 

The architecture of the proposed MDN-based computational instrument is depicted 

in Figure 7, and Section 2 describes the two input data (y_true) modes. The design of the 

architecture shown in Figure 8b suggests that there were two reference outputs. The first 

was a transitional output (y_tran) from the hidden layers, which fed the GMM object 

through the output layers. The second output was the prediction of the synthesized 

COVID-19 infection rate (y_pred) at the concatenation layer based on the injected output 

from the GMM object. Since we did not work with classification but with profile predic-

tion using an inflexible model, we needed to define an approach for computing the 

model’s accuracy. A formula that equates y_pred to y_true at any observation point is 

defined as follows: 
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4.5. The MDN Model’s Accuracy 

Statistical models with complexity are referred to as flexible models. On the other 

hand, there are simple models that are, to a certain extent, less complex and inflexible [45] 

and less accurate but more interpretable. Interpretability refers to the degree to which a 

model allows for human understanding of natural phenomena [45]. Additionally, model 

flexibility indicates a model’s capacity to adapt, evolve, and learn from input data. Con-

sequently, flexible models should be used when research aims to predict average values. 

However, when the objective of an investigation is inference, inflexible models are more 

relevant because they more easily interpret the relationship between the response varia-

bles and the predictor variables in the average profile [45]. The model in this work is a 

type of inflexible model. 

The architecture of the proposed MDN-based computational instrument is depicted 

in Figure 7, and Section 2 describes the two input data (y_true) modes. The design of the 

architecture shown in Figure 8b suggests that there were two reference outputs. The first 

was a transitional output (y_tran) from the hidden layers, which fed the GMM object 

through the output layers. The second output was the prediction of the synthesized 

COVID-19 infection rate (y_pred) at the concatenation layer based on the injected output 

from the GMM object. Since we did not work with classification but with profile predic-

tion using an inflexible model, we needed to define an approach for computing the 

model’s accuracy. A formula that equates y_pred to y_true at any observation point is 

defined as follows: 
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4.5. The MDN Model’s Accuracy 

Statistical models with complexity are referred to as flexible models. On the other 

hand, there are simple models that are, to a certain extent, less complex and inflexible [45] 

and less accurate but more interpretable. Interpretability refers to the degree to which a 

model allows for human understanding of natural phenomena [45]. Additionally, model 

flexibility indicates a model’s capacity to adapt, evolve, and learn from input data. Con-

sequently, flexible models should be used when research aims to predict average values. 

However, when the objective of an investigation is inference, inflexible models are more 

relevant because they more easily interpret the relationship between the response varia-

bles and the predictor variables in the average profile [45]. The model in this work is a 

type of inflexible model. 

The architecture of the proposed MDN-based computational instrument is depicted 

in Figure 7, and Section 2 describes the two input data (y_true) modes. The design of the 

architecture shown in Figure 8b suggests that there were two reference outputs. The first 

was a transitional output (y_tran) from the hidden layers, which fed the GMM object 

through the output layers. The second output was the prediction of the synthesized 

COVID-19 infection rate (y_pred) at the concatenation layer based on the injected output 

from the GMM object. Since we did not work with classification but with profile predic-

tion using an inflexible model, we needed to define an approach for computing the 

model’s accuracy. A formula that equates y_pred to y_true at any observation point is 

defined as follows: 
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and less accurate but more interpretable. Interpretability refers to the degree to which a 

model allows for human understanding of natural phenomena [45]. Additionally, model 

flexibility indicates a model’s capacity to adapt, evolve, and learn from input data. Con-

sequently, flexible models should be used when research aims to predict average values. 

However, when the objective of an investigation is inference, inflexible models are more 

relevant because they more easily interpret the relationship between the response varia-

bles and the predictor variables in the average profile [45]. The model in this work is a 

type of inflexible model. 

The architecture of the proposed MDN-based computational instrument is depicted 

in Figure 7, and Section 2 describes the two input data (y_true) modes. The design of the 

architecture shown in Figure 8b suggests that there were two reference outputs. The first 

was a transitional output (y_tran) from the hidden layers, which fed the GMM object 

through the output layers. The second output was the prediction of the synthesized 

COVID-19 infection rate (y_pred) at the concatenation layer based on the injected output 

from the GMM object. Since we did not work with classification but with profile predic-

tion using an inflexible model, we needed to define an approach for computing the 

model’s accuracy. A formula that equates y_pred to y_true at any observation point is 
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4.5. The MDN Model’s Accuracy

Statistical models with complexity are referred to as flexible models. On the other hand,
there are simple models that are, to a certain extent, less complex and inflexible [45] and
less accurate but more interpretable. Interpretability refers to the degree to which a model
allows for human understanding of natural phenomena [45]. Additionally, model flexibility
indicates a model’s capacity to adapt, evolve, and learn from input data. Consequently,
flexible models should be used when research aims to predict average values. However,
when the objective of an investigation is inference, inflexible models are more relevant
because they more easily interpret the relationship between the response variables and
the predictor variables in the average profile [45]. The model in this work is a type of
inflexible model.

The architecture of the proposed MDN-based computational instrument is depicted
in Figure 7, and Section 2 describes the two input data (y_true) modes. The design of
the architecture shown in Figure 8b suggests that there were two reference outputs. The
first was a transitional output (y_tran) from the hidden layers, which fed the GMM object
through the output layers. The second output was the prediction of the synthesized
COVID-19 infection rate (y_pred) at the concatenation layer based on the injected output
from the GMM object. Since we did not work with classification but with profile prediction
using an inflexible model, we needed to define an approach for computing the model’s
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accuracy. A formula that equates y_pred to y_true at any observation point is defined
as follows:

y_pred ± m*y_true = y_true (12)

where m is the tolerance margin, the − sign is used when y_pred > y_true, and the + sign is
used when y_pred < y_true. In our accuracy computation, we used m = 0.0125. The results
are shown in Table 5. The accuracy results did not show any functional supremacy for any
activation function. This observation was unexpected.

There might be a question of why we have yet to use y_tran to compute the accuracy,
because y_tran is a payload of programming data between the MDN model and the GMM.
Thus, in reality, y_tran is not a final prediction output. However, we tried using the accu-
racy_object = tf.keras.metrics.Accuracy object; then, we used accuracy_object to call update_state,
which built the result dictionary object. From its numpy(), we finally obtained the accuracy
reading. The accuracy reading was very low—between 5% and 55%—indicating that y_tran
was not the final prediction output.

4.6. General Remarks

The error performance was extracted from the model history object (see Figure 8b),
which was a dictionary object for the loss and val_loss property keys. From the loss
performance diagrams in Figures 9B(a,b) and 11B(a,b) and in Figures 10B(a,b) and 12B(a,b)
for Canada and Saudi Arabia, respectively, we can conclude that the sigmoid function
showed the best performance, followed by the relu activation function.

In Figure 7, we did not include the flattening layer for our sequential COVID-19 data
scenarios. In principle, this was unnecessary because flattening the data could cause a loss
of sequential information in the computation of sequential data. However, we experimented
with it and noticed that the loss performance (loss and val_loss) worsened tenfold.

A question might arise regarding how this new MDN can predict multiple growth
peaks in the COVID-19 infection rate. Therefore, we decided to inject a hypothetical stream
of COVID-19 data, as shown in Figure 13A. Surprisingly, the MDN with the sigmoid
activation function produced the multipeaked I(t) shown in Figure 13B by producing one
of the components as a late-peaking variant component.
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5. Conclusions

The following interrelated conclusions were drawn from this research work.

(1) The new MDN-based computational instrument was proven to be valid and credible
through the examination of twelve use cases covering COVID-19 data sources, date
ranges (i.e., data scope), and several MDN implementation configurations. The
MDN’s outputs for these use cases clearly indicated that it produced an interpretable
model for the growth of the COVID-19 infection rate [45].

(2) Our approach can provide vital information to health authorities when planning
health control measures and preparing for a severe spread of infections. This can be
argued because our results indicated that the MDN produced COVID-19 variants’ In(t)
values as Gaussian distributions with different sets of distribution parameters {µ, σ, α}.
Different values of µ and σ imply that each variant candidate in the {In(t)} set has a
different extent of time (length of days), different start/end days, and different variant
peaks mostly taking place on different days (which is the unit of time of observation).
Accordingly, the information above is vital to health authorities when planning health
control measures and preparing for the impact of the severe spread of infections. On
the other hand, in [1], the COVID-19 variant profiles had the same extent of time and
practically the same peaks, as evidenced when comparing the prediction results for
the COVID-19 variants’ In(t) values in this study.

(3) Another indicator of the universality and practicality of our proposed MDN as a tool
for predicting COVID-19 variants was demonstrated. It was shown that the relu,
tanh, and sigmoid activation functions essentially had comparable sets of COVID-19
variant distributions, each with different parameter sets {µ, σ, α} that were compatible
with the reality of the emergence and spread of COVID-19 variants.

(4) The sigmoid function showed the best model-fitting performance, which was con-
cluded based on the loss performance (Figures 9B, 10B, 11B and 12B) diagrams for
Canada and Saudi Arabia, as shown in Table 5.

(5) The MDN with the sigmoid activation function produced a multipeaked I(t) value by
producing one of the components as a late-peaking variant component (Figure 13).
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