# Integral Representation of the Solutions for Neutral Linear Fractional System with Distributed Delays 

Hristo Kiskinov (®) Ekaterina Madamlieva (D) Magdalena Veselinova and Andrey Zahariev *(D)<br>Faculty of Mathematics and Informatics, University of Plovdiv, 4000 Plovdiv, Bulgaria; kiskinov@uni-plovdiv.bg (H.K.); ekaterinaa.b.m@gmail.com (E.M.); veselinova@uni-plovdiv.bg (M.V.)<br>* Correspondence: zandrey@uni-plovdiv.bg

Citation: Kiskinov, H.; Madamlieva, E.; Veselinova, M.; Zahariev, A. Integral Representation of the Solutions for Neutral Linear Fractional System with Distributed Delays. Fractal Fract. 2021, 5, 222. https://doi.org/ 10.3390/fractalfract5040222

Academic Editors: Ivanka Stamova, Xiaodi Li and Gani Stamov

Received: 25 October 2021
Accepted: 10 November 2021
Published: 15 November 2021

Publisher's Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Copyright: © 2021 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ 4.0/).


#### Abstract

In the present paper, first we obtain sufficient conditions for the existence and uniqueness of the solution of the Cauchy problem for an inhomogeneous neutral linear fractional differential system with distributed delays (even in the neutral part) and Caputo type derivatives, in the case of initial functions with first kind discontinuities. This result allows to prove that the corresponding homogeneous system possesses a fundamental matrix $C(t, s)$ continuous in $t, t \in[a, \infty), a \in \mathbb{R}$. As an application, integral representations of the solutions of the Cauchy problem for the considered inhomogeneous systems are obtained.
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## 1. Introduction

It is well known that fractional calculus and fractional differential equations are an efficient tool for investigations in various fields of science. A good overview of the different areas of the fractional calculus theory and fractional differential equations can be found in the monographs of Kilbas et al. [1], and Kiryakova [2], Podlubny [3]. The book of Diethelm [4] is devoted to an application-oriented exposition, and some generalizations concerning distributed order fractional differential equations are considered in Jiao et al. [5]. The fundamental theory of the impulsive fractional differential equations (with and without delay) is presented in the monograph of Stamova and Stamov [6]; their applications are considered as well.

In comparison with the integer-order case, the main advantage of the delayed fractional differential equations is the possibility to describe the impact of history on the evolution of the processes, taking information from two sources (the memory source of the fractional derivative and the memory impact caused by the delay). It is well known that the problem to obtain an integral representation of the solution for linear fractional differential equations and/or systems (ordinary or with delay) plays a central role in the qualitative analysis of the studied objects. A mainstay tool for solving this problem is the existence of a fundamental matrix. That is why the road to the integral representations of the solutions crosses the problem of the existence of a fundamental matrix, an important evergreen theme for research. We think that this is an explanation for why a lot of papers are devoted to these problems. For the case of linear fractional ordinary differential equations and systems concerning this theme, we refer to [7-11] and the references therein. Some results in the autonomous case using the Laplace transform method are obtained in [12-14]. From the works devoted to the problem of establishing an integral representation for fractional differential equations and/or systems with delay, we point out [15-17] for the case of singular systems. Both problems (the existence of a fundamental matrix and integral representation of the solutions) for fractional systems with a single-order Caputo-type derivative of retarded and/or neutral type with distributed delays are studied in [18-26].

It is known that in the general case, the problem of the solvability of an initial problem for this system with discontinuous initial function is the basic result from which, as a corollary, we can prove the existence of a fundamental matrix for a homogeneous delayed (or neutral) fractional differential system. As far we know, in the last five years, published works related to the theme of the integral representation of the solutions for delayed and neutral fractional systems with Caputo-type derivatives are not so much. For articles considering delayed fractional systems with Caputo-type derivatives related to the theme, we refer to [18,22,25,27]. Concerning works devoted to this theme for autonomous neutral fractional systems case, we refer to [28] for the case of one constant delay; the case of a system with several constant delays is studied in [20]; and the general case of a system with distributed delays is considered in [26]. For nonautonomous neutral fractional systems, the case of one constant delay is considered in [17], and the case with an autonomous neutral part in [21].

In the present work, we consider as the most general case a neutral linear delayed system of the incommensurate type with distributed delay (even in the neutral part) with derivatives in the Caputo sense.

The paper is organized as follows: In Section 2, we recall some needed definitions of Riemann-Liouville and Caputo fractional derivatives, as well as the needed part of their properties. In the same section, the problem statement can be found, and some notations are introduced. Section 3 is devoted to the existence and the uniqueness of the solutions of the Cauchy problem for the considered systems with a picewise continuous initial function having bounded variation in the initial interval. As a corollary of the proved results, we obtain that the corresponding homogeneous system has a continuous, in $t, t \in[a, \infty), a \in \mathbb{R}$, fundamental matrix, whose result extends the corresponding ones, even in the particular case of a fractional system with one constant delay and lower terminal at zero of the fractional derivatives. In Section 4 on the base of the obtained results in Section 3, we present integral representations of the solutions of the considered Cauchy problem. Some conclusions and comments are given in Section 5.

## 2. Preliminaries and Problem Statement

For the readers' convenience and to avoid possible misunderstandings, below we recall some definitions of Riemann-Liouville and Caputo fractional derivatives as well as some of their needed properties. For details and other properties, we refer to [1,3].

Let $\alpha \in(0,1)$ be an arbitrary number, and let us denote by $L_{1}^{\text {loc }}(\mathbb{R}, \mathbb{R})$ the linear space of all locally Lebesgue integrable functions $f: \mathbb{R} \rightarrow \mathbb{R}$. Then, for each $a \in \mathbb{R}$ and $f \in L_{1}^{\text {loc }}(\mathbb{R}, \mathbb{R})$ the left-sided fractional integral operator of order $\alpha$ and the corresponding left-side Riemann-Liouville derivative are defined for $t>a$ by the following:

$$
\begin{gathered}
\left(D_{a+}^{-\alpha} f\right)(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}(t-s)^{\alpha-1} f(s) \mathrm{d} s,\left(D_{a+}^{0} f\right)(t)=f(t) \\
\text { and } R L D_{a+}^{\alpha} f(t)=\frac{\mathrm{d}}{\mathrm{~d} t}\left(D_{a+}^{-(1-\alpha)} f(t)\right)
\end{gathered}
$$

respectively. The Caputo fractional left-side derivative is defined by ${ }_{c} D_{a+}^{\alpha} f(t)=$ ${ }_{R L} D_{a+}^{\alpha}[f(s)-f(a)](t)$. We use the following relations (see Kilbas et al. [1]; see Lemmas 2.21 and 2.22):
(a) $D_{a+}^{-\alpha}{ }_{C} D_{a+}^{\alpha} f(t)=f(t)-f(a)$;
(b) ${ }_{C} D_{a+}^{\alpha} D_{a+}^{-\alpha} f(t)=f(t)$;
(c) ${ }_{C} D_{a+}^{\alpha} f(t)={ }_{R L} D_{a+}^{\alpha} f(t)-\frac{f(a)}{\Gamma(1-\alpha)}(t-a)^{-\alpha}$.

Consider for $t>a$ the inhomogeneous and homogeneous linear neutral systems with incommensurate-type differential orders and distributed delays in the following general form:

$$
\begin{gather*}
D_{a+}^{\alpha}\left(X(t)-\sum_{l=1}^{r} \int_{-\tau_{l}}^{0}\left[\mathrm{~d}_{\theta} V^{l}(t, \theta)\right] X(t+\theta)\right)=\sum_{i=0}^{m} \int_{-\sigma_{i}}^{0}\left[\mathrm{~d}_{\theta} U^{i}(t, \theta)\right] X(t+\theta)+F(t),  \tag{1}\\
D_{a+}^{\alpha}\left(X(t)-\sum_{l=1}^{r} \int_{-\tau_{l}}^{0}\left[\mathrm{~d}_{\theta} V^{l}(t, \theta)\right] X(t+\theta)\right)=\sum_{i=0}^{m} \int_{-\sigma_{i}}^{0}\left[\mathrm{~d}_{\theta} U^{i}(t, \theta)\right] X(t+\theta) \tag{2}
\end{gather*}
$$

where $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right), \alpha_{k} \in(0,1), k \in\langle n\rangle=\{1,2, \ldots, n\}, l \in\langle r\rangle, r \in \mathbb{N}, \tau_{l} \in$ $(0, \tau], \sigma_{i} \in(0, \sigma], h=\max (\tau, \sigma), J_{a}=[a, \infty), a \in \mathbb{R}, X, F: J_{a} \rightarrow \mathbb{R}^{n}, U^{i}, V^{l}: J_{a} \times$ $\mathbb{R} \rightarrow \mathbb{R}^{n \times n}, V^{l}(t, \theta)=\left\{v_{k j}^{l}(t, \theta)\right\}_{k, j=1^{\prime}}^{n}, U^{i}(t, \theta)=\left\{u_{k j}^{i}(t, \theta)\right\}_{k, j=1^{\prime}}^{n} V(t, \theta)=\sum_{l \in\langle r\rangle} V^{l}(t, \theta)$, $U(t, \theta)=\sum_{i=0}^{m} U^{i}(t, \theta), X(t)=\left(x_{1}(t), \ldots, x_{n}(t)\right)^{T}, F(t)=\left(f_{1}(t), \ldots, f_{n}(t)\right)^{T}, D_{a+}^{\alpha} X(t)=$ $\operatorname{diag}\left(D_{a+}^{\alpha_{1}} x_{1}(t), \ldots, D_{a+}^{\alpha_{n}} x_{n}(t)\right)$, where $D_{a+}^{\alpha_{k}}$ denotes the left side Caputo fractional derivative ${ }_{C} D_{a+}^{\alpha_{k}}$. The system (1) described with more details has the form

$$
D_{a+}^{\alpha_{k}}\left(x_{k}(t)-\sum_{l=1}^{r}\left(\sum_{j=1}^{n} \int_{-\tau_{l}}^{0} x_{j}(t+\theta) \mathrm{d}_{\theta} v_{k j}^{l}(t, \theta)\right)\right)=\sum_{i=0}^{m}\left(\sum_{j=1}^{n} \int_{-\sigma_{i}}^{0} x_{j}(t+\theta) \mathrm{d}_{\theta} u_{k j}^{i}(t, \theta)\right)+f_{k}(t)
$$

In addition, we use also the following notations:
Let $Y: J_{a} \times \mathbb{R} \rightarrow \mathbb{R}^{n \times n}, Y(t, \theta)=\left\{y_{k, j}(t, \theta)\right\}_{k, j=1}^{n}$. Then, $|Y(t, \theta)|=\sum_{k, j=1}^{n}\left|y_{k, j}(t, \theta)\right|$, $B V[-h, 0]$ denotes the linear space of matrix valued functions $Y(t, \theta)$ with bounded variation in $\theta$ on $[-h, 0]$ for every $t \in J_{a}$ and $\operatorname{Var}_{[-h, 0]} Y(t, \cdot)=\sum_{k, j=1}^{n} \operatorname{Var}_{[-h, 0]} y_{k, j}(t, \cdot)$. Everywhere below $\mathbb{R}_{+}=(0, \infty), \overline{\mathbb{R}}_{+}=[0, \infty), \mathbb{N}_{0}=\mathbb{N} \bigcup\{0\}, J_{a}=[a-h, \infty), J_{a+M}=[a-h, a+$ $M], M \in \mathbb{R}_{+}$, and for $\left.Y(t)=\left(y_{1}(t), \ldots, y_{n}(t)\right)^{T}: J_{a} \rightarrow \mathbb{R}^{n}, \beta=\left(\beta_{1}, \ldots, \beta_{n}\right), \beta_{k}\right) \in[-1,1]$, $k \in\langle n\rangle$, we will use the notation $I_{\beta}(Y(t))=\operatorname{diag}\left(y_{1}^{\beta_{1}}(t), \ldots, y_{n}^{\beta_{n}}(t)\right)$, where $\Theta, I \in \mathbb{R}^{n \times n}$ are the zero and identity matrices, respectively.

With $\mathbf{C}_{a}^{*}=\operatorname{PC}\left([a-h, a], \mathbb{R}^{n}\right), a \in \mathbb{R}$, we denote the Banach space of all right continuous piecewise vector functions $\Phi=\left(\phi_{1}, \ldots, \phi_{n}\right)^{T}:[a-h, a] \rightarrow \mathbb{R}^{n}$ with norm $\left|\left|\Phi \|=\sup _{t \in[a-h, a]}\right| \Phi(t)\right|=\sum_{k=1}^{n} \sup _{t \in[a-h, a]}\left|\phi_{k}(t)\right|<\infty$. For the set $S^{\Phi}$ of all jump points of each function $\Phi \in \mathbf{C}_{a}^{*}$, we assume that the number of jump points is finite. By $\mathbf{C}_{a} \subset \mathbf{C}_{a}^{*}$, we assume the subspace of all continuous functions in $\mathbf{C}_{a}^{*}$.

Consider the following standard initial conditions for the system (1):

$$
\begin{equation*}
X(t)=\Phi(t)\left(x_{k}(t)=\phi_{k}(t), k \in\langle n\rangle\right), t \in[a-h, a], \Phi \in \mathbf{C}_{a}^{*} \tag{3}
\end{equation*}
$$

We say that for the kernels $U^{i}, V^{l}: \overline{\mathbb{R}}_{+} \times \mathbb{R} \rightarrow \mathbb{R}^{n \times n}, i \in\langle m\rangle_{0}, l \in\langle r\rangle$ the conditions
$(\mathbf{S})$ are fulfilled if the following conditions hold:
(S1) The functions $(t, \theta) \rightarrow U^{i}(t, \theta),(t, \theta) \rightarrow V^{l}(t, \theta)$ are measurable in $(t, \theta) \in J_{a} \times \mathbb{R}$ and normalized so that $U^{i}(t, \theta)=0, V^{l}(t, \theta)=0$ for $\theta \geq 0, U^{i}(t, \theta)=U^{i}\left(t,-\sigma_{i}\right)$ for $\theta \leq-\sigma_{i}, V^{l}(t, \theta)=V^{l}\left(t,-\tau_{l}\right)$ for $\theta \leq-\tau_{l}, t \in J_{a}$. For each $t \in J_{a}, l \in\langle r\rangle$, $i \in\langle m\rangle_{0}=\langle m\rangle \cup\{0\}$ the kernels $U^{i}(t, \theta)$ and $V^{l}(t, \theta)$ are continuous from the left in $\theta$ on $\left(-\sigma_{i}, 0\right)$ and $\left(-\tau_{l}, 0\right)$, respectively, and $U^{i}(t, \cdot), V^{l}(t, \cdot) \in B V[-h, 0]$.
(S2) For $t \in J_{a}$ and $\theta \in[-h, 0]$, the Lebesgue decompositions of the kernels have the following form:
$U^{i}(t, \theta)=U_{d}^{i}(t, \theta)+U_{a c}^{i}(t, \theta)+U_{s}^{i}(t, \theta)$ and $V^{l}(t, \theta)=V_{d}^{l}(t, \theta)+V_{a c}^{l}(t, \theta)+V_{s}^{l}(t, \theta)$,
respectively, $U^{i}(t, \theta)=\left\{a_{k j}^{i}(t) H\left(\theta+\sigma_{i}(t)\right)\right\}_{k, j=1}^{n}, \bar{V}^{l}(t, \theta)=\left\{\bar{a}_{k j}^{l}(t) H\left(\theta+\tau_{l}(t)\right)\right\}_{k, j=1}^{n}$, $H(t)$ is the Heaviside function, $A^{i}(t)=\left\{a_{k j}^{i}(t)\right\}_{k, j=1}^{n} \in L_{1}^{l o c}\left(J_{a} \times \mathbb{R}, \mathbb{R}^{n \times n}\right)$ are locally bounded, $\bar{A}^{l}(t)=\left\{\bar{a}_{k j}^{l}(t)\right\}_{k, j=1}^{n} \in C\left(J_{a}, \mathbb{R}^{n \times n}\right), \sigma_{i}(t), \tau_{l}(t) \in C\left(J_{a}, \overline{\mathbb{R}}_{+}\right), \sigma_{0}(t) \equiv 0$, for every $t \in J_{a}, \sup _{t \in J_{a}} \tau_{l}(t) \leq \tau_{l}, \sup _{t \in J_{a}} \sigma_{i}(t) \leq \sigma_{i}, l \in\langle r\rangle, i \in\langle m\rangle$ and $V_{c}^{l}(t, \theta)=$ $\left\{\bar{v}_{k, j}^{l}\right\}_{k, j \in\langle n\rangle}, V_{c}^{l}(\cdot, \theta)=V_{a c}^{l}(\cdot, \theta)+V_{s}^{l}(\cdot, \theta) \in C\left([a, a+\tau], \mathbb{R}^{n \times n}\right)$ for $\theta \in[-h, 0]$.
(S3) The functions $\operatorname{Var}_{[-\sigma, 0]} U^{i}(t, \cdot)$ and $\operatorname{Var}_{[-\tau, 0]} V^{l}(t, \cdot)$ are locally bounded in $J_{a}$, and the kernels $V^{l}(t, \theta)$ are uniformly nonatomic at zero [29,30], i.e., for every $\varepsilon>0$, there exists $\delta(\varepsilon)>0$ such that $\operatorname{Var}_{[-\delta, 0]} V^{l}(t, \cdot)<\varepsilon$.
(S4) For each $t^{*} \in J_{a}$, the following relations hold:

$$
\lim _{t \rightarrow t^{*}} \int_{-\sigma}^{0}\left|U^{i}(t, \theta)-U^{i}\left(t^{*}, \theta\right)\right| \mathrm{d} \theta=\lim _{t \rightarrow t^{*}} \int_{-\tau}^{0}\left|V^{l}(t, \theta)-V^{l}\left(t^{*}, \theta\right)\right| \mathrm{d} \theta=0
$$

and the sets $S_{\Phi}^{l}=\left\{t \in J_{a} \mid t-\tau_{l}(t) \in S^{\Phi}\right\}, S_{\Phi}^{i}=\left\{t \in J_{a} \mid t-\sigma_{i}(t) \in S^{\Phi}\right\}$ for every $l \in\langle r\rangle$ and $i \in\langle m\rangle$ do not have limit points [31].

Remark 1. Note that from Condition (S4), it follows that for all $l \in\langle r\rangle, i \in\langle m\rangle$ and $M \in \mathbb{R}_{+}$the sets $S_{\Phi}^{i}(M)=\left\{t \in[a, a+M] \mid t-\sigma_{i}(t) \in S^{\Phi}\right\}$ and $S_{\Phi}^{l}(M)=\left\{t \in[a, a+M] \mid t-\tau_{l}(t) \in S^{\Phi}\right\}$ are finite.

Definition 1. The vector function $X(t)=\left(x_{1}(t), \ldots, x_{n}(t)\right)^{T}$ is a solution of the initial problem (IP) (1), (3) in $J_{a+M}\left(J_{a}\right)$ if $\left.X\right|_{[a, a+M]} \in C\left([a, a+M], \mathbb{R}^{n}\right),\left(\left.X\right|_{J_{a}} \in C\left(J_{a}, \mathbb{R}^{n}\right)\right)$ satisfies system (1) for all $t \in(a, M](t \in(a, \infty))$ and initial condition (3) for $t \in[a-h, a]$.

Let us assume that the conditions (S) hold. Consider the following auxiliary system:

$$
\begin{align*}
& X(t)=\Phi(a)-\sum_{l=1}^{r} \int_{-\tau_{l}}^{0}\left[\mathrm{~d}_{\theta} V^{l}(a, \theta)\right] X(a+\theta)+\sum_{l=1}^{r} \int_{-\tau_{l}}^{0}\left[\mathrm{~d}_{\theta} V^{l}(t, \theta)\right] X(t+\theta) \\
& +I_{-1}(\Gamma(\alpha)) \int_{a}^{t} I_{\alpha-1}(t-\eta) \sum_{i=0}^{m} \int_{-\sigma_{i}}^{0}\left[\mathrm{~d}_{\theta} U^{i}(\eta, \theta)\right] X(\eta+\theta)  \tag{4}\\
& +I_{-1}(\Gamma(\alpha)) \int_{a}^{t} I_{\alpha-1}(t-\eta) F(\eta) \mathrm{d} \eta
\end{align*}
$$

or in more detailed form for $k \in\langle n\rangle$

$$
\begin{align*}
x_{k}(t) & =\phi_{k}(a)-\sum_{l=1}^{r}\left(\sum_{j=1}^{n} \int_{-h}^{0} \phi_{j}(a+\theta) \mathrm{d}_{\theta} v_{k j}^{l}(a, \theta)\right)+\sum_{l=1}^{r}\left(\sum_{j=1}^{n} \int_{-h}^{0} x_{j}(t+\theta) \mathrm{d}_{\theta} v_{k j}^{l}(t, \theta)\right) \\
& +\frac{1}{\Gamma\left(\alpha_{k}\right)} \int_{a}^{t}(t-\eta)^{\alpha_{k}-1} f_{k}(\eta) \mathrm{d} \eta  \tag{5}\\
& +\frac{1}{\Gamma\left(\alpha_{k}\right)} \int_{a}^{t}(t-\eta)^{\alpha_{k}-1}\left[\sum_{i=0}^{m}\left(\sum_{j=1}^{n} \int_{-h}^{0} x_{j}(\eta+\theta) \mathrm{d}_{\theta} u_{k j}^{i}(\eta, \theta)\right)\right] \mathrm{d} \eta .
\end{align*}
$$

Definition 2. The vector function $X(t)=\left(x_{1}(t), \ldots, x_{n}(t)\right)^{T}$ is a solution of the IP (4), (3) in $J_{a+M}\left(J_{a}\right)$ if $\left.X\right|_{[a, a+M]} \in C\left([a, a+M], \mathbb{R}^{n}\right),\left(\left.X\right|_{J_{a}} \in C\left(J_{a}, \mathbb{R}^{n}\right)\right)$ satisfies system (4) for all $t \in(a, M](t \in(a, \infty))$ and initial condition (3) for $t \in[a-h, a]$.

Let $M_{0} \in(0, h], a+M_{0}$ be an arbitrary initial point; $\Phi \in \mathbf{C}_{a}^{*}, \Psi(t) \in C\left(\left[a, a+M_{0}\right], \mathbb{R}^{n}\right)$ are arbitrary given functions with $\Psi(a)=\Phi(a)$. For the initial interval $\left[a-h, a+M_{0}\right]$, define the following initial function $\bar{\Phi}(t):\left[a-h, a+M_{0}\right] \rightarrow \mathbb{R}^{n}$ as $\bar{\Phi}(t)=\Phi(t), t \in$ $[a-h, a], \bar{\Phi}(t)=\Psi(t), t \in\left[a, a+M_{0}\right]$ and introduce the following initial condition:

$$
\begin{equation*}
X(t)=\bar{\Phi}(t) \text { for } t \in\left[a-h, a+M_{0}\right] \tag{6}
\end{equation*}
$$

Definition 3. The vector function $X(t)=\left(x_{1}(t), \ldots, x_{n}(t)\right)^{T}$ is a solution of IP (4) and (6) or of IP (1) and (6) in $\left(a+M_{0}, a+M_{0}+M\right]\left(\left(a+M_{0}, \infty\right)\right), M \in \mathbb{R}_{+}$if $\left.X\right|_{\left[a, a+M_{0}+M\right]} \in C([a, a+$ $\left.\left.M_{0}+M\right], \mathbb{R}^{n}\right),\left(\left.X\right|_{(a, \infty)} \in C\left((a, \infty), \mathbb{R}^{n}\right)\right)$ satisfies system (4) or system (1), respectively, for all $t \in\left(a+M_{0}, a+M_{0}+M\right]\left(\left(a+M_{0}, \infty\right)\right)$ and initial condition (6) for $t \in\left[a-h, a+M_{0}\right]$.

Lemma 1 ([23]). Let the following conditions be fulfilled:

1. The conditions (S) hold.
2. The function $F \in L_{1}^{\text {loc }}\left(J_{a}, \mathbb{R}^{n}\right)$ and is locally bounded.

Then, every solution $X(t)$ of IP (1), (3) is a solution of IP (4) and (3) and vice versa.
The next lemma treats the same problem for IP (4) and (6) and IP (1) and (6) in the case when the initial point does not coincide with the lower terminal of the fractional derivative.

Lemma 2. Let the following conditions be fulfilled:

1. The conditions ( $S$ ) hold.
2. The function $F \in L_{1}^{l o c}\left(J_{a}, \mathbb{R}^{n}\right)$ and is locally bounded.
3. Let $\Phi \in \mathbf{C}_{a}^{*}, M^{0} \in(0, h]$ be arbitrary and $\Psi(t) \in C\left(\left[a, a+M^{0}\right], \mathbb{R}^{n}\right)$ with $\Psi(a)=\Phi(a)$ be an arbitrary given function.
Then, every solution $X(t)$ of IP (1) and (6) is a solution of IP (4) and (6) and vice versa.
Proof. The proof is standard and analogical of the proof of Lemma 4 in [23] and, therefore, will be omitted.

Let $\Phi \in \mathbf{C}_{a}^{*}$ be arbitrary and introduce the sets $S_{\Phi}^{l}(M)=\left\{t \in[a, a+M] \mid t-\tau_{l}(t) \in\right.$ $\left.S^{\Phi}\right\}$ for every $M \in[0, h]$ and define $S_{\Phi}^{l}(M)=\varnothing$ when $t-\tau_{l}(t) \notin S^{\Phi}$ for $t \in[a, a+M]$. Obviously, from condition (S4) it follows that the sets $\bigcup_{l \in r} S_{\Phi}^{l}(M), M \in[0, h]$ are finite. Furthermore, it is not difficult to see that either $\bigcup_{l \in r} S_{\Phi}^{l}(0) \cap S^{\Phi}=\varnothing$, or $\bigcup_{l \in r} S_{\Phi}^{l}(0) \cap S^{\Phi}=\{a\}$. Note that it is possible that $a \notin \bigcup_{l \in r} S_{\Phi}^{l}(a)$, no matter whether $a \in S^{\Phi}$, or not. This case is considered in the next lemma.

## 3. Main Results

In our exposition below, we need the next two technical lemmas.
Lemma 3. Let the following conditions be fulfilled:

1. The conditions ( $S$ ) hold.
2. $\prod_{l \in\langle r\rangle} \tau_{l}(a)>0$.

Then, for every initial function $\Phi \in C_{a}^{*}$, there exists a constant $M^{*} \in(0, h]$ (eventually depending from $\Phi$ ) such that $\Phi\left(t-\tau_{l}(t)\right)$ is continuous in $\left[a, a+M^{*}\right]$ for all $l \in\langle r\rangle$.

Proof. (a) Let $\bigcup_{l \in\langle r\rangle} S_{\Phi}^{l}(0)=\varnothing$. Then, the functions $t-\tau_{l}(t)$ are continuous at $a$ for $l \in\langle r\rangle$ and since $S^{\Phi}$ and $\underset{l \in\langle r\rangle}{\bigcup} S_{\Phi}^{l}(0)=\varnothing$ are finite. Then, there exists $M_{a} \in(0, h]$ such that the
set $\bigcup_{l \in r} S_{\Phi}^{l}\left(M_{a}\right)=\varnothing$ and therefore $t-\tau_{l}(t)<a$ for $t \in\left(a, a+M_{a}\right]$. Thus, the functions $\Phi\left(t-\tau_{l}(t)\right)$ are continuous in $\left[a, a+M_{a}\right]$ (right continuous at $a$ ), $l \in\langle r\rangle$.
(b) Let $\bigcup_{l \in\langle r\rangle} S_{\Phi}^{l}(0) \neq \varnothing$. Let us assume the contrary, that for every $M_{b} \in(0, h]$, the set $\bigcup_{l \in r} S_{\Phi}^{l}\left(M_{b}\right) \neq \varnothing$. Then, there exists a monotone decreasing sequence $\left\{M_{q}\right\}_{q \in \mathbb{N}} \subset(0, h]$ , $M_{q+1} \subset M_{q}$ such that for each $M_{q}$ and some $l \in\langle r\rangle$, the sets $S_{\Phi}^{l}\left(M_{q}\right) \neq \varnothing$. Since the numbers $l \in\langle r\rangle$ are finitely many, then for at least one number $l_{*} \in\langle r\rangle$, there exists an infinite monotone decreasing subsequence $\left\{M_{q_{k}}\right\}_{k \in \mathbb{N}} \subset\left\{M_{q}\right\}_{q \in \mathbb{N}}$ such that the sets $S_{\Phi}^{l_{*}}\left(M_{q_{k}}\right) \neq \varnothing$ for each $k \in \mathbb{N}$. Thus, the set $S_{\Phi}^{l_{*}}(h)$ has at least one limit point, which contradicts condition (S6). Then, there exists $M_{b} \in(0, h]$ such that $t-\tau_{l}(t)<a$ for $t \in\left[a, a+M_{b}\right]$ and $\Phi\left(t-\tau_{l}(t)\right)$ is continuous in $\left[a, a+M_{b}\right]$.

Definition 4. For an initial function $\Phi \in \mathbf{C}_{a}^{*}$, the point $a$ is called a critical jump point concerning the kernel $V^{l}(t, \theta)$ if $a \in S^{\Phi}$ for this $l \in\langle r\rangle$ we have that $\tau_{l}(a)=0$ and there exists a constant $\varepsilon \in(0, h]$ (eventually depending from $\tau_{l}$ ), such that $t-\tau_{l}(t) \geq$ a for $t \in[a, a+\varepsilon]$.

Remark 2. It is simple to see that for an initial function $\Phi \in \mathbf{C}_{a}^{*}$, the point $a \in S^{\Phi}$ can be a critical jump point concerning more than one kernels $V^{l}(t, \theta)$ in partial for all of them.

The next lemma considers the important case in view of the applications (existence of fundamental matrix, integral representations, etc.) when $\bigcup_{l \in r} S_{\Phi}^{l}(a) \bigcap S^{\Phi} \neq \varnothing$, i.e., $a \in S^{\Phi}$ is a critical jump point concerning at least one kernel.

Lemma 4. Let the following conditions be fulfilled:

1. The conditions ( $S$ ) hold.
2. $\prod_{l \in\langle r\rangle} \tau_{l}(a)=0$.

Then for every initial function $\Phi \in \mathbf{C}_{a}^{*}$ with $a \in S^{\Phi}$, one of the following statements holds:
(i) There exists a constant $\varepsilon \in(0, h]$ (eventually depending from $\tau_{l}$ ) such that $\Phi\left(t-\tau_{l}(t)\right)$ is continuous for $t \in[a, a+\varepsilon]$.
(ii) The point $a \in S^{\Phi}$ is a critical jump point for $\Phi$ concerning a kernel $V^{l}(t, \theta)$, for some $l \in\langle r\rangle$.

Proof. Condition 2 implies that $a \in \bigcup_{l \in\langle r\rangle} S_{\Phi}^{l}(a)$ and let $l^{*} \in\langle r\rangle$ be an arbitrary number for which $\tau_{l^{*}}(a)=0$. From condition (S4), it follows that there exists a constant $\varepsilon \in(0, h]$ (eventually depending from $\tau_{l}$ ) such that either $t-\tau_{l^{*}}(t)<a$ and hence $\Phi\left(t-\tau_{l}^{*}(t)\right.$ ) is continuous for $t \in[a, a+\varepsilon]$, or $t-\tau_{l^{*}}(t) \geq a$ for $t \in(a, a+\varepsilon]$. Hence, $a \in S^{\Phi}$ is a critical jump point and statement (ii) holds. For the case when $l \in\langle r\rangle$ and $\tau_{l}(a)>0$ as in case (b) of Lemma 3, it can be proved that (i) holds.

Let us, for every $\Phi \in \mathbf{C}_{a}^{*}$, consider the following set:

$$
\begin{aligned}
E^{\Phi}= & \left\{\widetilde{G}:[a-h, \infty) \rightarrow \mathbb{R}^{n}|\widetilde{G}|_{J_{a}} \in C\left(J_{a}, \mathbb{R}^{n}\right) \bigcap B V\left([a, a+\tau], \mathbb{R}^{n}\right),\right. \\
& \widetilde{G}(t)=\Phi(t), t \in[a-h, a]\}
\end{aligned}
$$

and for $M \in(0, h]$ define the set $E_{M}^{\Phi}=\left\{G:[a-h, a+M] \rightarrow \mathbb{R}^{n}|G=\widetilde{G}|_{[a-h, a+M]}, \widetilde{G} \in\right.$ $\left.E^{\Phi}\right\}$ and a metric function $d_{M}^{\Phi}: E_{M}^{\Phi} \times E_{M}^{\Phi} \rightarrow \overline{\mathbb{R}}_{+}, d_{M}^{\Phi}\left(G, G^{*}\right)=\sum_{k=1}^{n} \sup _{t \in J_{a+M}}\left|g_{k}(t)-g_{k}^{*}(t)\right|$. It is clear that the set $E_{M}^{\Phi}$ endowed with the metric $d_{M}^{\Phi}: E_{M}^{\Phi} \times E_{M}^{\Phi} \rightarrow \overline{\mathbb{R}}_{+}$is a complete metric space concerning this metric.

Remark 3 (Lemma 1, [25]). Note that when $M \in(0, \tau]$ the defined above metric $d_{M}^{\Phi}$ is equivalent in $E_{M}^{\Phi}$ with the metric $\bar{d}_{M}^{\Phi}\left(G, G^{*}\right)=\operatorname{Var}_{t \in[a, a+M]}\left(G(t)-G^{*}(t)\right)=\sum_{k=1}^{n} \underset{t \in J_{a+M}}{\operatorname{Var}}\left|g_{k}(t)-g_{k}^{*}(t)\right|$.

Following the approach introduced in [21] and supposing that the conditions (S) hold, for arbitrary $M \in(0, \tau], k \in\langle n\rangle$ and for each $G_{M}=\left(g_{1}, \ldots, g_{n}\right)^{T} \in E_{M}^{\Phi}$ define the operator $\Re G(t)=\left(\Re_{1} g_{1}(t), \ldots, \Re_{n} g_{n}(t)\right)^{T}$ by the following:

$$
\begin{align*}
& \left.\left.\Re G(t)=\Phi(a)-\sum_{l=1}^{r} \int_{-\tau_{l}}^{0}\left[\mathrm{~d}_{\theta} V^{l}(a, \theta)\right] \Phi(a+\theta)\right)+\sum_{l=1}^{r} \int_{-\tau_{l}}^{0}\left[\mathrm{~d}_{\theta} V^{l}(t, \theta)\right] G(t+\theta)\right) \\
& +I_{-1}(\Gamma(\alpha)) \int_{a}^{t} I_{\alpha-1}(t-\eta)\left(\sum_{i=0}^{m} \int_{-\sigma_{i}}^{0}\left[\mathrm{~d}_{\theta} U^{i}(\eta, \theta)\right] G(\eta+\theta)\right.  \tag{7}\\
& +I_{-1}(\Gamma(\alpha)) \int_{a}^{t} I_{\alpha-1}(t-\eta) F(\eta) \mathrm{d} \eta
\end{align*}
$$

for $t \in(a, a+M)$ and the additional relations

$$
\begin{equation*}
\Re G(t)=\bar{\Phi}(t), t \in[a-h, a] ; \Re G(a+M)=\lim _{t \rightarrow(a+M)-0} \Re G(t) \tag{8}
\end{equation*}
$$

Theorem 1. Let the following conditions be fulfilled:

1. The conditions $(S)$ hold and the function $F \in L_{1}^{l o c}\left(J_{a}, \mathbb{R}^{n}\right)$ is locally bounded.
2. The initial function $\Phi \in \mathbf{C}_{a}^{*}$ is without a critical jump point.
3. $\Phi \in B V\left([a-\tau, a], \mathbb{R}^{n}\right)$.

Then there exists a constant $M_{0} \in(0, h]$ such that the operator $\left(\Re G_{M_{0}}\right)(t)=$ $\left(\Re_{1} g_{1}(t), \ldots, \Re_{n} g_{n}(t)\right)^{T}$ has a unique fixed point in the complete metric space $E_{M_{0}}^{\Phi}$, i.e., the IP (4), (3) has a unique local solution with interval of existence $J_{a+M_{0}}$.

Proof. Let $\Phi \in \mathbf{C}_{a}^{*}, \Phi \in B V\left([a-\tau, a], \mathbb{R}^{n}\right)$ be arbitrary and $a \in S^{\Phi}$ be not a critical jump point. Then, according to Lemmas 3 and 4 , we can choose $M^{*}=\min \left(M_{a}, M_{b}, \varepsilon, \tau\right)$ such that for every $l \in\langle r\rangle, t-\tau_{l}(t)<a$ for $t \in\left[a, a+M^{*}\right]$ and $\Phi\left(t-\tau_{l}(t)\right)$ are continuous in $\left[a, a+M^{*}\right]$. For $t \in\left(a, a+M^{*}\right]$ and arbitrary $G=\left(g_{1}, \ldots, g_{n}\right)^{T} \in E_{M}^{\Phi}$ we have the following:

$$
\begin{align*}
& \sum_{l=1}^{r}\left(\sum_{j=1}^{n} \int_{-h}^{0}\left(g_{j}(t+\theta)\right) \mathrm{d}_{\theta} v_{k j}^{l}(t, \theta)\right)=\sum_{l=1}^{r} \sum_{j=1}^{n} \bar{a}_{k j}^{l}(t) g_{j}\left(t-\tau_{l}(t)\right) \\
& +\sum_{j=1}^{n} \int_{-h}^{0} g_{j}(t+\theta) \mathrm{d}_{\theta} \bar{v}_{k j}^{l}(t, \theta)=\sum_{l=1}^{r} \sum_{j=1}^{n} \bar{a}_{k j}^{l}(t) \phi_{j}\left(t-\tau_{l}(t)\right)+\sum_{j=1}^{n} \int_{-h}^{0} g_{j}(t+\theta) \mathrm{d}_{\theta} \bar{v}_{k j}^{l}(t, \theta) \tag{9}
\end{align*}
$$

Let $j \in\langle n\rangle$ be arbitrary and since $t+\theta \leq t$ for each $t \in[a, a+\tau]$, we have that $\operatorname{Var}_{\theta \in[-\tau, 0]} g_{j}(t+\theta)<\infty$ and $\lim _{t \rightarrow \tilde{t}} \int_{-\tau}^{0}\left|g_{j}(\widetilde{t}+\theta)-g_{j}(t+\theta)\right| \mathrm{d} \theta=0$.

Then for every $k, j \in\langle n\rangle$ and $l \in\langle r\rangle$ integrating by parts, we obtain the following:

$$
\begin{align*}
\int_{-h}^{0} g_{j}(t+\theta) \mathrm{d}_{\theta} \bar{v}_{k j}^{l}(t, \theta) & =\int_{-\tau_{l}}^{0} g_{j}(t+\theta) \mathrm{d}_{\theta} \bar{v}_{k j}^{l}(t, \theta) \\
& =g_{j}\left(t-\tau_{l}\right) \bar{v}_{k j}^{l}\left(t,-\tau_{l}\right)-\int_{-\tau_{l}}^{0} \bar{v}_{k j}^{l}(t, \theta) \mathrm{d}_{\theta} g_{j}(t+\theta) \tag{10}
\end{align*}
$$

Since $\bar{v}_{k j}^{l}(t, 0)=0$ and $\widetilde{v}_{k j}^{l}(t, \theta)$ are continuous functions for $t \in J_{a}, \theta \in[-\tau, 0]$, then $\bar{v}_{k j}^{l}(t,-\tau)$ is a continuous function for $t \in\left[a, a+M^{*}\right]$ too. Furthermore, according to Lemma 1 in [31], the integral in the right side of (10) exists and is a continuous function for $t \in\left[a, a+M^{*}\right]$. Thus, the integral in the left side of (10) also exists and is a continuous function for $t \in\left[a, a+M^{*}\right]$; since the first addend in the right side of (9) is continuous in $\left(a, a+M^{*}\right]$, then $\Re_{k} g_{k}(t)$ for each $k \in\langle n\rangle$ is a continuous function for $t \in\left(a, a+M^{*}\right)$ too. Since for $k \in\langle n\rangle$, the right side of (10) is right continuous at $a$ and a continuous function for $t \in(a, a+M), M \in\left(0, M^{*}\right]$, then conditions (S5) and (S6) imply that for $k, j \in\langle n\rangle$ and $l \in\langle r\rangle$ the following relation holds:

$$
\lim _{t \rightarrow a+0} \int_{-h}^{0} g_{j}(t+\theta) \mathrm{d}_{\theta} \overline{\bar{v}}_{k j}^{l}(t, \theta)=\int_{-h}^{0} g_{j}(a+\theta) \mathrm{d}_{\theta} \bar{v}_{k j}^{l}(a, \theta)
$$

and hence $\Re_{k} g_{k}(t)$ is right continuous at $a$. Taking into account that the right side of (10) is left continuous at $a+M^{*}$ and a continuous function for $t \in\left(a, a+M^{*}\right)$, as stated above, we conclude that conditions (S3) and (S4) imply that for $k, j \in\langle n\rangle$ and $l \in\langle r\rangle$ the following relation holds:

$$
\lim _{t \rightarrow a+M-0} \int_{-h}^{0} g_{j}(t+\theta) \mathrm{d}_{\theta} v_{k j}^{l}(t, \theta)=\int_{-h}^{0} g_{j}(a+M+\theta) \mathrm{d}_{\theta} v_{k j}^{l}(a+M, \theta) .
$$

Then the right side of (7) is left continuous at $a+M^{*}$ and hence $\Re_{k} g_{k}(t)$ is a continuous function for $t \in\left[a, a+M^{*}\right]$. Thus, we proved that $\Re G \in E_{M}^{\Phi}$ and hence, $\Re E_{M}^{\Phi} \subseteq E_{M}^{\Phi}$ for $M \in\left(0, M^{*}\right]$.

Let $G, \bar{G} \in E_{M}^{\Phi}$ be arbitrary and since for $t \in\left[a, a+M^{*}\right]$ and $l \in\langle r\rangle$ we have $t-\tau_{l}(t)<$ $a$, then

$$
\begin{equation*}
G(t-\tau(t))=\bar{G}(t-\tau(t))=\Phi(t-\tau(t)) \tag{11}
\end{equation*}
$$

for $t \in\left[a, a+M^{*}\right]$, where $G(t-\tau(t))=\left(g_{1}\left(t-\tau_{1}(t)\right), \ldots, g_{n}\left(t-\tau_{n}(t)\right)\right)^{T}$.
Let $\varepsilon \in\left(0, \frac{1}{2 n}\right)$ be arbitrary. From condition (S3) it follows that there exists $\delta(\varepsilon) \in(0,1)$ such that $\operatorname{Var}_{[-\delta, 0]} V^{l}(t, \cdot)<\varepsilon$ for every $l \in\langle r\rangle$ and $t \in J_{a}$. For every $t \in[a, a+\delta]$ and $\theta \leq-\delta$ we have $t+\theta \leq a$ and then for arbitrary $G, \bar{G} \in E_{M}^{\Phi}$ we have that the following equality holds:

$$
\begin{equation*}
G(t+\theta)=\bar{G}(t+\theta)=\Phi(t+\theta) \tag{12}
\end{equation*}
$$

Let $\bar{M}=\min \left(M^{*}, \delta, 1\right)$; then, we obtain that $\sup _{t \in[a, a+\delta \mid} \sum_{l \in\langle r\rangle} \operatorname{Var}_{\theta \in[-\delta, 0]} V_{c}^{l}(t, \theta)=\mathbf{V}_{c}<\frac{1}{2}$ for $t \in[a, a+\bar{M}]$. Then from (9) and (12) for $t \in[a, a+\bar{M}]$ it follows that

$$
\begin{align*}
& \left|\sum_{l=1}^{r} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V^{l}(t, \theta)\right] G(t+\theta)-\sum_{l=1}^{r} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V^{l}(t, \theta)\right] \bar{G}(t+\theta)\right| \\
& \leq \mid \sum_{l=1}^{r} A^{l}(t)\left[G\left(t-\tau_{l}(t)\right)-\bar{G}\left(t-\tau_{l}(t)\right)\right] \\
& +\sum_{i=1}^{r} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V_{c}^{l}(t, \theta)\right](G(t+\theta)-\bar{G}(t+\theta)) \mid \\
& \leq \sum_{l=1}^{r}\left|A^{l}(t)\left(\Phi\left(t-\tau_{l}(t)\right)-\Phi\left(t-\tau_{l}(t)\right)\right)\right| \\
& +\sum_{i=1}^{r}\left|\int_{-\tau}^{-\delta}\left[\mathrm{d}_{\theta} V_{c}^{l}(t, \theta)\right](G(t+\theta)-\bar{G}(t+\theta))\right|  \tag{13}\\
& +\sum_{i=1}^{r} \mid \int_{-\delta}^{0}\left[\mathrm{~d}_{\theta} V_{c}^{l}(t, \theta)\right](G(t+\theta)-\bar{G}(t+\theta) \mid \\
& \leq \sum_{i=1}^{r}\left|\int_{-\tau}^{-\delta}\left[\mathrm{d}_{\theta} V_{c}^{l}(t, \theta)\right](\Phi(t+\theta)-\Phi(t+\theta))\right| \\
& +\sum_{i=1}^{r}\left|\int_{-\delta}^{0}\left[\mathrm{~d}_{\theta} V_{c}^{l}(t, \theta)\right](G(t+\theta)-\bar{G}(t+\theta))\right| \leq \mathbf{V}_{c} d_{M}^{\Phi}(G, \bar{G})<\frac{1}{2} d d_{\bar{M}}^{\Phi}(G, \bar{G}) .
\end{align*}
$$

Then for every for $t \in[a, a+\bar{M}]$ and $k \in\langle n\rangle$ from (7) and (12) we obtain the following estimation:

$$
\begin{align*}
& |\Re G(t)-\Re \bar{G}(t)| \leq \frac{1}{2} d \frac{\Phi}{M}(G, \bar{G}) \\
& +\left|I_{-1}(\Gamma(\alpha)) \int_{a}^{t} I_{\alpha-1}(t-\eta)\left(\sum_{i=0}^{m} \int_{-\sigma_{i}}^{0}\left[\mathrm{~d}_{\theta} U^{i}(\eta, \theta)\right](G(\eta+\theta)-\bar{G}(\eta+\theta))\right) \mathrm{d} \eta\right| \\
& \leq \frac{1}{2} d \frac{\Phi}{M}(G, \bar{G})+\left(C^{U} \int_{a}^{t}\left|I_{-1}(\Gamma(\alpha)) I_{\alpha-1}(t-\eta)\right| \mathrm{d} \eta\right) d_{\bar{M}}(G, \bar{G})  \tag{14}\\
& \leq\left(\frac{1}{2}+C^{U} \int_{a}^{t}\left|I_{-1}(\Gamma(\alpha)) I_{\alpha-1}(t-\eta)\right| \mathrm{d} \eta\right) d_{\bar{M}}(G, \bar{G})
\end{align*}
$$

where $C^{U}=\sum_{i \in\langle m\rangle_{0}} \sup _{s \in J_{a+\bar{M}}} \operatorname{Var}_{\theta \in[-\sigma, 0]} U^{i}(s, \theta)$. For the integral in the right side of (14), we have the following:

$$
\begin{align*}
& \left.\int_{a}^{t}\left|I_{-1}(\Gamma(\alpha)) I_{\alpha-1}(t-\eta)\right| \mathrm{d} \eta\right)=\sum_{k \in\langle n\rangle} \Gamma^{-1}\left(\alpha_{k}\right) \int_{a}^{t}(t-\eta)^{\alpha_{k}-1} \mathrm{~d} \eta \\
& =\sum_{k \in\langle n\rangle} \Gamma^{-1}\left(\alpha_{k}\right) \alpha_{k}^{-1}(t-a)^{\alpha_{k}}=\sum_{k \in\langle n\rangle} \frac{(t-a)^{\alpha_{k}}}{\Gamma\left(1+\alpha_{k}\right)}  \tag{15}\\
& \leq(t-a)^{\alpha_{\min }} \sum_{k \in\langle n\rangle} \frac{1}{\Gamma\left(1+\alpha_{k}\right)}=\Gamma^{*}(t-a)^{\alpha_{\min }} \leq \Gamma^{*} \bar{M}^{\alpha_{\min }}
\end{align*}
$$

where $\Gamma=\max _{k \in\langle n\rangle}\left(\frac{1}{\Gamma\left(1+\alpha_{k}\right)}\right)$ and $a_{\min }=\min _{k \in\langle n\rangle}\left(\alpha_{k}\right)$.

Let $q^{*} \in\left(\frac{1}{2}, 1\right)$ and choice $M_{0}=\min \left(\left(\frac{2 q^{*}-1}{2 C^{u} \Gamma^{*}}\right)^{\frac{1}{\alpha_{\text {min }}}}, \bar{M}\right)$. Then from (14) and (15) it follows that $d_{M_{0}}(\Re G, \Re \bar{G}) \leq q^{*} d_{M_{0}}(\bar{G}, G)$ and hence, the operator $\Re$ is contractive in $\mathbf{E}_{M_{0}}^{\Phi}$.

Remark 4. Note that without loss of generality, we can renumber all kernels so that those for which $a \in S^{\Phi}$ is a critical jump point have the numbers $V^{1}(t, \theta), \ldots, V^{q}(t, \theta), 0 \leq q \leq r$.

In the next theorem, for convenience we assume that this renumbering is made.
Remark 5. It is simple to see from the proof of Theorem 1 that the condition 3 of the Theorem 1 is necessary only for the proof that the Lebesgue-Stieltjes integral in the left side of (10) is a continuous function for $t \in[a-\tau, a]$. Obviously if the initial function $\Phi \in \mathbf{C}$, then condition 2 of Theorem 1 is ultimately fulfilled. According to Lemma 1 in [31], the mentioned integral is a continuous function for $t \in[a-\tau, a]$. Thus, in the case when $\Phi \in \mathbf{C}$ the condition $\Phi \in B V\left([a-\tau, a], \mathbb{R}^{n}\right)$ is unnecessary.

## Theorem 2. Let the following conditions be fulfilled:

1. Condition 1 of Theorem 1 holds.
2. The point $a \in S^{\Phi}$ is a critical jump point for the initial function $\Phi \in \mathbf{C}_{a}^{*}$ concerning at least one kernel $V^{l}(t, \theta)$.
3. $\sum_{l \in\langle r\rangle}\left|\bar{A}^{l}(a)\right|<1$.

Then, there exists a constant $M_{0} \in(0, h]$ such that the operator $\left(\Re G_{M_{0}}\right)(t)=$ $\left(\Re_{1} g_{1}(t), \ldots, \Re_{n} g_{n}(t)\right)^{T}$ has a unique fixed point in the complete metric space $E_{M_{0}}^{\Phi}$, i.e., the IP (4) and (3) have a unique local solution with an interval of existence $J_{a+M_{0}}$.

Proof. Let $\Phi \in \mathbf{C}_{a}^{*}, \Phi \in B V\left([a-\tau, a], \mathbb{R}^{n}\right)$ be arbitrary and $a \in S^{\Phi}$ be a critical jump point for $\Phi$ concerning the kernels $V^{1}(t, \theta), \ldots, V^{q}(t, \theta)$, for $1 \leq q \leq r$. Then, there exists a constant $\varepsilon\left(l_{1}\right) \in(0, h]$ (eventually depending from $\Phi$ ), such that $t-\tau_{1}(t) \geq a$ for $t \in\left(a, a+\varepsilon\left(l_{1}\right)\right]$. Since the kernels $V^{l}(t, \theta), l \in\langle q\rangle$ are finitely many, the constant $\varepsilon \in(0, h]$ can be chosen to be the same for all kernels. Obviously, for all other kernels $V^{q+1}(t, \theta), \ldots, V^{r}(t, \theta)$, according to Lemmas 3 and 4 , there exists a constant $M^{*} \in(0, \varepsilon]$ (eventually depending from $\tau_{l}$ ) such that $t-\tau_{l}(t)<a$ and $\Phi\left(t-\tau_{l}(t)\right)$ are continuous for $t \in\left[a, a+M^{*}\right]$.

Let $M \in\left(0, M^{*}\right], G \in E_{M}^{\Phi}$ be arbitrary and consider for $t \in(a, a+M)$ the operator $(\Re G)(t)=\left(\Re_{1} g_{1}(t), \ldots, \Re_{n} g_{n}(t)\right)^{T}$ defined with (7) and (8) in the proof of Theorem 1. As in Theorem 1, we can prove that for arbitrary $G \in E_{M}^{\Phi}$, we have $\Re G \in E_{M}^{\Phi}$ and hence, $\Re E_{M}^{\Phi} \subseteq E_{M}^{\Phi}$.

Let $G, \bar{G} \in E_{M}^{\Phi}$ be arbitrary. As shown above for $t \in\left[a, a+M^{*}\right]$ and $q+1 \leq l \leq r$ we have $t-\tau_{l}(t)<a$, and then (11) holds for $t \in\left[a, a+M^{*}\right]$ but only for $q+1 \leq$ $l \leq r$. From condition 2 , it follows that there exists $\widetilde{M} \in\left(0, \min \left(M^{*}, 1\right)\right]$ such that $\sup _{t \in(a, a+\tilde{M}]} \sum_{l \in\langle r\rangle}\left|\bar{A}^{l}(a)\right|=A^{*}<1$. Let $\varepsilon \in\left(0, \frac{1}{2 n}\right)$ be arbitrary. From condition (S3) it follows that there exists $\delta(\varepsilon) \in(0,1)$ such that $\operatorname{Var}_{[-\delta, 0]} V^{l}(t, \cdot)<\varepsilon$ for every $l \in\langle r\rangle$ and $t \in J_{a}$. For every $t \in[a, a+\delta]$ and $\theta \leq-\delta$ we have that $t+\theta \leq a$ and then we have that the equality (12) holds for arbitrary $G, \bar{G}$ and $\sup _{t \in[a, a+\delta]} \sum_{l \in\langle r\rangle} \operatorname{Var}_{\theta \in[-\delta, 0]} V_{c}^{l}(t, \theta)=\mathbf{V}_{c}<\frac{1-A^{*}}{2}$. Then for every $t \in[a, a+\bar{M}], \bar{M}=\min (\widetilde{M}, \delta)$, taking into account (12), we obtain the following:

$$
\begin{align*}
& \left|\sum_{l=1}^{r} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V^{l}(t, \theta)\right] G(t+\theta)-\sum_{l=1}^{r} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V^{l}(t, \theta)\right] \bar{G}(t+\theta)\right| \\
& \leq \mid \sum_{l=1}^{q} \bar{A}^{l}(t)\left[G\left(t-\tau_{l}(t)\right)-\bar{G}\left(t-\tau_{l}(t)\right)\right] \\
& +\sum_{i=1}^{r} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V_{c}^{l}(t, \theta)\right](G(t+\theta)-\bar{G}(t+\theta) \mid \\
& \leq \sup _{t \in(a, a+\bar{M}]} \sum_{l \in\langle r\rangle}\left|\bar{A}^{l}(t)\right| \mathrm{d}_{\bar{M}}^{\Phi}(G, \bar{G})+\sum_{i=1}^{r} \mid \int_{-\tau}^{-\delta}\left[\mathrm{d}_{\theta} V_{c}^{l}(t, \theta)\right](G(t+\theta)-\bar{G}(t+\theta) \mid  \tag{16}\\
& +\sum_{i=1}^{r} \mid \int_{-\delta}^{0}\left[\mathrm{~d}_{\theta} V_{c}^{l}(t, \theta)\right](G(t+\theta)-\bar{G}(t+\theta) \mid \\
& \leq A^{*} \mathrm{~d} \frac{\Phi}{M}(G, \bar{G})+\sum_{i=1}^{r}\left|\int_{-\delta}^{0}\left[\mathrm{~d}_{\theta} V_{c}^{l}(t, \theta)\right](G(t+\theta)-\bar{G}(t+\theta))\right| \\
& <A^{*} \mathrm{~d} \frac{\Phi}{M}(G, \bar{G})+\frac{1-A^{*}}{2} \mathrm{~d}_{\bar{M}}^{\Phi}(G, \bar{G})=\frac{1+A^{*}}{2} \mathrm{~d}_{\bar{M}}^{\Phi}(G, \bar{G}) .
\end{align*}
$$

Then for every $t \in[a, a+\bar{M}]$ as in (14) taking into account (15) and (16) we obtain the following:

$$
\begin{align*}
|\Re G(t)-\Re \bar{G}(t)| & \leq \frac{1+A^{*}}{2} \mathrm{~d} \frac{\Phi}{M}(G, \bar{G})+C^{U} \Gamma^{*} \bar{M}^{\alpha_{\min }} \mathrm{d} \frac{\Phi}{M}(G, \bar{G})  \tag{17}\\
& =\left(\frac{1+A^{*}}{2}+C^{U} \Gamma^{*} \bar{M}^{\alpha_{\min }}\right) \mathrm{d} \frac{\Phi}{M}(G, \bar{G})
\end{align*}
$$

Let $q^{*} \in\left(\frac{1+A^{*}}{2}, 1\right)$ and choose $M_{0}=\left(\frac{2 q^{*}-1-A^{*}}{2 C^{U} \Gamma^{*}}\right)^{\frac{1}{\alpha_{\text {min }}}}$. Then from (17) it follows that $d_{M_{0}}(\Re G, \Re \bar{G}) \leq q^{*} d_{M_{0}}(\bar{G}, G)$ and hence, the operator $\Re$ is contractive in $\mathbf{E}_{M_{0}}^{\Phi}$.

Remark 6. It is not difficult to see that the statement of Theorem 2 remains true if instead of condition 3, the following weakened condition $\sum_{l=1}^{q}\left|\bar{A}^{l}(a)\right|<1$ holds, wherein in the left side, the matrices $\bar{A}^{l}$ in $V_{d}^{l}$ take part only of these kernels $V^{l}$ for which $a \in S^{\Phi}$ is a critical jump point concerning them.

Remark 7. Let $\Phi \in \mathbf{C}$. Then, since the point $a \notin S^{\Phi}$, it cannot be a critical jump point for the initial function $\Phi \in \mathbf{C}$. Thus, conditions 2 and 3 of Theorem 2 are unnecessary, i.e., in this case, Theorems 1 and 2 coincide.

Let us assume that the initial function $\Phi \in \mathbf{C}_{a}^{*}$ is arbitrary and either the conditions of Theorem 1 or Theorem 2 hold. Then, according to Theorem 1 or Theorem 2, there exists a constant $M_{0} \in(0, h]$ and a function $X_{0}(t): J_{a+M_{0}} \rightarrow \mathbb{R}^{n}$ such that $X_{0}(t)$ is a local solution of IP (4) and (3). Since $X_{0}(t) \in C\left(\left[a, a+M_{0}\right], \mathbb{R}^{n}\right)$ and $X_{0}(a)=\Phi(a)$, then we can define the initial function $\bar{\Phi}(t):\left[a-h, a+M_{0}\right] \rightarrow \mathbb{R}^{n}$ for initial condition (6) as follows:

$$
\begin{equation*}
\bar{\Phi}(t)=\Phi(t), t \in[a-h, a] \text { and } \bar{\Phi}(t)=X^{0}(t), t \in\left[a, a+M_{0}\right] \tag{18}
\end{equation*}
$$

Let us consider IP (4) and (6) for $t>a+M_{0}$ with the initial function $\bar{\Phi}(t)$ defined with (18). Then, for both cases considered in Theorem 1 and 2, the following statement holds.

Theorem 3. Let the following conditions be fulfilled:

1. Condition 1 of Theorem 1 holds.
2. Either condition 2 of Theorem 1, or conditions 2 and 3 of Theorem 2 are fulfilled.

Then there exists a constant $\widetilde{M}_{0} \in(0, h]$ such that IP (4) and (6) have a unique local solution with interval of existence $J_{a+M_{0}+\widetilde{M}_{0}}$.

Proof. Let us, for definiteness, assume that the conditions of Theorem 2 hold for an initial function $\Phi \in \mathbf{C}_{a}^{*}$, and $X^{0}(t) \in C\left(\left[a, a+M_{0}\right], \mathbb{R}^{n}\right)$ is the corresponding local solution for IP (4) and (3), with $M_{0} \in(0, h]$ existing according to Theorem 2. Define the initial function $\bar{\Phi}(t):\left[a-h, a+M_{0}\right] \rightarrow \mathbb{R}^{n}$ by (18) and consider IP (4) and (6) for $t>a+M_{0}$ with the initial function $\bar{\Phi}(t)$ (i.e., when (6) $\Psi(t)=X^{0}(t)$, $\left.t \in\left[a, a+M_{0}\right]\right)$ and consider the IP.

Let us, for the defined $\bar{\Phi}(t)$ as above, introduce the following set:

$$
\begin{aligned}
& E^{\bar{\Phi}}=\left\{\widetilde{G}:[a-h, \infty) \rightarrow \mathbb{R}^{n}|\widetilde{G}|_{\left[a+M_{0}, \infty\right)} \in C\left(\left[a+M_{0}, \infty\right), \mathbb{R}^{n}\right) \bigcap B V\left([a, a+\tau], \mathbb{R}^{n}\right)\right. \\
& \left.\widetilde{G}(t)=\bar{\Phi}(t), t \in\left[a-h, a+M_{0}\right]\right\} .
\end{aligned}
$$

For $M \in \mathbb{R}_{+}$define the set $E_{M}^{\bar{\Phi}}=\left\{G:\left[a-h, a+M_{0}+M\right] \rightarrow \mathbb{R}^{n}|G=\widetilde{G}|_{\left[a-h, a+M_{0}+M\right]}\right.$, $\left.\widetilde{G} \in E^{\bar{\Phi}}\right\}$ with a metric function $\mathrm{d}_{M}^{\bar{\Phi}}(G, \bar{G})=\sum_{k=1}^{n} \sup _{t \in J_{a+M_{0}+M}}\left|g_{k}(t)-\bar{g}_{k}(t)\right|, G, \bar{G} \in E_{M}^{\bar{\Phi}}$ are arbitrary and then the set $E_{M}^{\bar{\Phi}}$ is a complete metric space concerning this metric. For each $G=\left(g_{1}, \ldots, g_{n}\right)^{T} \in E_{M}^{\bar{\Phi}}$ using (4), we define the point-wise operators $\Re G(t)=$ $\left(\Re_{1} g_{1}(t), \ldots, \Re_{n} g_{n}(t)\right)^{T}$ by the following:

$$
\begin{align*}
& \left.\Re G(t)=\Phi(a)-\sum_{l=1}^{r} \int_{-\tau_{l}}^{0}\left[\mathrm{~d}_{\theta} V^{l}(a, \theta)\right] \Phi(a+\theta)\right)+\sum_{l=1}^{r} \int_{-\tau_{l}}^{0}\left[\mathrm{~d}_{\theta} V^{l}(t, \theta)\right] G(t+\theta) \\
& +I_{-1}(\Gamma(\alpha)) \int_{a}^{t} I_{\alpha-1}(t-\eta)\left(\sum_{i=0}^{m} \int_{-\sigma_{i}}^{0}\left[\mathrm{~d}_{\theta} U^{i}(\eta, \theta)\right] G(\eta+\theta)\right.  \tag{19}\\
& +I_{-1}(\Gamma(\alpha)) \int_{a}^{t} I_{\alpha-1}(t-\eta) F(\eta) \mathrm{d} \eta
\end{align*}
$$

for $t \in\left(a+M_{0}, a+M_{0}+M\right)$ with the following conditions:

$$
\begin{equation*}
\Re G(t)=\bar{\Phi}(t), t \in\left[a-h, a+M_{0}\right] ; \Re G\left(a+M^{0}+M\right)=\lim _{t \rightarrow\left(a+M_{0}+M\right)-0} \Re G(t) \tag{20}
\end{equation*}
$$

It is clear that if $M_{0} \geq \tau$ then the third addend is a continuous function for $t \in$ $\left[a+M_{0}, a+M_{0}+M\right]$ for every $G \in E_{M}^{\Phi}$. Then, $\Re G(t)$ is a continuous function in $[a+$ $\left.M_{0}, a+M_{0}+M\right]$ too, and the relations (18) hold. Thus $\Re E_{M}^{\Phi} \subseteq E_{M}^{\Phi}$ for every $M \in\left(0, M_{0}\right]$.

Consider the case when $M \in\left(0, \tau-M_{0}\right]$ and let $M \in\left(0, \tau-M_{0}\right]$ be arbitrary. Since the point $t=a+M_{0}$ is not a jump point for $\bar{\Phi}(t)$, then according to Lemma 3 point (b), there exists a constant $M_{1} \in\left(0, \tau-M_{0}\right]$ such that $\bar{\Phi}\left(t-\tau_{l}(t)\right)$ is continuous for $t \in\left[a+M_{0}, a+M_{0}+M_{1}\right]$. In addition, as was mentioned above, we can renumber all kernels so that for $l \in\langle q\rangle$ we have that $a+M_{0}-\tau_{l}\left(a+M_{0}\right) \geq a$ and for $q+1 \leq l \leq r$ the inequality $a+M_{0}-\tau_{l}\left(a+M_{0}\right)<a$ holds. Then, there exists a constant $\widetilde{M} \in\left(0, M_{1}\right]$ such that for every $t \in\left[a+M_{0}, a+M_{0}+\widetilde{M}\right]$, we have $t-\tau_{l}(t) \geq a$ when $l \in\langle q\rangle, q \in\langle r\rangle_{0}$ and $t-\tau_{l}(t)<a$ for $q+1 \leq l \leq r$.

Then for each $t \in\left[a+M_{0}, a+M_{0}+\tilde{M}\right]$ and every $G \in E_{\bar{M}}^{\bar{\Phi}}$ we have the following:

$$
\begin{align*}
& \sum_{l=1}^{r} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V^{l}(t, \theta)\right] G(t+\theta)=\sum_{l=1}^{r} A^{l}(t) G(t-\tau(t))+\sum_{i=1}^{r} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V_{c}^{l}(t, \theta)\right] G(t+\theta) \\
& =\sum_{l=1}^{q} \bar{A}^{l}(t) X^{0}(t-\tau(t))+\sum_{l=q+1}^{r} \bar{A}^{l}(t) \Phi(t-\tau(t))+\sum_{i=1}^{r} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V_{c}^{l}(t, \theta)\right] G(t+\theta) . \tag{21}
\end{align*}
$$

Note that the cases $q=0$ or $q=r$ are not excluded; it depends only on the values at $t=a+M_{0}$ of the delays $\left.\tau_{l}(t), l \in\langle r\rangle\right)$. Thus, as shown above, we conclude that the third addend is a continuous function for $t \in\left[a+M_{0}, a+M_{0}+\widetilde{M}\right]$ and hence, $\Re G(t)$ is a continuous function in $t \in\left[a+M_{0}, a+M_{0}+\widetilde{M}\right]$. Hence, $\Re G\left(a+M_{0}+\widetilde{M}\right)=$
$\lim _{\left.+M_{0}+\widetilde{M}\right)-0} \Re G(t)$. Since $X^{0}(t) \in C\left(\left[a, a+M_{0}\right], \mathbb{R}^{n}\right)$ and satisfy (4) for $t=a+M_{0}$, we $t \rightarrow\left(a+M_{0}+\widetilde{M}\right)-0$ obtain the following:

$$
\begin{aligned}
& \lim _{t \rightarrow a+M_{0}+0} \Re G(t)=\lim _{t \rightarrow a+M_{0}+0}\left[\Phi(a)-\sum_{l=1}^{r} \int_{-\tau_{l}}^{0}\left[\mathrm{~d}_{\theta} V^{l}(a, \theta)\right] \Phi(a+\theta)\right. \\
& +\sum_{l=1}^{r} \int_{-\tau_{l}}^{0}\left[\mathrm{~d}_{\theta} V^{l}\left(a+M_{0}, \theta\right)\right] G\left(a+M_{0}+\theta\right) \\
& +I_{-1}(\Gamma(\alpha)) \int_{a}^{a+M_{0}} I_{\alpha-1}\left(a+M_{0}-\eta\right) \sum_{i=0}^{m} \int_{-\sigma_{i}}^{0}\left[\mathrm{~d}_{\theta} U^{i}(\eta, \theta)\right] G(\eta+\theta) \\
& \left.+I_{-1}(\Gamma(\alpha)) \int_{a}^{a+M_{0}} I_{\alpha-1}\left(a+M_{0}-\eta\right) F(\eta) \mathrm{d} \eta\right] \\
& =\lim _{t \rightarrow a+M_{0}+0} X^{0}\left(a+M_{0}\right)=\bar{\Phi}\left(a+M_{0}\right)
\end{aligned}
$$

and therefore $\Re E_{M}^{\bar{\Phi}} \subseteq E_{M}^{\bar{\Phi}}$ for each $M \in(0, \tilde{M}]$.
Let $G, \bar{G} \in E_{\widetilde{M}}^{\bar{\Phi}}$ be arbitrary. Taking into account (21), we have the following:

$$
\begin{align*}
& \left.\left.|\Re G(t)-\Re \bar{G}(t)| \leq \sum_{l=1}^{r} \mid \int_{-\tau_{l}}^{0}\left[\mathrm{~d}_{\theta} V^{l}(t, \theta)\right](G(t+\theta))-\bar{G}(t+\theta)\right)\right) \mid \\
& +\mid I_{-1}(\Gamma(\alpha)) \int_{a}^{t} I_{\alpha-1}(t-\eta)\left(\sum_{i=0_{-\sigma_{i}}}^{m} \int_{\theta}^{0}\left[\mathrm{~d}_{\theta} U^{i}(\eta, \theta)\right](G(\eta+\theta)-\bar{G}(\eta+\theta)) \mid\right.  \tag{22}\\
& \leq\left|\sum_{i=1}^{r} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V_{c}^{l}(t, \theta)\right](G(t+\theta)-\bar{G}(\eta+\theta))\right| \\
& +\left(C^{U} \int_{a}^{t}\left|I_{-1}(\Gamma(\alpha)) I_{\alpha-1}(t-\eta)\right| \mathrm{d} \eta\right) \mathrm{d}_{\bar{M}}^{\Phi}(G, \bar{G}) .
\end{align*}
$$

Let $\varepsilon \in\left(0, \frac{1}{2 n}\right)$ be arbitrary. From condition (S3) it follows that there exists $\delta(\varepsilon) \in(0,1)$ such that $\operatorname{Var}_{[-\delta, 0]} V^{l}(t, \cdot)<\varepsilon$ for every $l \in\langle r\rangle$ and $t \in J_{a}$. For every $t \in\left[a+M_{0}, a+M_{0}+\delta\right]$ and $\theta \leq-\delta$ we have that $t+\theta \leq a$. Then for arbitrary $G, \bar{G} \in E_{\widetilde{M}}^{\bar{M}}$ and $t \in\left[a+M_{0}, a+\right.$ $\left.M_{0}+\delta\right]$ we have that the following equality holds:

$$
\begin{equation*}
G(t+\theta)=\bar{G}(t+\theta)=\bar{\Phi}(t+\theta) \tag{23}
\end{equation*}
$$

Let $\bar{M}=\min (\tilde{M}, \delta)$. Then, we obtain that $\sup _{t \in\left[a+M_{0}, a+M_{0}+\bar{M}\right]} \sum_{l \in\langle r\rangle} \operatorname{Var}_{\theta \in[-\delta, 0]} V_{c}^{l}(t, \theta)$ $=\mathbf{V}_{c}<\frac{1}{2}$ for $t \in\left[a+M_{0}, a+M_{0}+\bar{M}\right]$.

For every $t \in\left[a+M_{0}, a+M_{0}+\bar{M}\right]$, from (23) it follows that

$$
\begin{align*}
& \left|\sum_{i=1}^{r} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V_{c}^{l}(t, \theta)\right](G(t+\theta)-\bar{G}(\eta+\theta))\right| \\
& \leq\left|\sum_{i=1}^{r} \int_{-\tau}^{-\delta}\left[\mathrm{d}_{\theta} V_{c}^{l}(t, \theta)\right](G(t+\theta)-\bar{G}(\eta+\theta))\right| \\
& +\left|\sum_{i=1}^{r} \int_{-\delta}^{0}\left[\mathrm{~d}_{\theta} V_{c}^{l}(t, \theta)\right](G(t+\theta)-\bar{G}(\eta+\theta))\right|  \tag{24}\\
& \leq\left|\sum_{i=1}^{r} \int_{-\tau}^{-\delta}\left[\mathrm{d}_{\theta} V_{c}^{l}(t, \theta)\right](\bar{\Phi}(t+\theta)-\bar{\Phi}(\eta+\theta))\right| \\
& +\frac{1}{2} \mathrm{~d}_{\bar{M}}^{\bar{\Phi}}(G, \bar{G})=\frac{1}{2} \mathrm{~d} \frac{\bar{\Phi}}{M}(G, \bar{G}) .
\end{align*}
$$

Thus from (15), (22) and (24) for $t \in\left[a+M_{0}, a+M_{0}+\bar{M}\right]$ we obtain the following:

$$
\begin{equation*}
|\Re G(t)-\Re \bar{G}(t)| \leq\left(\frac{1}{2}+C^{U} \Gamma^{*} \bar{M}^{\alpha_{\min }}\right) \mathrm{d} \frac{\bar{M}}{M}(G, \bar{G}) \tag{25}
\end{equation*}
$$

Let, as shown above, $q^{*} \in\left(\frac{1}{2}, 1\right)$ and choose $\bar{M}_{0}=\min \left(\left(\frac{2 q^{*}-1}{2 C^{u} \Gamma^{*}}\right)^{\frac{1}{\alpha_{\min }}}, \bar{M}\right)$. Then from (25), it follows that $d_{M_{0}}(\Re G, \Re \bar{G}) \leq q^{*} d_{M_{0}}(\bar{G}, G)$ and hence, the operator $\Re$ is contractive in $\mathbf{E}_{\bar{M}_{0}}^{\bar{\Phi}}$.

Remark 8. We emphasize that the case when the right endpoint of the initial interval for some IP is a critical jump point concerning some kernel is possible only when the right endpoint coincides with the lower terminal of the fractional derivative. Thus, we can conclude that condition 3 of Theorem 2 is needed only for the existence of the local solution of the IP when the right endpoint is a jump point for the initial function and coincides with the lower terminal of the fractional derivative.

Let us assume that there exist two solutions $X_{1}(t)$ and $X_{2}(t)$ of the IP (4), (3), with intervals of existence $J_{a+M_{1}}$ and $J_{a+M_{2}}$ where $M_{1}<M_{2}$. Then obviously we have that $X_{1}(t)=X_{2}(t)$ for $t \in J_{a+M_{1}}$ and hence, $X_{2}(t)$ is a continuation of $X_{1}(t)$. A solution $X^{*}(t)$ with intervals of existence $J_{a+M^{*}}$ is a maximal solution of the IP (4) and (3) if $X^{*}(t)$ is a continuation of each solution of IP (4) and (3).

Theorem 4. Let the conditions of Theorem 3 hold.
Then IP (4) and (3) have a unique global solution with the interval of existence $J_{a}$.
Proof. Let IP (4) and (3) have a maximal solution $X^{*}(t)$ and assume that the interval of existence $J_{a+M^{*}}$ is closed from right. Then, using $X^{*}(t)$ instead $X^{0}(t)$ in (18) and applying Theorem 3, we obtain a continuation of $X^{*}(t)$ which contradicts our assumption. Thus the interval of existence of the maximal solution $X^{*}(t)$ has the form $\left[a, a+M^{*}\right)$. Let us assume that $M^{*}<\infty$. Then since the right side of Equation (4) is a continuous function in $\left(a, a+M^{*}\right)$ and the limit when $t \rightarrow a+M^{*}-0$ exists, then we obtain that $X^{*}(t)$ satisfies Equation (4) at $t=a+M^{*}$ too, i.e., we obtain a continuation of $X^{*}(t)$ which contradicts our assumption that $X^{*}(t)$ is a maximal solution. Thus $M^{*}=\infty$.

Remark 9. As shown above, we can establish that if $\Phi \in \mathbf{C}$, then condition 2 of Theorem 3 is unnecessary, and the statements of Theorems 3 and 4 are still true.

## 4. Applications

Introduce the matrix functions $\Phi^{*}(t, s)=\left\{\varphi_{i, j}^{*}(t, s)\right\}_{i, j \in\langle n\rangle} \bar{\Phi}^{*}(t, s)=\left\{\bar{\varphi}_{i, j}^{*}(t, s)\right\}_{i, j \in\langle n\rangle}:$ $\mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}^{n \times n}$ as follows: for eachs $\in J_{a}, \Phi^{*}(t, s)=\Theta, t<s ; \Phi^{*}(t, s)=I, t=$ $s ; \Phi^{*}(t, s)=\Theta, s<a$. For every $s \in[a-h, a]$ we define the following: $\bar{\Phi}^{*}(t, s)=\Theta, t<s$; $\bar{\Phi}^{*}(t, s)=I, a-h \leq s \leq t \leq a ; \bar{\Phi}^{*}(t, s)=\Theta, s<a-h$.

Let $s \in J_{*}$ be an arbitrary fixed number, and consider the following matrix system:

$$
\begin{equation*}
D_{a+}^{\alpha}\left(Y(t, s)-\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right] Y(t+\theta, s)\right)=\int_{-h}^{0}\left[\mathrm{~d}_{\theta} U(t, \theta)\right] Y(t+\theta, s), t \in(\max (a, s), \infty) \tag{26}
\end{equation*}
$$

and the following two initial conditions

$$
\begin{equation*}
Y(t, s)=\Phi^{*}(t, s) \text { for } t \in[s-h, s], \text { when } s \geq a \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
Y(t, s)=\bar{\Phi}^{*}(t, s) \text { for } t \in[s, a], \text { when } s \in[a-h, a] \tag{28}
\end{equation*}
$$

For each fixed $s \geq a$, the matrix valued function $t \rightarrow C(t, s)=\left\{\gamma_{k j}(t, s)\right\}_{k, j=1}^{n}, C(\cdot, s):$ $J_{s} \rightarrow \mathbb{R}^{n \times n}$ is called a solution of matrix IP (26) and (27) if $C(\cdot, s): J_{s} \rightarrow \mathbb{R}^{n \times n}$ is continuous in $t$ on $J_{s}$ and satisfies the matrix Equation (26) for $t \in(s, \infty)$, as well as the initial condition (27) too. As in the integer case, we call the matrix $C(t, s)$ a fundamental matrix of the system (2).

Analogically for each fixed $s \in[a-h, a]$, the matrix valued function $t \rightarrow Q(t, s)=$ $\left\{q_{k j}(t, s)\right\}_{k, j=1}^{n}, Q(\cdot, s): J_{a} \rightarrow \mathbb{R}^{n \times n}$ is called a solution of the IP (26), (28), if $Q(\cdot, s): J_{a} \rightarrow$ $\mathbb{R}^{n \times n}$ is continuous in $t$ on $J_{a}$ and satisfies the matrix Equation (26) for $t \in(a, \infty)$ as well as the initial condition (28).

Lemma 5. Let the conditions of Theorem 3 hold.
Then the following statements hold:

1. For every fixed $s \in J_{a}$ the IP (26), (27) has a unique solution $C(\cdot, s): J_{s} \rightarrow \mathbb{R}^{n \times n}$ in $J_{s}$.
2. For every fixed $s \in[a-h, a]$ the $I P(26)$, (28) has a unique solution $Q(\cdot, s): J_{a} \rightarrow \mathbb{R}^{n \times n}$ in $J_{a}$.

Proof. The proof is evident but for completeness, we will sketch them. It is simple to see that for each $j \in\langle n\rangle$ the column vector function $\bar{\Phi}_{j}^{*}(t, s)=\left(\bar{\varphi}_{i, j}^{*}(t, s), \ldots, \bar{\varphi}_{n, j}^{*}(t, s)\right)^{T} \in$ $\mathbf{C}_{a}{ }^{*}$ for every $s \in[a-h, a]$ and $\Phi_{j}^{*}(t, s)=\left(\varphi_{i, j}^{*}(t, s), \ldots, \varphi_{n, j}^{*}(t, s)\right)^{T} \in \mathbf{C}_{s}{ }^{*}$ for each fixed $s \geq a$.

Let $s \in J_{a}$ be an arbitrary fixed number and for $j \in\langle n\rangle$ consider the IP (2), (3) in $J_{s}$ with initial point $s \in J_{a}$ and initial function $\Phi_{j}^{*}(t, s)$ and hence, all conditions of Theorem 3 are fulfilled. Then it follows that for each $j \in\langle n\rangle$, IP (2) and (3) possess a unique solution $X^{j}(t, s)=\left(\gamma_{1 j}(t, s), \ldots, \gamma_{n j}(t, s)\right)^{T}$ in $J_{s}$ and thus, the matrix $C(t, s)=\left(X^{1}(t, s), \ldots, X^{n}(t, s)\right)$, $C(\cdot, s):[s, \infty) \rightarrow \mathbb{R}^{n \times m}$ is a unique solution of IP (26) and (7) in $J_{s}$. The proof of point 2 is fully analogical.

Remark 10. Note that for every $t \in J_{a}$, the functions $C(t, \cdot): J_{a} \rightarrow \mathbb{R}^{n \times n}$ and $Q(t, \cdot):[a-$ $h, a] \rightarrow \mathbb{R}^{n \times n}$ are locally bounded and locally Lebesgue integrable in s (it follows from Theorem 3 in [23]). Furthermore, the relation $C(t, s)=Q(t, s)$ for all $t \in J_{a}$ holds, only when $s=a$, i.e., $G(t, a)=Q(t, a)$.

For arbitrary initial function $\Phi \in \mathbf{C}_{a}^{*}$ with $\Phi \in B V\left([a-h, a], \mathbb{R}^{n}\right)$, we introduce the following vector function:

$$
\begin{equation*}
X_{\Phi}(t)=\int_{a-h}^{a} Q(t, s) \mathrm{d}_{s} \widetilde{\Phi}(s), t \in J_{a} \tag{29}
\end{equation*}
$$

where $\widetilde{\Phi}(t)=\Phi(t)$ for $t \in(a-h, a], \widetilde{\Phi}(a-h)=0$ and since $Q(t, \cdot):[a-h, a] \rightarrow \mathbb{R}^{n \times n}$ are locally bounded and locally Lebesgue integrable in s. Then, the Lebesgue-Stieltjes integral in (29) exists. Furthermore, virtue of from Lemma 1 in [31], we can conclude that the vector function $X_{\Phi}$ defined by equality (29) and the integral $\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right] Q(t+\theta, s)$ are continuous functions for $t \in J_{a}$.

Theorem 5. Let the conditions of Theorem 3 hold.
Then the vector function $X_{\Phi}(t)$ defined with (29) is a unique solution of IP (2) and (3) for arbitrary $\Phi \in \mathbf{C}_{a}^{*}$ with $\Phi \in B V\left([a-h, a], \mathbb{R}^{n}\right)$.

Proof. It is not difficult to check that for $t \in[a-h, a]$,

$$
\begin{aligned}
X_{\Phi}(t)=\int_{a-h}^{a} Q(t, s) \mathrm{d}_{s} \widetilde{\Phi}(s) & =\int_{a-h}^{t} Q(t, s) \mathrm{d}_{s} \widetilde{\Phi}(s)+\int_{t}^{a} Q(t, s) \mathrm{d}_{s} \widetilde{\Phi}(s) \\
& =\int_{a-h}^{t} I \mathrm{~d}_{s} \widetilde{\Phi}(s)=\widetilde{\Phi}(t)-\widetilde{\Phi}(a-h)=\Phi(t)
\end{aligned}
$$

i.e., $X_{\Phi}(t)$ satisfies the initial condition (3).

Substituting in the first addend in the left side of (2) the vector function $X_{\Phi}(t)$ we obtain the following:

$$
\begin{equation*}
{ }_{C} D_{a+}^{\alpha} X_{\Phi}(t)={ }_{C} D_{a+}^{\alpha} \int_{a-h}^{a} Q(t, s) \mathrm{d}_{s} \widetilde{\Phi}(s)={ }_{R L} D_{a+}^{\alpha} \int_{a-h}^{a}[Q(t, s)-Q(a, s)] \mathrm{d}_{s} \widetilde{\Phi}(s) \tag{30}
\end{equation*}
$$

Let $t \in J_{a}$ be an arbitrary fixed number, $\Pi^{*}=[-h, 0] \times[a-h, a]$ and $\mu_{\theta}$ and $\mu_{s}$ be the Lebesgue-Stiltjes measures constructed via $V(t, \theta)$ and $\widetilde{\Phi}(s)$. Then for the product measure $\mu_{\theta} \times \mu_{s}$ we have that $\mu_{\theta} \times \mu_{s}\left(\Pi^{*}\right)=\mu_{\theta}([-h, 0]) \mu_{s}([a-h, a])$ and since $Q(t+\theta, s)$ is locally bounded and locally Lebesgue integrable in $t$ and $s$; hence $\iint_{\Pi^{*}}|Q(t+\theta, s)| \mu_{\theta} \times \mu_{s}<\infty$ for every $t \in J_{a}$. Then substituting $X_{\Phi}(t)$ in the second addend of the left side of (2) and applying the Fubini theorem (see Proposition 5.4 in [32]) we have the following:

$$
\begin{align*}
\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right] X_{\Phi}(t+\theta) & =\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right]\left(\int_{a-h}^{a} Q(t+\theta, s) \mathrm{d}_{s} \widetilde{\Phi}(s)\right) \\
& =\int_{a-h}^{a}\left[\mathrm{~d}_{s} \widetilde{\Phi}(s)\right]\left(\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right] Q(t+\theta, s)\right) \tag{31}
\end{align*}
$$

Analogically for arbitrary fixed $t \in J_{a}, \widetilde{\Pi}=[a, t] \times[a-h, a]$ for the product measure $\mu_{l} \times \mu_{s}$, we have that $\mu_{l} \times \mu_{s}(\widetilde{\Pi})=\mu_{l}([a, t]) \mu_{s}([a-h, a])$, where $\mu_{l}$ is the Lebesgue measure and since the expression $\left(\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(\eta, \theta)\right] Q(\eta+\theta, s)-\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(a, \theta)\right] Q(a+\theta, s)\right), \eta \in[a, t]$ is locally bounded and locally Lebesgue integrable in $\eta$ and $s$, therefore $\iint_{\widetilde{\Pi}}\left|\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(\eta, \theta)\right] Q(\eta+\theta, s)-\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(a, \theta)\right] Q(a+\theta, s)\right| \mu_{\theta} \times \mu_{s}<\infty$. Then using
and applying again the Fubini theorem for the second addend in the left side of (2), we have the following:

$$
\begin{align*}
& { }_{C} D_{a+}^{\alpha} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right] X_{\Phi}(t+\theta)={ }_{c} D_{a+}^{\alpha} \int_{a-h}^{a}\left[\mathrm{~d}_{s} \widetilde{\Phi}(s)\right]\left(\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right] Q(t+\theta, s)\right) \\
& ={ }_{R L} D_{a+}^{\alpha} \int_{a-h}^{a}\left[\mathrm{~d}_{s} \widetilde{\Phi}(s)\right]\left(\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right] Q(t+\theta, s)-\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(a, \theta)\right] Q(a+\theta, s)\right) \\
& =\left(\Gamma^{-1}(1-\alpha) \frac{\mathrm{d}}{\mathrm{~d} t} \int_{a}^{t} t-\eta\right)^{-\alpha}\left(\int _ { a - h } ^ { a } [ \mathrm { d } _ { s } \widetilde { \Phi } ( s ) ] \left(\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(\eta, \theta)\right] Q(\eta+\theta, s)\right.\right.  \tag{32}\\
& \left.\left.-\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(a, \theta)\right] Q(a+\theta, s)\right)\right) \mathrm{d} \eta \\
& =\left(\Gamma ^ { - 1 } ( 1 - \alpha ) \frac { \mathrm { d } } { \mathrm { d } t } \left(\int _ { a - h } ^ { a } [ \mathrm { d } _ { s } \widetilde { \Phi } ( s ) ] \left(\int _ { a } ^ { t } ( t - \eta ) ^ { - \alpha } \left(\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(\eta, \theta)\right] Q(\eta+\theta, s)\right.\right.\right.\right. \\
& \left.\left.\left.-\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(a, \theta)\right] Q(a+\theta, s)\right) \mathrm{d} \eta\right)\right) .
\end{align*}
$$

Note that we can differentiate under the integral sign in the right side of (32) because the expression $\left(\int_{a}^{t}(t-\eta)^{-\alpha}\left(\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(\eta, \theta)\right] Q(\eta+\theta, s)-\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(a, \theta)\right] Q(a+\theta, s)\right) \mathrm{d} \eta\right)$ is an absolutely continuous function in $t \in J_{a}$. Then, from (32) we have the following:

$$
\begin{align*}
& { }_{C} D_{a+}^{\alpha} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right] X_{\Phi}(t+\theta) \\
& =\int_{a-h}^{a}\left[\mathrm{~d}_{s} \widetilde{\Phi}(s)\right]\left(\Gamma ^ { - 1 } ( 1 - \alpha ) \frac { \mathrm { d } } { \mathrm { d } t } \left(\int _ { a } ^ { t } ( t - \eta ) ^ { - \alpha } \left(\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(\eta, \theta)\right] Q(\eta+\theta, s)\right.\right.\right. \\
& \left.\left.\left.-\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(a, \theta)\right] Q(a+\theta, s)\right) \mathrm{d} \eta\right)\right)  \tag{33}\\
& =\int_{a-h}^{a}\left[\mathrm{~d}_{s} \widetilde{\Phi}(s)\right]_{R L} D_{a+}^{\alpha}\left(\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right] Q(t+\theta, s)-\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(a, \theta)\right] Q(a+\theta, s)\right) \\
& =\int_{a-h}^{a}\left[\mathrm{~d}_{s} \widetilde{\Phi}(s)\right]_{C} D_{a+}^{\alpha}\left(\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right] Q(t+\theta, s)\right) .
\end{align*}
$$

Let $t \in J_{a}$ be an arbitrary fixed number and substitute $X_{\Phi}(t)$ in the right side of (2). Then applying the Fubini theorem using the same reasons such as those for (31), we obtain the following:

$$
\begin{align*}
& \sum_{i=0}^{m} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} U^{i}(t, \theta)\right] X(t+\theta)=\int_{-h}^{0}\left[\mathrm{~d}_{\theta} U(t, \theta)\right] X_{\Phi}(t+\theta) \\
& =\int_{-h}^{0}\left[\mathrm{~d}_{\theta} U(t, \theta)\right]\left(\int_{a-h}^{a} Q(t+\theta, s) \mathrm{d}_{s} \widetilde{\Phi}(s)\right)  \tag{34}\\
& =\int_{a-h}^{a}\left[\mathrm{~d}_{s} \widetilde{\Phi}(s)\right]\left(\int_{-h}^{0}\left[\mathrm{~d}_{\theta} U(t, \theta)\right] Q(t+\theta, s)\right)
\end{align*}
$$

Thus from (31), (33) and (34) it follows that $X_{\Phi}(t)$ satisfies (2) for $t \in(a, \infty)$.
For arbitrary locally bounded function $F \in L_{1}^{l o c}\left(J_{a}, \mathbb{R}^{n}\right)$, since $C(t, \cdot): J_{s} \rightarrow \mathbb{R}^{n \times n}, s \geq a$ are locally bounded and locally Lebesgue integrable in $s$, and hence we can introduce the following vector function:

$$
\begin{equation*}
X^{F}(t)=\int_{a}^{t} C(t, s) D_{a+}^{1-\alpha} F(s) \mathrm{d} s \tag{35}
\end{equation*}
$$

Theorem 6. Let the conditions of Theorem 3 hold.
Then, the vector function $X^{F}(t)$ defined by equality 35 is a unique solution of IP (1) and (3) with initial function $\Phi(t)=\mathbf{0}$ and interval of existence $J_{a}$.

Proof. It is not difficult to conclude that the vector function $X^{F}(t)$ defined by equality (35) is a continuous function for $t \in J_{a}$. Furthermore, for $t \in J_{a}$, the following equalities hold:

$$
\begin{align*}
& { }_{C} D_{a+}^{\alpha} X^{F}(t)={ }_{R L} D_{a+}^{\alpha}\left[X^{F}(t)-X^{F}(a)\right](t)={ }_{R L} D_{a+}^{\alpha} X^{F}(t) \\
& { }_{C} D_{a+}^{\alpha} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right] X^{F}(t+\theta)={ }_{R L} D_{a+}^{\alpha}\left(\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right] X^{F}(t+\theta)\right)  \tag{36}\\
& -{ }_{R L} D_{a+}^{\alpha}\left(\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(a, \theta)\right] X^{F}(a+\theta)\right)={ }_{R L} D_{a+}^{\alpha} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right] X^{F}(t+\theta) .
\end{align*}
$$

Then denoting $K(t, s)=C(t, s) T(s)$, where $T(s)={ }_{R L} D^{1-\alpha} F(s)$ from the first equality in (36) it follows that

$$
\begin{align*}
& { }_{C} D_{a+}^{\alpha} X^{F}(t)={ }_{R L} D_{a+}^{\alpha} X^{F}(t)={ }_{R L} D_{a+}^{\alpha}\left[\int_{a}^{t} K(t, s) \mathrm{d} s\right](t) \\
& \left.=\frac{1}{\Gamma(1-\alpha)} \frac{\mathrm{d}}{\mathrm{~d} t} \int_{a}^{t}(t-\eta)^{-\alpha}\left(\int_{a}^{\eta} K(\eta, s)\right) \mathrm{d} s\right) \mathrm{d} \eta  \tag{37}\\
& =\frac{1}{\Gamma(1-\alpha)} \frac{\mathrm{d}}{\mathrm{~d} t} \int_{a}^{t}\left(\int_{s}^{t}(t-\eta)^{-\alpha} K(\eta, s) \mathrm{d} \eta\right) \mathrm{d} s=\frac{\mathrm{d}}{\mathrm{~d} t} \int_{a}^{t} \widetilde{K}(t, s) \mathrm{d} s
\end{align*}
$$

where $\widetilde{K}(t, s)=\frac{1}{\Gamma(1-\alpha)} \int_{s}^{t}(t-\eta)^{-\alpha} K(\eta, s) \mathrm{d} \eta$. Since $C(a, s)=\Theta$ for $t<s$ we obtain the following:

$$
\widetilde{K}(t, s)=\frac{1}{\Gamma(1-\alpha)} \int_{s}^{t}(t-\eta)^{-\alpha} K(\eta, s) \mathrm{d} \eta=\frac{1}{\Gamma(1-\alpha)} \int_{a}^{t}(t-\eta)^{-\alpha} K(\eta, s) \mathrm{d} \eta
$$

and hence from (37) it follows that

$$
\begin{align*}
{ }_{C} D_{a+}^{\alpha} X^{F}(t)=\frac{\mathrm{d}}{\mathrm{~d} t} \int_{a}^{t} \widetilde{K}(t, s) \mathrm{d} s & =\int_{a}^{t} \frac{\partial}{\partial t} \widetilde{K}(t, s) \mathrm{d} s+\lim _{s \rightarrow t-0} \widetilde{K}(t, s)  \tag{38}\\
& =\int_{a}^{t} R_{L} D_{a+}^{\alpha} K(t, s) \mathrm{d} s+\lim _{s \rightarrow t-0} D_{a+}^{\alpha-1} K(t, s)
\end{align*}
$$

For the first addend in the right side of (38) since $C(a, s)=\Theta$, when $s>a$, we have the following:

$$
\begin{aligned}
& \int_{a}^{t}{ }_{R L} D_{a+}^{\alpha} K(t, s) \mathrm{d} s=\int_{a}^{t}{ }_{C} D_{a+}^{\alpha} K(t, s) \mathrm{d} s+\int_{a}^{t}{ }_{R L} D_{a+}^{\alpha} K(a, s) \mathrm{d} s \\
& =\int_{a}^{t} C_{C} D_{a+}^{\alpha} K(t, s) \mathrm{d} s+\frac{1}{\Gamma(1-\alpha)} \int_{a}^{t}(t-\eta)^{-\alpha}\left(\int_{a}^{\eta} C(a, s) \mathrm{d} \eta\right) \mathrm{d} s=\int_{a}^{t}{ }_{C} D_{a+}^{\alpha} K(t, s) \mathrm{d} s
\end{aligned}
$$

and for the second addend of (38) in virtue of formula (2.1.40) and Lemma 3.2 in [1], we have the following:

$$
\begin{aligned}
\lim _{s \rightarrow t-0} D_{a+}^{\alpha-1} K(t, s) & =\frac{1}{\Gamma(1-\alpha)} \int_{a+}^{t}(t-\eta)^{-\alpha} \lim _{s \rightarrow \eta-0} K(\eta, s) \mathrm{d} \eta \\
& =\frac{1}{\Gamma(1-\alpha)} \int_{a+}^{t}(t-\eta)^{-\alpha} C(\eta, \eta) T(\eta) \mathrm{d} \eta \\
& =D^{\alpha-1} T(t)=D_{a+}^{\alpha-1}{ }_{R L} D_{a+}^{1-\alpha} F(t) \\
& =F(t)-\frac{(t-a)^{-\alpha}{ }_{R L} D_{a+}^{-\alpha} F(a+)}{\Gamma(\alpha)} \\
& =F(t)-\frac{(t-a)^{-\alpha}}{\Gamma(\alpha)} \Gamma(\alpha) \lim _{t \rightarrow a+}(t-a)^{\alpha} F(t)=F(t)
\end{aligned}
$$

and hence we obtain the following:

$$
\begin{equation*}
{ }_{C} D_{a+}^{\alpha} X^{F}(t)=\int_{a+}^{t}{ }_{C} D_{a+}^{\alpha} K(t, s) \mathrm{d} s+F(t)=\int_{a+}^{t} D^{1-\alpha} F(s){ }_{C} D_{a+}^{\alpha} C(t, s) \mathrm{d} s+F(t) \tag{39}
\end{equation*}
$$

Let for shortness denote $\widetilde{K}(t, s)=\frac{1}{\Gamma(1-\alpha)}\left(\int_{a}^{t}(t-\eta)^{-\alpha} \bar{K}(\eta, s) \mathrm{d} \eta\right)$, where $\bar{K}(t, s)=$ $D_{a+}^{1-\alpha} F(s) \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right] C(t+\theta, s)$. Taking into account that for $\theta \in[-h, 0)$ and $s \in[t+\theta, t]$ we have that $C(t+\theta, s)=0$. Then from the second relation in (36) we obtain the following:

$$
\begin{align*}
& \left(\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right]\left(\int_{a}^{t+\theta} C(t+\theta, s) D_{a+}^{1-\alpha} F(s) \mathrm{d} s\right)\right) \\
& =\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right]\left(\int_{a}^{t} C(t+\theta, s) D_{a+}^{1-\alpha} F(s) \mathrm{d} s\right)  \tag{40}\\
& -\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right]\left(\int_{t+\theta}^{t} C(t+\theta, s) D_{a+}^{1-\alpha} F(s) \mathrm{d} s\right) \\
& =\int_{a}^{t}\left(\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right] C(t+\theta, s)\right) D_{a+}^{1-\alpha} F(s) \mathrm{d} s=\int_{a}^{t} \bar{K}(t, s) \mathrm{d} s .
\end{align*}
$$

Furthermore for each fixed $t \in J_{a}$ we have the following:

$$
\begin{equation*}
\lim _{s \rightarrow t-0} \widetilde{K}(t, s)=\frac{1}{\Gamma(1-\alpha)} \lim _{s \rightarrow t-0}\left(\int_{a}^{t}(t-\eta)^{-\alpha} \bar{K}(\eta, s) \mathrm{d} \eta\right) . \tag{41}
\end{equation*}
$$

Indeed for arbitrary $\eta<t+\theta$ and $s \in[\eta, t)$ we have the following:
$\bar{K}(\eta, s)=D_{a+}^{1-\alpha} F(s) \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(\eta, \theta)\right] C(\eta+\theta, s)=0$ and for $\eta=t$ (thus $\theta=0$ ) we have that $\bar{K}(t, t)=D_{a+}^{1-\alpha} F(t) \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, 0)\right] C(t, t)=0$ too. Taking into account (41) we obtain the following:

$$
\begin{align*}
& { }_{C} D_{a+}^{\alpha} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right] X^{F}(t+\theta)={ }_{C} D_{a+}^{\alpha} \int_{a}^{t} \bar{K}(t, s) \mathrm{d} s \\
& =\frac{1}{\Gamma(1-\alpha)} \frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{a}^{t}(t-\eta)^{-\alpha}\left(\int_{a}^{\eta} \bar{K}(\eta, s) \mathrm{d} s\right) \mathrm{d} \eta\right) \\
& =\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{a}^{t} \frac{1}{\Gamma(1-\alpha)}\left(\int_{s}^{t}(t-\eta)^{-\alpha} \bar{K}(\eta, s) \mathrm{d} \eta\right) \mathrm{d} s\right) \\
& =\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{a}^{t} \frac{1}{\Gamma(1-\alpha)}\left(\int_{a}^{t}(t-\eta)^{-\alpha} \bar{K}(\eta, s) \mathrm{d} \eta\right) \mathrm{d} s\right)  \tag{42}\\
& =\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{a}^{t} \widetilde{K}(t, s) \mathrm{d} s\right)=\int_{a}^{t} \frac{\partial}{\partial t} \widetilde{K}(t, s) \mathrm{d} s+\lim _{s \rightarrow t-0} \widetilde{K}(t, s) \\
& =\int_{a}^{t} R D_{a+}^{\alpha} \bar{K}(t, s) \mathrm{d} s+\lim _{s \rightarrow t-0} \frac{1}{\Gamma(1-\alpha)}\left(\int_{a}^{t}(t-\eta)^{-\alpha} \bar{K}(\eta, s) \mathrm{d} \eta\right) \\
& =\int_{a}^{t} D_{a+}^{1-\alpha} F(s)_{C} D_{a+}^{\alpha}\left(\int_{-h}^{0}\left[\mathrm{~d}_{\theta} V(t, \theta)\right] C(t+\theta, s)\right) \mathrm{d} s .
\end{align*}
$$

On the other hand, for the first addend in the right side (1) after applying the Fubini theorem (under the same reasons as above), we have the following:

$$
\begin{align*}
& \sum_{i=0}^{m} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} U^{i}(t, \theta)\right] X^{F}(t+\theta)=\sum_{i=0}^{m} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} U^{i}(t, \theta)\right]\left(\int_{a}^{t+\theta} C(t+\theta, s) D_{a+}^{1-\alpha} F(s) \mathrm{d} s\right) \\
& =\sum_{i=0}^{m} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} U^{i}(t, \theta)\right]\left(\int_{a}^{t} C(t+\theta, s) D_{a+}^{1-\alpha} F(s) \mathrm{d} s\right) \\
& -\sum_{i=0}^{m} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} U^{i}(t, \theta)\right]\left(\int_{t+\theta}^{t} C(t+\theta, s) D_{a+}^{1-\alpha} F(s) \mathrm{d} s\right)  \tag{43}\\
& =\sum_{i=0}^{m} \int_{-h}^{0}\left[\mathrm{~d}_{\theta} U^{i}(t, \theta)\right]\left(\int_{a}^{t} C(t+\theta, s) D_{a+}^{1-\alpha} F(s) \mathrm{d} s\right) \\
& =\sum_{i=0}^{m} \int_{a}^{t} D_{a+}^{1-\alpha} F(s)\left(\int_{-h}^{0}\left[\mathrm{~d}_{\theta} U^{i}(t, \theta)\right] C(t+\theta, s)\right) \mathrm{d} s .
\end{align*}
$$

Then taking into account that $C(t, s)$ is a fundamental matrix, from (1), (39), (42) and (43) it follows that the vector function defined by equality (35) is a solution of the system (1).

Corollary 1. Let the conditions of Theorem 3 hold.
Then for arbitrary initial function $\Phi \in \mathbf{C}_{a}^{*}$ with $\Phi \in B V\left([a-h, a], \mathbb{R}^{n}\right)$, the unique solution of the IP (1) and (3) for $t \in J_{a}$ has the following representation:

$$
\begin{equation*}
X_{\Phi}^{F}(t)=\int_{a}^{t} C(t, s) D_{a+}^{1-\alpha} F(s) \mathrm{d} s+\int_{a-h}^{a} Q(t, s) \mathrm{d}_{s} \widetilde{\Phi}(s) \tag{44}
\end{equation*}
$$

Proof. Using the superposition principle, we define $X_{\Phi}^{F}(t)=X^{F}(t)+X_{\Phi}(t)$, where $X^{F}(t)$ and $X_{\Phi}(t)$ are defined by (35) and (29), respectively. Then the statement of Corollary 1 follows from Theorems 5 and 6.

## 5. Comments and Conclusions

As the first result in the present work, it is proved the existence and uniqueness of the solutions of an initial problem (IP) for the most general case of neutral linear differential systems with Caputo fractional derivatives of incommensurate order, for each piecewise continuous (PC) initial function with a bounded variation on the interval $[a-\tau, a]$. Then, as a consequence, it is proved the existence and uniqueness of a fundamental matrix $C(t, s)$, which is continuous in $t, t \in[a, \infty)$ and locally Lebesgue integrable concerning $s, s \in[a-h, \infty)$. Using the existence of the fundamental matrix, integral representations for a particular solution of the inhomogeneous system with zero initial conditions as well as for the general solution of the homogeneous system are obtained. As a corollary, from these representations it is obtained an integral representation for the general solution of the inhomogeneous system with nonzero initial conditions too.

Our results improve the corresponding results given in [16,20,21,26]. Note that our results are proved under weaker conditions, even in the case of one constant delay as considered in Theorem 5.3 in [16]. First, for their result, the authors used the definition of the Caputo derivative that is applicable only for absolute continuous functions, an assumption which is essentially used in their proofs. Second, we point out that in [16], as the space of initial functions, the space $C^{1}([-\tau, 0])$ is considered for which obviously the inclusion $C^{1}\left([-\tau, 0], \mathbb{R}^{n}\right) \subset C_{0}^{*}=P C\left([-\tau, 0], \mathbb{R}^{n}\right) \cap B V\left([-\tau, 0], \mathbb{R}^{n}\right)$ holds.

We think that as in the case of delayed fractional systems, our obtained integral representation of the solutions for neutral linear fractional systems will play a central role in the qualitative analysis of such systems with nonlinear perturbation, especially in the
case when the perturbation is unbounded. The same representation also can be an useful tool for establishing finite time stability results for neutral linear fractional systems.

Author Contributions: Conceptualization, H.K., M.V., E.M. and A.Z. Writing-review and editing, H.K., M.V., E.M. and A.Z. All authors' contributions in the article are equal. All authors have read and agreed to the published version of the manuscript.
Funding: This research has been partially supported by the Bulgarian Ministry of Education and Science under the National Research Program "Young scientists and postdoctoral students", Stage III-2021/2022, by Bulgarian NSF under Grant KP-06-Russia-126/2020 and by Grant KP-06-N52/9.

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Not applicable.
Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Kilbas, A.A.; Srivastava, H.M.; Trujillo, J.J. Theory and Applications of Fractional Differential Equations; Elsevier Science BV: Amsterdam, The Netherlands, 2006.
2. Kiryakova, V. Generalized Fractional Calculus and Applications; Longman Scientific \& Technical: Harlow, UK; John Wiley \& Sons, Inc.: New York, NY, USA, 1994.
3. Podlubny, I. Fractional Differential Equation; Academic Press: San Diego, CA, USA, 1999.
4. Diethelm, K. The Analysis of Fractional Differential Equations, an Application-Oriented Exposition Using Differential Operators of Caputo Type; Lecture Notes in Mathematics; Springer: Berlin/Heidelberg, Germany, 2010; Volume 2004.
5. Jiao, Z.; Chen, Y.Q.; Podlubny, I. Distributed-Order Dynamic Systems: Stability, Simulation, Applications and Perspectives; Springer: Berlin/Heidelberg, Germany, 2012.
6. Stamova, I.; Stamov, G. Functional and Impulsive Differential Equations of Fractional Order: Qualitative Analysis and Applications; CRC Press: Boca Raton, FL, USA, 2017.
7. Bonilla, B.; Rivero, M.; Trujillo, J. On systems of linear fractional differential equations with constant coefficients. Appl. Math. Comput. 2007, 187, 68-78. [CrossRef] [CrossRef]
8. Kaczorek, T.; Idczak, D. Cauchy formula for the time-varying linear systems with Caputo derivative. Fract. Calc. Appl. Anal. 2017, 20, 494-505. [CrossRef] [CrossRef]
9. Gomoyunov, M.I. On representation formulas for solutions of linear differential equations with Caputo fractional derivatives. Fract. Calc. Appl. Anal. 2020, 23, 1141-1160. [CrossRef] [CrossRef]
10. Odibat, Z.M. Analytic study on linear systems of fractional differential equations. Comput. Math. Appl. 2010, 59, 1171-1183. [CrossRef] [CrossRef]
11. Zhang, H.; Wu, D. Variation of constant formulae for time invariant and time varying Caputo fractional delay differential systems. J. Math. Res. Appl. 2014, 34, 549-560.
12. Li, K.; Peng, J. Laplace transform and fractional differential equations. Appl. Math. Lett. 2011, 24, 2019-2023.
13. Lin, S.D.; Lu, C.H. Laplace transform for solving some families of fractional differential equations and its applications. Adv. Differ. Equ. 2013, 137, 1-9. [CrossRef]
14. Krol, K. Asymptotic properties of fractional delay differential equations. Appl. Math. Comput. 2011, 218, 1515-1532. [CrossRef] [CrossRef]
15. Zhang, X. Some results of linear fractional order time-delay system. Appl. Math. Comput. 2008, 197, 407-411. [CrossRef] [CrossRef]
16. Zhang, H.; Cao, J.; Jiang, W. General solution of linear fractional neutral differential difference equations. Discret. Dyn. Nat. Soc. 2013, 2013, 489521. [CrossRef] [CrossRef]
17. Wei, Y. The constant variation formulae for singular fractional differential systems with delay. Comput. Math. Appl. 2010, 59, 1184-1190. [CrossRef] [CrossRef]
18. Boyadzhiev, D.; Kiskinov, H.; Zahariev, A. Integral representation of solutions of fractional system with distributed delays. Integral Transform. Spec. Funct. 2018, 29, 725-744. [CrossRef]
19. Zahariev, A.; Kiskinov, H.; Angelova, E. Linear fractional system of incommensurate type with distributed delay and bounded Lebesgue measurable initial conditions. Dyn. Syst. Appl. 2019, 28, 491-506.
20. Golev, A.; Milev, M. Integral representation of the solution of the Cauchy problem for autonomous linear neutral fractional system. Int. J. Pure Appl. Math. 2018, 119, 235-247.
21. Zahariev, A.; Kiskinov, H. Existence of fundamental matrix for neutral linear fractional system with distributed delays. Int. J. Pure Appl. Math. 2018, 1, 31-51.
22. Zahariev, A.; Kiskinov, H.; Angelova, E. Smoothness of the fundamental matrix of linear fractional system with variable delays. Neural Parall. Sci. Comput. 2019, 27, 71-83.
23. Veselinova, M.; Kiskinov, H.; Zahariev, A. Explicit conditions for stability of neutral linear fractional system with distributed delays. AIP Conf. Proc. 2016, 1789, 040005.
24. Zahariev, A.; Kiskinov, H. Asymptotic stability of the solutions of neutral linear fractional system with nonlinear perturbation. Mathematics 2020, 8, 390. [CrossRef] [CrossRef]
25. Kiskinov, H.; Madamlieva, E.; Veselinova, M.; Zahariev, A. Existence of Absolutely Continuous Fundamental Matrix of Linear Fractional System with Distributed Delays. Mathematics 2021, 9, 150. [CrossRef] [CrossRef]
26. Madamlieva, E.; Konstantinov, M.; Milev, M.; Petkova, M. Integral Representation for the Solutions of Autonomous Linear Neutral Fractional Systems with Distributed Delay. Mathematics 2020, 8, 364. [CrossRef] [CrossRef]
27. Li, M.; Wang, J. Finite time stability of fractional delay differential equations. Appl. Math. Lett. 2017, 64, 170-176. [CrossRef]
28. Tuan, H.T.; Thai, H.D.; Garrappa, R. An analysis of solutions to fractional neutral differential equations with delay. Commun. Nonlinear Sci. Numer. Simulat. 2021, 100, 105854. [CrossRef]
29. Hale, J.; Lunel, S. Introduction to Functional Differential Equations; Springer: New York, NY, USA, 1993.
30. Kolmanovskii, V.; Myshkis, A. Introduction to the Theory and Applications of Functional Differential Equations; Kluwer Academic Publishers: Dordrecht, The Netherlands, 1999.
31. Myshkis, A. Linear Differential Equations with Retarded Argument; Nauka: Moscow, Russia, 1972. (In Russian)
32. Reitano, R.R. Foundations of Quantitative Finance: 5. General Measure and Integration Theory; Brandeis International Business School: Waltham, MA, USA, 2018.
