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#### Abstract

Fractional differential calculus is a mathematical tool that has found applications in the study of social and physical behaviors considered "anomalous". It is often used when traditional integer derivatives models fail to represent cases where the power law is observed accurately. Fractional calculus must reflect non-local, frequency- and history-dependent properties of power-law phenomena. This tool has various important applications, such as fractional mass conservation, electrochemical analysis, groundwater flow problems, and fractional spatiotemporal diffusion equations. It can also be used in cosmology to explain late-time cosmic acceleration without the need for dark energy. We review some models using fractional differential equations. We look at the Einstein-Hilbert action, which is based on a fractional derivative action, and add a scalar field, $\phi$, to create a non-minimal interaction theory with the coupling, $\xi R \phi^{2}$, between gravity and the scalar field, where $\xi$ is the interaction constant. By employing various mathematical approaches, we can offer precise schemes to find analytical and numerical approximations of the solutions. Moreover, we comprehensively study the modified cosmological equations and analyze the solution space using the theory of dynamical systems and asymptotic expansion methods. This enables us to provide a qualitative description of cosmologies with a scalar field based on fractional calculus formalism.
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## 1. Introduction

Fractional differential calculus is a mathematical tool that has found applications in the study of social and physical behaviors considered "anomalous". These phenomena are often described empirically using the power law, which is universal. However, some of the mathematical models that use integer derivatives, including nonlinear models, need to work better in many cases where the power law is observed. Alternative tools like fractional calculus must be introduced to accurately reflect power-law phenomena' non-local, frequency- and history-dependent properties [1-12].

Fractional calculus has found critical applications in fractional mass conservation. In such cases, a fractional mass conservation equation is needed to model fluid flow when the control volume is not large enough compared to the scale of heterogeneity and when the flow within the volume control is not linear [13]. Other areas where fractional calculus is useful include electrochemical analysis [14,15] and groundwater flow problems [16,17]. In the latter references, Darcy's classical law is generalized by considering the water flow as a function of a non-integer-order derivative of the piezometric height. This generalized law and the law of conservation of mass are then used to derive a new equation for groundwater flow [16,17]. There are various practical applications of fractional calculus, including the
fractional advection-dispersion equation [18-20] and fractional spatiotemporal diffusion equations [21,22]. An extension of the fractional derivative is the fractional derivative of variable order, which is helpful in defining anomalous diffusion processes in complex media [23-25]. Fractional derivatives simulate viscoelastic damping in materials such as polymers [26]. In quantum theory, the fractional Schrödinger equation [27,28] and its variations, such as the variable order fractional Schrödinger equation [29], are significant examples of fractional calculus.

Recent studies have shown that fractional calculus is also helpful in modeling fractional derivatives and quantum fields [30,31], quantum gravity and cosmology [32-37], black holes [38,39], fractional dynamics and fractional action cosmology [40-47], nonminimal coupling in fractional cosmology [37,48,49], fractal universe and quantum cosmology [50,51], multiscale gravity [52], classical and quantum gravity with fractional operators [53,54], multi-fractional spacetimes [55], quantum gravity and gravitational-wave astronomy [56], cosmic microwave background and inflation [57], fractional dynamics from Einstein gravity [39,58], and fractional cosmology [49,59-62] and dark energy, among others [63-70].

Some important research questions in this field include the following: Can we use a combination of local and global variables to qualitatively describe scalar field cosmologies based on fractional calculus formalism? Additionally, can we develop precise schemes for finding analytical and numerical approximations to solutions by selecting various approaches? To answer these questions, we present a new formulation of gravity with a scalar field that exhibits non-minimal or, more generally, conformal coupling to gravity. The new action includes the Ricci scalar, $R$, the scalar field, $\phi$, with its potential $V(\phi)$, the coupling constant, $\xi$, the matter Lagrangian, $L_{m}$, the scale factor, $a$, and the lapse function, $N$. The Gamma function, $\Gamma(\mu)$, the fractional parameter, $\mu$, and the equation of state parameter of matter, $w$, are also included. We utilize Caputo's derivative and the formalism of fractional calculus to modify the Friedmann and Klein-Gordon equations. This approach has many applications in describing natural phenomena, making it a unique and compelling framework.

Our research is comprehensive, encompassing a review of the state of the art and confirming that dynamical systems theory, methods of perturbation theory, and the main tools of fractional calculus can be combined to implement a qualitative analysis of gravity models with fractional derivatives. This comprehensive approach is particularly beneficial in cosmologies with scalar fields, conformal coupling, and non-minimal coupling to gravity, broadening previous studies' scope. Our paper thoroughly analyzes the findings from cosmologies involving scalar fields and gravity models with fractional derivatives, specifically focusing on a scalar field with conformal or, generically, non-minimal gravitational coupling. We comment on the use of dynamical systems theory and the tools of fractional calculus in the analysis of cosmological models and propose new cosmologies with scalar fields that have conformal or, in general, non-minimal coupling to gravity within the framework of fractional calculus. Using dynamical systems and asymptotic methods, our qualitative analysis of the models further enhances our understanding. It allows us to draw comprehensive and robust conclusions, instilling confidence in the validity of our findings. Our research goes beyond theory and has significant practical implications. We start with a thorough literature review that serves as a theoretical framework. We then formulate a research hypothesis that suggests the possibility of using qualitative techniques to obtain relevant information on the flow properties associated with an autonomous system of ordinary differential equations in the cosmological context. This approach, enabled by dynamical systems theory, provides qualitative descriptions of cosmologies with a scalar field in fractional calculus, which can be a valuable tool for future cosmological studies. We also offer schemes for finding analytical approximations of solutions and exact solutions by selecting various approaches, providing a practical guide for researchers in the field. In the fractional context, we analyze cosmologies with a scalar field coupled to gravity with conformal and, generally, a non-minimal coupling. We aim to generalize previous results
within the framework of the fractional formulation of gravity and describe the phase space of the models. We obtain qualitative results and explicit and approximate exact solutions with high numerical precision from a mathematical point of view.

Our methodology first involves reviewing the literature on fractional calculus methods, solution of fractional differential equations, and their applications. The current literature on applying fractional differential calculus to theories of gravity will also be studied, obtaining modifications. The differential equations that describe the dynamics of the different models are to be derived and well-posed for mathematical analysis and physical interpretation. At this point, it is expected to select the work tools and become familiar with Caputo's fractional derivative and its application in formulating a fractional cosmological action and its respective variational calculation. Secondly, systems of ordinary differential equations will be derived and analyzed from a mathematical point of view. This analysis consists of several steps: finding equilibrium points and invariant sets; defining a linearization matrix for each system and evaluating it at each critical point to calculate the eigenvalues; classifying the stability of the points; generating phase space diagrams and numerical solutions for each system for appropriate values of the coupling and fractional parameters. It is expected that we will find each system's future and past attractors and classify each critical point according to its stability and asymptotic behavior. The dynamical behavior of the systems will also be described graphically by plotting orbits that illustrate the qualitative analysis, which allows the description of the cosmological evolution. Finally, we generalize previous results by considering a conformal and non-minimal coupling to gravity.

The paper is organized as follows. Section 2 covers the primary outcomes of fractional calculus, including different approaches to possible fractional derivatives such as Grünwald-Letnikov, Riemann-Liouville, and Caputo derivatives. The emphasis is on defining fractional integration and the fractional derivative. We discuss fractional differential equations and use Wolfram Language 13.3 [71] to solve physical problems formulated. We also explore the quantum version of the fractional harmonic oscillator and the relation between fractional calculus and $q$-deformed Lie algebras.

In Section 3, we explore fractional cosmologies with non-minimal coupling $(\xi \neq 0)$, building upon previous results with minimal coupling. By studying different dynamical systems, including the invariant set $\Omega_{\Lambda}=0$, we utilize numerical integration methods to analyze the behavior of solutions to differential equations from the cosmological model. We also investigate the stability of critical points. Our conclusions are presented in Section 4. In Appendix A, we define several special functions that recurrently appear in these topics.

## 2. Theoretical Framework

Fractional calculus is a field of study that deals with the extension of derivatives and integrals to fractional orders. It also focuses on the methods for solving differential equations that involve these fractional derivatives and fractional integrals. It was developed by Newton and Leibniz in the 17th century and involves two fundamental operationsdifferentiation and integration. These fractional operators have memory and are more flexible when describing the dynamic behavior of phenomena and systems using fractional differential equations. On the other hand, the description with integer differential equations uses local operators and is limited in the differentiation order to a constant. Consequently, the resulting models must be sufficiently accurate in many cases [72].

Although many contributions have been made to this topic over the years, it has not been applied directly for centuries. However, in recent years, its applications have grown tremendously, and it is now used universally as an empirical description of complex social and physical phenomena. Research on fractional differentiation spans multiple disciplines and has various applications, such as fractional spacetime in quantum mechanics and gravity and fractional quantum field theory [30-34,38,41,50,51]. This branch of mathematics is gaining more popularity in fluid dynamics, control theory, and signal processing. Due to the importance and potential of this topic, support for fractional derivatives and fractional integrals has been added to the Wolfram Language since the release of Version $13.1 \mathrm{https}: / /$
blog.wolfram.com/2022/08/12/fractional-calculus-in-wolfram-language-13-1/ (revised on 20 February 2024). This paper will be using Wolfram Language 13.3 [71].

Niels Henrik Abel is known for contributing to fractional calculus in the early 19th century. He introduced the integration and differentiation of fractional order and their inverse relationship. Abel also unified the notation for differentiation and integration of arbitrary real order in the "differintegral" operation. Abel considered the generalized version of the tautochrone problem, formulated as the following integral equation:

$$
\begin{equation*}
f(x)=\int_{0}^{x} \frac{\phi(s)}{\sqrt{x-s}} d s \tag{1}
\end{equation*}
$$

for the unknown function, $\phi(x)$. After several algebraic manipulations, this integral equation could be rewritten in the following form:

$$
\begin{equation*}
\phi(x)=\frac{1}{\pi}\left(\frac{f(0)}{\sqrt{x}}+\int_{0}^{x} \frac{f^{\prime}(\tau)}{\sqrt{x-\tau}} d \tau\right) \tag{2}
\end{equation*}
$$

which is what we now call Caputo's fractional derivative of $f(x)$ with respect to $x$.
Scientists from various areas and backgrounds have been working on fractional calculus theory, approaching it from different perspectives. Some approaches define a fractional differentiation operation. In contrast, others consider a unified differentiation/integration operation, known as the fractional differintegral of order $\mu$, with respect to $x$ and a lower limit, $a$. Differintegrals depend on the function's value at point $a, f(a)$, using the function's "history". In practice, the lower limit is generally taken as 0 .

Summarizing, in fractional calculus, the traditional derivatives and integrals of the integer order have been generalized to derivatives and integrals of arbitrary order. This concept is presented in various sources, including [1-12]. The idea is that a derivative operator of order $n$, which is a natural number, has been generalized to a derivative of order $\mu$, which can be a complex number or even a complex function. The three most popular and influential definitions widely used in practice are the Grünwald-Letnikov differintegral, the Riemann-Liouville fractional derivative, and Caputo's fractional derivative.

### 2.1. Grünwald-Letnikov Approach

The Grünwald-Letnikov differintegral provides the basic extension of classical derivatives/integrals and is based on the following limits:

$$
\begin{equation*}
{ }_{0} D_{x}^{\mu} f(x)=\lim _{h \rightarrow 0} h^{-\mu} \sum_{r=0}^{\infty}(-1)^{r}\binom{\mu}{r} f(x-r h) . \tag{3}
\end{equation*}
$$

In practice, this approach is useless since it contains infinite approximations of the function at different points.

### 2.2. Riemann-Liouville Approach

The definition of the Riemann-Liouville fractional derivative is as follows:

$$
\begin{equation*}
{ }_{0}^{\mathrm{RL}} D_{x}^{\mu} f(x)=\frac{1}{\Gamma(n-\mu)} \frac{d^{n}}{d x^{n}}\left(\int_{0}^{x}(x-\tau)^{n-\mu-1} f(\tau) d \tau\right), \tag{4}
\end{equation*}
$$

where $n=\max \{0,\lfloor\mu\rfloor\}$, where $\lfloor x\rfloor$ denotes the floor function, $\lfloor x\rfloor=\max \{m \in \mathbb{Z}: m \leq x\}$.
It is based on a solid and strict mathematical theory of fractional calculus. This theory is well developed, but the Riemann-Liouville approach has some limitations that make it less suitable for applications in real-world problems.

For example, the derivative of a constant is not zero:

$$
\begin{equation*}
{ }_{0}^{\mathrm{RL}} D_{x}^{\mu} \text { constant }=\frac{\text { constant }}{\Gamma(1-\mu)} x^{-\mu} \tag{5}
\end{equation*}
$$

Table 1 shows the $\mu$-th fractional derivatives and $n$-th ordinary derivatives for some standard functions (see Appendix A for definitions of special functions).

Table 1. The $\mu$-th fractional derivatives of Riemann-Liouville and the $n$-th ordinary derivatives for some common functions.

| $f(x)$ | $D_{x}^{\mu}(f(x))$ | $f^{(n)}(x)$ |
| :---: | :---: | :---: |
| $e^{x}$ | $-e^{x}(Q(-\mu, x)-1)$ | $e^{x}$ |
| $x^{2}$ | $\frac{2 x^{2-\mu}}{\Gamma(3-\mu)}$ | $\frac{2 x^{2-n}}{(2-n)!}$ |
| $\log (x)$ | $\left\{\begin{array}{cc}-(-1)^{\mu}(\mu-1)!x^{-\mu} & \mu \in \mathbb{Z} \wedge \mu>0 \\ -\frac{x^{-\mu}\left(\psi^{(0)}(1-\mu)-\log (x)+\gamma\right)}{\Gamma(1-\mu)} & \text { True }\end{array}\right.$ | $\left\{\begin{array}{cc} -(-1)^{n}(n-1)!x^{-n} & n \geq 1 \\ \log (x) & \text { True } \end{array}\right.$ |
| $\sin (x)$ | $\sqrt{\pi} 2^{\mu-1} x^{1-\mu}{ }_{1} \tilde{F}_{2}\left(1 ; 1-\frac{\mu}{2}, \frac{3-\mu}{2} ;-\frac{x^{2}}{4}\right)$ | $\sin \left(\frac{\pi n}{2}+x\right)$ |
| $\tan ^{-1}(x)$ | $\sqrt{\pi} 2^{\mu-1} x^{1-\mu}{ }_{3} \tilde{F}_{2}\left(\frac{1}{2}, 1,1 ; 1-\frac{\mu}{2}, \frac{3-\mu}{2} ;-x^{2}\right)$ | $\sqrt{\pi} 2^{n-1} x^{1-n}{ }_{3} \tilde{F}_{2}\left(\frac{1}{2}, 1,1 ; 1-\frac{n}{2}, \frac{3-n}{2} ;-x^{2}\right)$ |
| $J_{0}(x)$ | $\sqrt{\pi} 2^{\mu} x^{-\mu}{ }_{1} \tilde{F}_{2}\left(\frac{1}{2} ; \frac{1-\mu}{2}, 1-\frac{\mu}{2} ;-\frac{x^{2}}{4}\right)$ | $2^{-n} \sum_{K_{1}=0}^{n}(-1)^{K_{1}} J_{2 K_{1}-n}(x)\binom{n}{K_{1}}$ |
| ${ }_{1} F_{1}(a ; b ; x)$ | $\Gamma(b) x^{-\mu}{ }_{2} \tilde{F}_{2}(1, a ; 1-\mu, b ; x)$ |  |

### 2.2.1. Caputo's Approach

Caputo's definition of fractional derivative is as follows:

$$
{ }_{0}^{C} D_{x}^{\mu} f(x)=\frac{1}{\Gamma(n-\mu)} \int_{0}^{x}(x-\tau)^{n-\mu-1} \frac{d^{n}}{d \tau^{n}} f(\tau) d \tau, \quad n=\left\{\begin{array}{cc}
\lfloor\mu\rfloor+1 & \mu \notin \mathbb{N}  \tag{6}\\
\mu & \mu \in \mathbb{N}
\end{array} .\right.
$$

There is some similarity between this and the Riemann-Liouville differintegral; in fact, the Caputo differintegral can be defined via the Riemann-Liouville differintegral by the follwing:

$$
\begin{equation*}
{ }_{0}^{\mathrm{C}} D_{x}^{\mu} f(x)={ }_{0}^{R L} D_{x}^{\mu}-\sum_{k=0}^{\lfloor\mu\rfloor-1} \frac{x^{k-\mu}}{\Gamma(k-\mu+1)} \frac{d^{k}}{d x^{k}} f(0) . \tag{7}
\end{equation*}
$$

Caputo's definition of fractional and integral derivatives has many advantages compared to those of Riemann-Liouville or Grünwald-Letnikov: first, it takes into account the values of the function and its derivatives at the origin (or, in general, at any lower or upper bound $a$ ), which automatically makes it suitable for solving fractional order initial value problems using Laplace transforms. Furthermore, the Caputo fractional derivative of a constant is 0 . Therefore, it is more consistent with the classical calculation.

The Riemann-Liouville fractional differintegral has been implemented in the Wolfram Language, using the Wolfram Language Version 13.3 [71] function FractionalD. This function calculates the Riemann-Liouville fractional derivative of order $\mu$ of the function $f(x)$; the lower limit of the integral is considered 0 .

The Caputo fractional differential integral is CaputoD in Wolfram Language 13.1, which gives the Caputo fractional derivative of order $\mu$ of a function $f(x)$. For negative orders of $\mu$, the output of CaputoD matches FractionalD.

Table 2 presents the half-order Caputo fractional derivatives of some common mathematical functions.

Table 2. Half-order Caputo fractional derivatives of some common mathematical functions.

| $f(x)$ | $D_{x}^{\frac{1}{2}}(f(x))$ |
| :---: | :---: |
| $e^{x}$ | $e^{x} \operatorname{erf}(\sqrt{x})$ |
| $x^{2}$ | $\frac{8 x^{\frac{3}{2}}}{3 \sqrt{\pi}}$ |
| $\log (x)$ | $\frac{\log (4)}{\sqrt{\pi} \sqrt{x}}$ |
| $\sin (x)$ | $\frac{2 \sqrt{x}{ }_{1} F_{2}\left(1 ; \frac{3}{4}, \frac{5}{4} ;-\frac{x^{2}}{4}\right)}{\tan ^{-1}(x)}$ |
| $J_{0}(x)$ | $\frac{2 \sqrt{x}{ }_{2} F_{3}\left(\frac{1}{2}, 1,1 ; \frac{3}{4}, \frac{5}{4} ;-x^{2}\right)}{\sqrt{\pi}}$ |
| ${ }_{1} F_{1}(a ; b ; x)$ | $\frac{{ }_{1} F_{2}\left(\frac{1}{2} ; \frac{1}{4}, \frac{3}{4} ;-\frac{x^{2}}{4}\right)-1}{\sqrt{\pi} \sqrt{x}}$ |
| $\frac{{ }_{2} F_{2}\left(1, a ; \frac{1}{2}, b ; x\right)-1}{\sqrt{\pi} \sqrt{x}}$ |  |

### 2.2.2. Rule for Successive Fractional Derivatives

The Caputo fractional derivative for an arbitrary $c$ is as follows: [5]

$$
{ }_{c}^{\mathrm{C}} D_{x}^{\mu} f(t)=\frac{1}{\Gamma(n-\mu)} \int_{c}^{x} \frac{d^{n} f(\tau)}{d \tau^{n}}(x-\tau)^{n-\mu-1} d \tau, \quad n=\left\{\begin{array}{cc}
\lfloor\mu\rfloor+1 & \mu \notin \mathbb{N}  \tag{8}\\
\mu & \mu \in \mathbb{N}
\end{array} .\right.
$$

Given the square function, i.e., $f(x)=x^{2} / 2$, choosing $c=0$, removing the subindex 0 , and applying the derivative of order $1 / 2$ twice, it results in the following: $\mu=1 / 2 \Rightarrow n:=$ $\lfloor\mu\rfloor+1=1$,

$$
\begin{gathered}
{ }^{C} D_{x}^{1 / 2}\left(x^{2} / 2\right)=\frac{1}{\Gamma\left(\frac{1}{2}\right)} \int_{0}^{x} \frac{d}{d t}\left[\frac{t^{2}}{2}\right](x-t)^{-\frac{1}{2}} d t=\frac{1}{\sqrt{\pi}} \frac{4}{3} x^{\frac{3}{2}}, \\
{ }^{C} D_{x}^{1 / 2}\left(\frac{1}{\sqrt{\pi}} \frac{4}{3} x^{\frac{3}{2}}\right)=\frac{1}{\sqrt{\pi}} \frac{4}{3} \frac{1}{\Gamma\left(\frac{1}{2}\right)} \int_{0}^{x} \frac{d}{d t}\left[t^{\frac{3}{2}}\right](x-t)^{-\frac{1}{2}} d t=\frac{1}{\sqrt{\pi}} \frac{4}{3} \frac{1}{\sqrt{\pi}} \frac{3 \pi x}{4}=x .
\end{gathered}
$$

The first derivative of the square function is obtained through two "half-order fractional differentiation" procedures. One could easily verify that two similar half-order integration procedures can obtain the anti-derivative of the square function. So, with this example, we show what fractional calculus is and how it relates to and generalizes the classical version. However, this result is based on the choice, $c=0$. In general, the rule for successive derivatives for fractional calculus is as follows:

$$
\begin{equation*}
D_{x}^{\mu}\left[D_{x}^{\beta} f(x)\right]=D_{x}^{\mu+\beta} f(x)-\sum_{j=1}^{n} D_{x}^{\beta-j} f\left(c_{+}\right) \frac{(x-c)^{-\mu-j}}{\Gamma(1-\mu-j)} \tag{9}
\end{equation*}
$$

### 2.2.3. Fractional Derivatives as Generalizations of Integer-Order Derivatives

From now on, we follow the exposition of [2]. We have the formulas for the $n$-th derivatives,

$$
\begin{equation*}
\frac{d^{n}}{d x^{n}} e^{k x}=k^{n} e^{k x}, \quad \frac{d^{n}}{d x^{n}} \sin (k x)=k^{n} \sin \left(k x+\frac{\pi}{2} n\right), \quad \frac{d^{n}}{d x^{n}} x^{k}=\frac{k!}{(k-n)!} x^{k-n}, \tag{10}
\end{equation*}
$$

for $n \in \mathbb{N}$ can be extended for real and complex $\mu$ numbers,

$$
\begin{align*}
& D_{x}^{\mu} e^{k x}=k^{\mu} e^{k x}, \quad k \geq 0,  \tag{11}\\
& D_{x}^{\mu} \sin (k x)=k^{\mu} \sin \left(k x+\frac{\pi}{2} \mu\right), \quad k \geq 0,  \tag{12}\\
& D_{x}^{\mu} x^{k}=\frac{\Gamma(k+1)}{\Gamma(k+1-\mu)} x^{k-\mu}, \quad x \geq 0, k \neq-1,-2,-3, \ldots . \tag{13}
\end{align*}
$$

The definition of the fractional derivative of the exponential function was given by Liouville in 1832; those of trigonometric functions were proposed by Fourier in 1822, and those of powers were systematically studied by Riemann in 1847. Still, the first attempts at the latter were made by Leibniz and Euler, the latter in 1738. The RiemannLiouville fractional derivative of a constant is given by (13), setting $k=0$, we obtain unexpected behavior, as follows:

$$
D_{x}^{\mu} 1=D_{x}^{\mu} x^{0}=\frac{1}{\Gamma(1-\mu)} x^{-\mu}
$$

Therefore, as an additional postulate, Caputo in 1967 introduced the following condition: $D_{x}^{\mu} 1=0$.

These four definitions of fractional derivatives (11)-(13) and Caputo's share several aspects. On the one hand, they satisfy the following correspondence principle:

$$
\begin{equation*}
\lim _{\mu \rightarrow n} D_{x}^{\mu} f(x)=\frac{d^{n}}{d x^{n}} f(x), \quad n=0,1,2, \ldots \tag{14}
\end{equation*}
$$

And the following rules apply:

$$
\begin{equation*}
D_{x}^{\mu} c f(x)=c D_{x}^{\mu} f(x), \quad D_{x}^{\mu}[f(x)+g(x)]=D_{x}^{\mu} f(x)+D_{x}^{\mu} g(x) \tag{15}
\end{equation*}
$$

Therefore, the fractional derivative of an analytic function can be calculated to its series. According to Liouville, we have the following:

$$
\begin{equation*}
f(x)=\sum_{k=0}^{\infty} a_{k} e^{k x} \Longrightarrow D_{x}^{\mu} f(x)=\sum_{k=0}^{\infty} a_{k} k^{\mu} e^{k x} \tag{16}
\end{equation*}
$$

According to Fourier, we have the following:

$$
\begin{align*}
& f(x)=a_{0}+\sum_{k=1}^{\infty} a_{k} \sin (k x)+\sum_{k=1}^{\infty} b_{k} \cos (k x)  \tag{17}\\
& D_{x}^{\mu} f(x)=\sum_{k=1}^{\infty} a_{k} k^{\mu} \sin \left(k x+\frac{\pi}{2} \mu\right)+\sum_{k=1}^{\infty} b_{k} k^{\mu} \cos \left(k x+\frac{\pi}{2} \mu\right) . \tag{18}
\end{align*}
$$

According to Riemann, we have the following:

$$
\begin{align*}
& f(x)=x^{\mu-1} \sum_{k=0}^{\infty} a_{k} x^{k \mu}  \tag{19}\\
& D_{x}^{\mu} f(x)=x^{\mu-1} \sum_{k=0}^{\infty} a_{k+1} \frac{\Gamma((k+2) \mu)}{\Gamma((k+1) \mu)} x^{k \mu} \tag{20}
\end{align*}
$$

According to Caputo, we have the following:

$$
\begin{align*}
& f(x)=\sum_{k=0}^{\infty} a_{k} x^{k \mu}  \tag{21}\\
& D_{x}^{\mu} f(x)=\sum_{k=0}^{\infty} a_{k+1} \frac{\Gamma(1+(k+1) \mu)}{\Gamma(1+k \mu)} x^{k \mu} . \tag{22}
\end{align*}
$$

Calculating the Caputo fractional derivative of order $\mu$ to the exponential function, we have the following:

$$
\begin{equation*}
D_{x}^{\mu} e^{x}=D_{x}^{\mu} \sum_{n=0}^{\infty} \frac{x^{n}}{n!}=\sum_{n=1}^{\infty} \frac{x^{n-\mu}}{\Gamma(1+n-\mu)}=x^{1-\mu} E(1,2-\mu, x) . \tag{23}
\end{equation*}
$$

So, in contrast to Liouville's definition (16), Caputo's definition is not obviously in terms of an exponential, but in terms of a generalized Mittag-Leffler function (A14).
2.2.4. Leibniz's Rule for the Fractional Derivative of the Product

Let us now analyze whether all the techniques of ordinary differential calculus can be transferred to the field of fractional calculus [2]. For example, if we take the ordinary Leibniz rule, as follows:

$$
\begin{equation*}
\frac{d}{d x}(\psi \chi)=\left(\frac{d}{d x} \psi\right) \chi+\psi\left(\frac{d}{d x} \chi\right) \tag{24}
\end{equation*}
$$

it could be carelessly inferred that the relation

$$
\begin{equation*}
D_{x}^{\mu}(\psi \chi)=\left(D_{x}^{\mu} \psi\right) \chi+\psi\left(D_{x}^{\mu} \chi\right) \tag{25}
\end{equation*}
$$

remains in the fractional calculus. However, using Liouville's definition of a fractional derivative, we have the following:

$$
\begin{equation*}
D_{x}^{\mu}\left(e^{k_{1} x} e^{k_{2} x}\right)=D_{x}^{\mu} e^{\left(k_{1}+k_{2}\right) x}=\left(k_{1}+k_{2}\right)^{\mu} e^{\left(k_{1}+k_{2}\right) x} . \tag{26}
\end{equation*}
$$

While using (25), we obtain the following:

$$
\begin{equation*}
D_{x}^{\mu}\left(e^{k_{1} x} e^{k_{2} x}\right)=\left(k_{1}^{\mu}+k_{2}^{\mu}\right)\left(e^{k_{1} x} e^{k_{2} x}\right) \tag{27}
\end{equation*}
$$

Therefore, Leibniz's rule (25) is not valid for fractional derivatives.
We start from the rule for successive non-negative integer orders to extend Leibniz's rule to be valid for fractional calculus.

$$
\begin{align*}
\frac{d}{d x}(\psi \chi) & =\left(\frac{d}{d x} \psi\right) \chi+\psi\left(\frac{d}{d x} \chi\right) \\
\frac{d^{2}}{d x^{2}}(\psi \chi) & =\left(\frac{d^{2}}{d x^{2}} \psi\right) \chi+2\left(\frac{d}{d x} \psi\right)\left(\frac{d}{d x} \chi\right)+\psi\left(\frac{d^{2}}{d x^{2}} \chi\right)  \tag{28}\\
\frac{d^{3}}{d x^{3}}(\psi \chi) & =\left(\frac{d^{3}}{d x^{3}} \psi\right) \chi+3\left(\frac{d^{2}}{d x^{2}} \psi\right)\left(\frac{d}{d x} \chi\right)+3\left(\frac{d}{d x} \psi\right)\left(\frac{d^{2}}{d x^{2}} \chi\right)+\psi\left(\frac{d^{3}}{d x^{3}} \chi\right),
\end{align*}
$$

et cetera. We have the following formula for an arbitrary integer, as follows:

$$
\begin{equation*}
\frac{d^{n}}{d x^{n}}(\psi \chi)=\sum_{j=0}^{n}\binom{n}{j}\left(\frac{d^{n-j}}{d x^{n-j}} \psi\right)\left(\frac{d^{j}}{d x^{j}} \chi\right), \quad n \in \mathbb{N} . \tag{29}
\end{equation*}
$$

According to (A5), this expression can be extended to an arbitrary $\mu$ :

$$
\begin{equation*}
D_{x}^{\mu}(\psi \chi)=\sum_{j=0}^{\infty} \frac{\Gamma(\mu+1)}{\Gamma(j+1) \Gamma(\mu-j+1)}\left(D_{x}^{\mu-j} \psi\right)\left(D_{x}^{j} \chi\right) \tag{30}
\end{equation*}
$$

So, this form of the Leibniz product rule is also valid for fractional derivatives.

### 2.3. Fractional Integral

The Cauchy formula for successive integrations, which can be extended to fractional integrals, is used as the first step. A satisfactory definition of a fractional derivative can be obtained after appropriately deriving a fractional integral, $I^{\mu}$. If we assume the following:

$$
\begin{equation*}
D_{x}^{\mu}=I^{-\mu} \tag{31}
\end{equation*}
$$

this implies that a fractional derivative is the inverse of a fractional integral, and conversely, a fractional integral is the inverse of a fractional derivative.

If ${ }_{a} I$ is used for the integration operator, it is defined as follows:

$$
\begin{equation*}
{ }_{a} I f(x)=\int_{a}^{x} f(\xi) d \xi, \tag{32}
\end{equation*}
$$

It is observed that the multiple integral is as follows:

$$
\begin{equation*}
{ }_{a} I^{n} f(x)=\int_{a}^{x} \int_{a}^{x_{n-1}} \cdots \int_{a}^{x_{1}} f\left(x_{0}\right) d x_{0} \cdots d x_{n-1}, \tag{33}
\end{equation*}
$$

which, using Cauchy's repeated integration formula, can be reduced to a single integral, as follows:

$$
\begin{equation*}
{ }_{a} I^{n} f(x)=\frac{1}{(n-1)!} \int_{a}^{x}(x-\xi)^{n-1} f(\xi) d \xi . \tag{34}
\end{equation*}
$$

This formula can be easily extended to the fractional case, as follows:

$$
\begin{align*}
& I_{+}^{\mu} f(x)=\frac{1}{\Gamma(\mu)} \int_{a}^{x}(x-\xi)^{\mu-1} f(\xi) d \xi,  \tag{35}\\
& x>a  \tag{36}\\
&{ }_{I} I_{-}^{\mu} f(x)=\frac{1}{\Gamma(\mu)} \int_{x}^{b}(\xi-x)^{\mu-1} f(\xi) d \xi, \\
& x<b
\end{align*}
$$

Constants $a$ and $b$ determine the lower and upper limits of the integral, respectively, and can initially be chosen arbitrarily. The two cases are denoted as the left and right, respectively. This can be understood because the left case deals with values $\xi<x$, values to the left of $x$. The right case deals with values $\xi>x$, values to the right of $x$. If $x$ is a time-type coordinate, then the integral of the left case is causal, and that of the right case is anti-causal.

The value of the integral depends on the specific choice of the constants $(a, b)$. This will be the notable difference between the two most widely used definitions of a fractional integral, the so-called Liouville fractional integral and the Riemann fractional integral, which are discussed below.

### 2.3.1. Liouville Fractional Integral

The Liouville fractional integral is defined by making $a=-\infty$ and $b=+\infty$ in (35) and (36):

$$
\begin{align*}
{ }_{\mathrm{L}} I_{+}^{\mu} f(x) & =\frac{1}{\Gamma(\mu)} \int_{-\infty}^{x}(x-\xi)^{\mu-1} f(\xi) d \xi  \tag{37}\\
{ }_{\mathrm{L}} I_{-}^{\mu} f(x) & =\frac{1}{\Gamma(\mu)} \int_{x}^{+\infty}(\xi-x)^{\mu-1} f(\xi) d \xi \tag{38}
\end{align*}
$$

### 2.3.2. Riemann Fractional Integral

The fractional Riemann integral is defined by making $a=0$ and $b=0$ in (35) and (36), as follows:

$$
\begin{align*}
& \mathrm{R}^{I_{+}^{\mu}} f(x)=\frac{1}{\Gamma(\mu)} \int_{0}^{x}(x-\xi)^{\mu-1} f(\xi) d \xi  \tag{39}\\
& \mathrm{R}^{I_{-}^{\mu}} f(x)=\frac{1}{\Gamma(\mu)} \int_{x}^{0}(\xi-x)^{\mu-1} f(\xi) d \xi . \tag{40}
\end{align*}
$$

To see the difference between Liouville's definitions, (37) and (38), and Riemann's definitions, (39) and (40), we apply both definitions to $f(x)=e^{k x}$, as follows:

$$
\begin{aligned}
& \mathrm{L}_{+}^{\mu} e^{k x}=k^{-\mu} e^{k x}, x>0, \quad \mathrm{~L}_{-}^{\mu} e^{k x}=(-k)^{-\mu} e^{k x}, k<0 \\
& \mathrm{R}_{+}^{\mu} e^{k x}=k^{-\mu} e^{k x}\left(1-\frac{\Gamma(\mu, k x)}{\Gamma(\mu)}\right), x>0, \quad \mathrm{R} I_{-}^{\mu} e^{k x}=(-k)^{-\mu} e^{k x}\left(1-\frac{\Gamma(\mu, k x)}{\Gamma(\mu)}\right), x<0,
\end{aligned}
$$

where $\Gamma(\mu, x)$ is the incomplete Gamma function. Using Liouville's definition, the function $e^{k x}$ vanishes for $k>0$ in the lower limit of the domain of the integral, so there is no additional contribution. On the other hand, when using the Riemann definition, an additional contribution is obtained because, at $a=0$, the exponential function does not vanish [2].

### 2.4. Link between Integration and Fractional Differentiation

We use the following abbreviation:

$$
\begin{equation*}
D_{x}^{\mu}=D^{\mu} \tag{41}
\end{equation*}
$$

It is shown that the concepts of fractional integration and fractional differentiation are closely related. Separating the fractional derivative operator into factors, we have the following:

$$
\begin{equation*}
D^{\mu}=D^{m} D^{\mu-m}=\frac{d^{m}}{d x^{m}} I^{m-\mu}, \quad m \in \mathbb{N} . \tag{42}
\end{equation*}
$$

A fractional derivative can be interpreted as a fractional integral followed by an ordinary derivative. Once the fractional integral is specified, the fractional derivative is automatically determined. We can also reverse the sequence of the operators, resulting in an alternative decomposition, as follows:

$$
\begin{equation*}
D^{\mu}=D^{\mu-m} D^{m}={ }_{a} I^{m-\mu} \frac{d^{m}}{d x^{m}}, \quad m \in \mathbb{N} . \tag{43}
\end{equation*}
$$

Decompositions (42) and (43) lead to different results. Thus, we can understand the mechanism by which non-locality enters fractional calculus. The standard derivative, of course, is a local operator, but the fractional integral certainly is not. The fractional derivative should be understood as the inverse of fractional integration, a non-local operation. Consequently, fractional differentiation and integration produce the same difficulty [2].

In the previous section, two different definitions of the fractional integral have been given, the Liouville and the Riemann. For each of these definitions, according to the two different decompositions given above, four different realizations follow for the fractional derivative definition, which are presented below.

### 2.4.1. Liouville Fractional Derivative

For the simple case of $0<\mu<1$, using the Liouville definitions (37) and (38), and the sequence of operators, (42), we have the following:

$$
\begin{align*}
& { }_{\mathrm{L}} D_{+}^{\mu} f(x)=\frac{d}{d x} \mathrm{~L}_{+}^{1-\mu} f(x)=\frac{1}{\Gamma(1-\mu)} \frac{d}{d x} \int_{-\infty}^{x}(x-\xi)^{-\mu} f(\xi) d \xi  \tag{44}\\
& { }_{\mathrm{L}} D_{-}^{\mu} f(x)=\frac{d}{d x} \mathrm{~L}_{-}^{1-\mu} f(x)=\frac{1}{\Gamma(1-\mu)} \frac{d}{d x} \int_{x}^{+\infty}(\xi-x)^{-\mu} f(\xi) d \xi \tag{45}
\end{align*}
$$

### 2.4.2. Fractional Riemann Derivative

Using (39) and (40), and the sequence of operators, (42), we have the following Riemann fractional derivative:

$$
\begin{align*}
& { }_{\mathrm{R}} D_{+}^{\mu} f(x)=\frac{d}{d x} \mathrm{R}^{1-\mu} f(x)=\frac{1}{\Gamma(1-\mu)} \frac{d}{d x} \int_{0}^{x}(x-\xi)^{-\mu} f(\xi) d \xi,  \tag{46}\\
& { }_{\mathrm{R}} D_{-}^{\mu} f(x)=\frac{d}{d x} \mathrm{R} I_{-}^{1-\mu} f(x)=\frac{1}{\Gamma(1-\mu)} \frac{d}{d x} \int_{x}^{0}(\xi-x)^{-\mu} f(\xi) d \xi . \tag{47}
\end{align*}
$$

### 2.4.3. Liouville-Caputo Fractional Derivative

In the case that the sequence of operators is inverted according to (43), it is based on the definition of the Liouville fractional integrals (37) and (38), as follows:

$$
\begin{align*}
& { }_{\mathrm{LC}} D_{+}^{\mu} f(x)={ }_{\mathrm{L}} I_{+}^{1-\mu} \frac{d}{d x} f(x)=\frac{1}{\Gamma(1-\mu)} \int_{-\infty}^{x}(x-\xi)^{-\mu} \frac{d f(\xi)}{d \xi} d \xi,  \tag{48}\\
& { }_{\mathrm{LC}} D_{-}^{\mu} f(x)={ }_{\mathrm{L}} I_{-}^{1-\mu} \frac{d}{d x} f(x)=\frac{1}{\Gamma(1-\mu)} \int_{x}^{+\infty}(\xi-x)^{-\mu} \frac{d f(\xi)}{d \xi} d \xi . \tag{49}
\end{align*}
$$

It has been observed that, for a function $f(x)=$ constant, the definition of the Liouville fractional derivative (44) leads to a divergent result, while with the Liouville-Caputo definition (48), the result is zero. The conditions for the Liouville fractional derivative to converge are more restrictive than for the Liouville-Caputo counterpart [2].

### 2.4.4. Caputo Fractional Derivative

The inverted sequence of operators (43), the definition of the Riemann fractional integrals (39) and (40), leads to the following:

$$
\begin{align*}
& { }^{\mathrm{C}} D_{+}^{\mu} f(x)={ }_{\mathrm{R}} I_{+}^{1-\mu} \frac{d}{d x} f(x)=\frac{1}{\Gamma(1-\mu)} \int_{0}^{x}(x-\xi)^{-\mu} \frac{d f(\xi)}{d \xi} d \xi,  \tag{50}\\
& { }^{\mathrm{C}} D_{-}^{\mu} f(x)={ }_{\mathrm{R}} I_{-}^{1-\mu} \frac{d}{d x} f(x)=\frac{1}{\Gamma(1-\mu)} \int_{x}^{0}(\xi-x)^{-\mu} \frac{d f(\xi)}{d \xi} d \xi . \tag{51}
\end{align*}
$$

Then, for $f(x)=$ constant, the Riemann fractional derivative is ${ }_{\mathrm{R}} D_{+}^{\mu}$ constant $=$ $\frac{\text { constant }}{\Gamma(1-\mu)} x^{-\mu}$, while when applying the Caputo derivative, we have ${ }^{\mathrm{C}} D_{+}^{\mu}$ constant $=0$. Therefore, in this section, we present the standard definitions of a fractional derivative, which satisfy the following condition:

$$
\begin{equation*}
\lim _{\mu \rightarrow 1} D^{\mu} f(x)=\frac{d f(x)}{d x} \tag{52}
\end{equation*}
$$

Multiple applications of the first-order derivative can generate higher-order derivatives, as follows:

$$
\begin{equation*}
\frac{d^{n}}{d x^{n}}=\frac{d}{d x} \frac{d}{d x} \cdots \frac{d}{d x} \quad n \text { times } \tag{53}
\end{equation*}
$$

After applying different definitions of the fractional derivative to the same function, it has been found that they do not give the same result. This can be non-comforting, but all these definitions are equally well-founded. Therefore, physicists can test different definitions of the fractional derivative by comparing theoretical results with experimental data. Depending on the specific problem, one of the definitions will show the most significant agreement with the experiment.

### 2.5. Fractional Differential Equations

Fractional differential equations (FDEs), which involve fractional derivatives and generalize ordinary differential equations (ODEs), have received much attention. FDEs have been widely used in engineering, physics, chemistry, biology, and other fields involving relaxation and oscillation models.

Let us consider, for example, the FDE, as follows:

$$
\begin{equation*}
{ }_{0}^{\mathrm{C}} D_{t}^{\frac{21}{10}} y(t)+10 y(t)=0, \quad y(0)=1, \quad y^{\prime}(0)=0, \quad y^{\prime \prime}(0)=0 \tag{54}
\end{equation*}
$$

Solving (54) using the Wolfram Language 13.3 [71] function DSolve, we obtain the following:

$$
\begin{equation*}
y(t)=E\left(\frac{21}{10},-10 t^{21 / 10}\right) \tag{55}
\end{equation*}
$$

The solution presented in Figure 1 is given in terms of the MittagLefflerE function, the primary function for fractional calculus applications. Its role in FDE solutions is similar in importance to the Exp function for ODE solutions: any FDE with constant coefficients can be solved in terms of Mittag-Leffler functions.


Figure 1. Solution (55) of the fractional harmonic oscillator of order 2.1 given by (54). For $\mu>2$, the fractional harmonic oscillator mimics an excited oscillator.

An interesting example is the solution of a fractional harmonic oscillator of order 1.9, as follows:

$$
\begin{equation*}
{ }_{0}^{\mathrm{C}} D_{t}^{\frac{19}{10}} x(t)+x(t)=0, \quad x(0)=1, \quad x^{\prime}(0)=0 . \tag{56}
\end{equation*}
$$

Solving (56) using the Wolfram Language 13.3 [71] function DSolve, we obtain the following solution:

$$
\begin{equation*}
\text { fracOsc : } x(t)=E\left(\frac{19}{10},-t^{19 / 10}\right) \tag{57}
\end{equation*}
$$

This type of oscillator behaves similarly to the ordinary damped harmonic oscillator, as follows:

$$
\begin{equation*}
x^{\prime \prime}(t)+\frac{3}{20} x^{\prime}(t)+x(t)=0, \quad x(0)=1, \quad x^{\prime}(0)=0 \tag{58}
\end{equation*}
$$

with the following solution:

$$
\begin{equation*}
\text { dampedOsc }: x(t)=\frac{e^{-3 t / 40}\left(3 \sqrt{1591} \sin \left(\frac{\sqrt{1591} t}{40}\right)+1591 \cos \left(\frac{\sqrt{1591} t}{40}\right)\right)}{1591} . \tag{59}
\end{equation*}
$$

This example highlights how the order of an FDE can act as a control parameter to model complex systems.

Figure 2 shows a comparison between the solution of the fractional oscillator (57) and the damping oscillator (59). The error function is drawn in the bottom plot.

As a final example of FDE, we consider the fractional friction model, as follows:

$$
\begin{equation*}
\ddot{x}(t)+\frac{1}{4}{ }_{0}^{C} D_{t}^{\frac{1}{2}} x(t)=0, \quad x(0)=x_{0}, \quad x^{\prime}(0)=v_{0} \tag{60}
\end{equation*}
$$

involving the Caputo fractional differintegral of order 1/2. Solving (60) using the Wolfram Language 13.3 [71] function DSolve, we obtain the following solution:

$$
\begin{equation*}
x(t)=x_{0}+t v_{0} E\left(\frac{3}{2}, 2,-\frac{1}{4} t^{3 / 2}\right) . \tag{61}
\end{equation*}
$$

This solution is given using the MittagLefflerE functions and is represented in Figure 3 by a blue line. The pink line corresponds to the following solution:

$$
\begin{equation*}
x(t)=\frac{1}{192}(t-24) t^{2}+t \tag{62}
\end{equation*}
$$

of the classical Newtonian equation with a friction term, as follows:

$$
\begin{equation*}
\ddot{x}=-\frac{1}{4} \dot{x}^{\frac{1}{2}}, \dot{x}>0, \tag{63}
\end{equation*}
$$

which determines the motion of a point particle influenced by a velocity-dependent force. The thick lines describe the valid motion until the body stops $(v=\dot{x}=0)$. The interval is extended to values beyond the physical region (thin lines) for both solutions.


Figure 2. Comparison between the fractional oscillator (57), which satisfies the equation of a fractional harmonic oscillator of order 1.9 (56) with the damping oscillator (59). The error function is drawn in the bottom plot. This shows that the error between both solutions goes to zero as $t$ becomes large.


Figure 3. Solution of the FDE (60) for the Caputo derivative for $\mu=1 / 2, x_{0}=0$, and $v_{0}=1$ (blue line), and a comparison with the solution (134), which gives the position of a point particle under the influence of a velocity-dependent force (pink line).

The fractional equivalent of the Newtonian equation of motion, combined with a classical friction term, allows for a broader range of applications than the classical approach. Damped oscillations can be accurately described with a suitable set of fractional initial conditions. From the perspective of fractional calculus, the harmonic oscillator is an example of a fractional friction phenomenon. This implies that friction and damping, described using separate approaches in a classical context, can be combined in the fractional approach. This feature is widespread in the fractional approach and can be applied to various phenomena [2].

### 2.6. Fractional Harmonic Oscillator

This section shows the behavior of fractional derivatives with the property.

$$
\begin{equation*}
\lim _{\mu \rightarrow 2} D^{\mu}=\frac{d^{2}}{d x^{2}} \tag{64}
\end{equation*}
$$

In classical mechanics, the equation that describes free oscillations is as follows:

$$
\begin{equation*}
\left(\frac{d^{2}}{d t^{2}}+\frac{k}{m}\right) x(t)=0, \tag{65}
\end{equation*}
$$

whose solution is well-known, as follows:

$$
\begin{equation*}
x(t)=c_{1} \cos (w t)+c_{2} \sin (w t), \quad w=\sqrt{k / m} \tag{66}
\end{equation*}
$$

The fractional formulation of the harmonic oscillator is given by the following:

$$
\begin{equation*}
\left(\frac{d^{2 \mu}}{d t^{2 \mu}}+\frac{k}{m}\right) x(t)=0 \tag{67}
\end{equation*}
$$

the second-order derivative was directly replaced by one order, $2 \mu$, where $\mu$ is a fractional number and the standard harmonic oscillator for $\mu=1$ is recovered.

The solutions of this fractional differential equation for different types of fractional derivatives are presented below, and the specific differences of the solutions obtained are shown.

### 2.6.1. Harmonic Oscillator According to Fourier

When the typical ansatz is proposed for this type of equation [2], as follows:

$$
\begin{equation*}
x(t)=e^{w t} \tag{68}
\end{equation*}
$$

the solution to the fractional harmonic oscillator reduces to examining the zeros of the polynomial, as follows:

$$
\begin{equation*}
w^{2 \mu}+\frac{k}{m}=0 \tag{69}
\end{equation*}
$$

In the region, $1 / 2<\mu \leq 3 / 2$, there are exactly two complex conjugate solutions, as follows:

$$
\begin{equation*}
w_{1,2}=\left|\frac{k}{m}\right|^{\frac{1}{2 \mu}}\left[\cos \left(\frac{\pi}{2 \mu}\right) \pm i \sin \left(\frac{\pi}{2 \mu}\right)\right]=\left|\frac{k}{m}\right|^{\frac{1}{2 \mu}} e^{ \pm i\left(\frac{\pi}{2 \mu}\right)} . \tag{70}
\end{equation*}
$$

For $\mu=1$, two pure imaginary solutions are obtained, which correspond to a free and undamped oscillation. If $\mu$ begins to decrease, an increasing negative real part occurs, which, from a classical point of view, can be interpreted as increasing damping. For $\mu>1$, we have an increasing positive real part corresponding to increasing excitation [2].

On the other hand, the ordinary differential equation for a damped harmonic oscillator is as follows:

$$
\begin{equation*}
m \ddot{x}(t)=-k x(t)-\gamma \dot{x}(t) \tag{71}
\end{equation*}
$$

where $m$ is the mass, $k$ is the spring constant, and $\gamma$ is the damping coefficient.
With (68), we have a quadratic equation for the frequency, $w$, as follows:

$$
\begin{equation*}
w^{2}=-\frac{\gamma}{m} w-\frac{k}{m}, \tag{72}
\end{equation*}
$$

Hence, we have two solutions, as follows:

$$
\begin{equation*}
w_{1,2}=-\frac{\gamma}{2 m} \pm \sqrt{\frac{\gamma^{2}}{4 m^{2}}-\frac{k}{m}} . \tag{73}
\end{equation*}
$$

Compared with (70), we have the following:

$$
\begin{equation*}
-\frac{\gamma}{2 m}=\left|\frac{k}{m}\right|^{\frac{1}{2 \mu}} \cos \left(\frac{\pi}{2 \mu}\right), \tag{74}
\end{equation*}
$$

and with a Taylor series expansion for $\cos (\pi / 2 \mu)$ around $\mu=1$, we have the following:

$$
\begin{equation*}
-\frac{\gamma}{2 m} \approx\left|\frac{k}{m}\right|^{\frac{1}{2 \mu}} \frac{1}{2} \pi(\mu-1) . \tag{75}
\end{equation*}
$$

Near $\mu=1 / 2$, there is no longer any oscillating contribution. The time evolution of this system is dominated by exponential decay. On the other hand, $\mu>1$ corresponds to a negative classical friction coefficient. Consequently, we have the surprising result that the behavior of the solutions of the fractional harmonic oscillator under the variation of the fractional derivative parameter, $\mu$, can be interpreted from a classical point of view as damping and excitation phenomena, respectively [2].

The following initial conditions are introduced, as follows:

$$
\begin{align*}
& x(t=0)=x_{0}  \tag{76}\\
& \left.D^{\mu} x(t)\right|_{t=0}=\tilde{v}(t=0)=\tilde{v}_{0} \tag{77}
\end{align*}
$$

to compare solutions for different types of fractional derivatives.
Only for $\mu=1$ do these initial conditions correspond to the classical initial conditions. For all other cases, the physical interpretation of a fractional velocity remains open.

The solutions of the fractional harmonic oscillator can be reformulated: A first set with the fractional initial conditions, $x_{0}=1, \tilde{v}_{0}=0$, can be considered as a fractional extension of the standard cosine function, while the fractional initial conditions, $x_{0}=0$, $\tilde{v}_{0}=1$, characterize the fractional extension of the sine function, as follows:

$$
\begin{align*}
& \mathrm{F} \sin (\mu, t)=\frac{1}{2 i}\left[e^{\frac{1}{2}\left(e^{\frac{i \pi}{2 \mu}}\right) \pi t}-e^{\frac{1}{2}\left(e^{-\frac{i \pi}{2 \mu}}\right) \pi t}\right],  \tag{78}\\
& \mathrm{F}^{\cos }(\mu, t)=\frac{1}{2}\left[e^{\frac{1}{2}\left(e^{\frac{i \pi}{2 \mu}}\right) \pi t}+e^{\frac{1}{2}\left(e^{-\frac{i \pi}{2 \mu}}\right) \pi t}\right] . \tag{79}
\end{align*}
$$

An appropriately chosen linear combination of these two extended trigonometric functions will again satisfy the classical initial conditions, $x(t=0)=x_{0}$ and $v(t=0)=v_{0}$. A graphical representation of these solutions, (78) and (79), for different $\mu$ values, is shown in Figure 4.


Figure 4. Solutions ${ }_{\mathrm{F}} \sin (\mu, t)$ and $\mathrm{F}_{\mathrm{F}} \cos (\mu, t)$ of the fractional harmonic oscillator using the Fourier derivative with different values of $\mu$.

### 2.6.2. Harmonic Oscillator According to Riemann

To solve the differential equation of the harmonic oscillator, based on the Riemann fractional derivative, a series expansion is used according to (19), as follows:

$$
\begin{equation*}
{ }_{\mathrm{R}} D^{\mu} t^{n \mu}=\frac{\Gamma(1+n \mu)}{\Gamma(1+(n-1) \mu)} t^{(n-1) \mu} \tag{80}
\end{equation*}
$$

there are two linearly independent solutions, which are called ${ }_{R} \sin (\mu, t)$ and ${ }_{R} \cos (\mu, t)$, in analogy to trigonometric functions:

$$
\begin{align*}
& \mathrm{R}^{\sin (\mu, t)=t^{\mu-1} \sum_{n=0}^{\infty}(-1)^{n} \frac{t^{(2 n+1) \mu}}{\Gamma((2 n+2) \mu)},}  \tag{81}\\
& \mathrm{R}^{\cos (\mu, t)=t^{\mu-1} \sum_{n=0}^{\infty}(-1)^{n} \frac{t^{2 n \mu}}{\Gamma((2 n+1) \mu)},} \tag{82}
\end{align*}
$$

with the property

$$
\begin{align*}
& { }_{\mathrm{R}} D^{\mu}{ }_{\mathrm{R}} \sin (\mu, w t)=w^{\mu}{ }_{\mathrm{R}} \cos (\mu, w t),  \tag{83}\\
& { }_{\mathrm{R}} D^{\mu}{ }_{\mathrm{R}} \cos (\mu, w t)=-w^{\mu}{ }_{\mathrm{R}} \sin (\mu, w t) . \tag{84}
\end{align*}
$$

These functions are related to the Mittag-Leffler function (A14), as follows:

$$
\begin{align*}
& \mathrm{R}^{\sin }(\mu, t)=t^{2 \mu-1} E\left(2 \mu, 2 \mu,-t^{2 \mu}\right)  \tag{85}\\
& \mathrm{R}^{\cos }(\mu, t)=t^{\mu-1} E\left(2 \mu, \mu,-t^{2 \mu}\right) \tag{86}
\end{align*}
$$

For $\mu<1$, the following holds:

$$
\begin{equation*}
\lim _{t \rightarrow 0} R \cos (\mu, w t)=\infty, \tag{87}
\end{equation*}
$$

which means that a non-singular solution that satisfies the general initial conditions (76) cannot be given. At first glance, this seems to be a serious drawback for practically applying the fractional Riemann derivative. Nevertheless, it must be considered that the solutions presented can be useful for problems not determined by the initial conditions but are formulated in terms of boundary conditions, as is the case with the solutions of a wave equation [2].

Solutions ${ }_{\mathrm{R}} \sin (\mu, t)$ and $\mathrm{R}_{\mathrm{R}} \cos (\mu, t)$ to the fractional harmonic oscillator using the Riemann derivative are presented in Figure 5 for different values of $\mu$.


Figure 5. Solutions ${ }_{R} \sin (\mu, t)$ and ${ }_{R} \cos (\mu, t)$ of the fractional harmonic oscillator using the Riemann derivative for different values of $\mu$.

### 2.6.3. Harmonic Oscillator According to Caputo

This solution can be written as a series according to (21). The Caputo derivative for a power is given by the following:

$$
{ }^{C} D^{\mu} t^{n \mu}= \begin{cases}\frac{\Gamma(1+n \mu)}{\Gamma(1+(n-1) \mu)} t^{(n-1) \mu}, & n>0  \tag{88}\\ 0, & n=0\end{cases}
$$

Therefore, we have two linearly independent solutions, which are called ${ }_{C} \sin (\mu, t)$ and ${ }_{C} \cos (\mu, t)$, in analogy to trigonometric functions, as follows:

$$
\begin{align*}
& C \sin (\mu, t)=\sum_{n=0}^{\infty}(-1)^{n} \frac{t^{(2 n+1) \mu}}{\Gamma(1+(2 n+1) \mu)}  \tag{89}\\
& C \cos (\mu, t)=\sum_{n=0}^{\infty}(-1)^{n} \frac{t^{2 n \mu}}{\Gamma(1+2 n \mu)} . \tag{90}
\end{align*}
$$

The most important property of this series is as follows:

$$
\begin{align*}
& { }^{{ }^{C} D^{\mu}{ }_{C} \sin (\mu, w t)=w^{\mu}{ }_{C} \cos (\mu, w t),}  \tag{91}\\
& { }^{C} D^{\mu}{ }_{C} \cos (\mu, w t)=-w^{\mu}{ }_{C} \sin (\mu, w t) . \tag{92}
\end{align*}
$$

Solutions ${ }_{C} \sin (\mu, t)$ and $C_{C} \cos (\mu, t)$ of the fractional harmonic oscillator using the Caputo derivative are presented in Figure 6 for different values of $\mu$.


Figure 6. Solutions ${ }_{C} \sin (\mu, t)$ and $C_{C} \cos (\mu, t)$ of the fractional harmonic oscillator using the Caputo derivative for different values of $\mu$.

Upon comparing the solutions obtained from different definitions of the fractional derivative for the differential equation of the harmonic oscillator, we notice a remarkable similarity among the presented solutions. They all display oscillatory behavior with exponential decay when $\mu<1$, which can be interpreted as a classical damping phenomenon. Conversely, for $\mu>1$, the fractional harmonic oscillator acts as an excited oscillator. The damping and excitation properties are inherent to the fractional oscillator and do not stem from external factors. In a study by Stanislavsky (2004) [73], a multi-particle statistical interpretation was proposed to physically explain the fractional harmonic oscillator.

Furthermore, the frequency of these damped oscillations is quite similar for the various definitions of fractional derivatives presented, especially for a value of $\mu$ approximating 1 . Therefore, it can be regarded as an independent property of the definition [2].

## 2.7. $q$-Deformed Lie Algebras and Fractional Calculus

The combination and integration of ideas and techniques developed across various domains of physics and mathematics have always led to new perspectives and improvements. Lie algebras are mathematical structures used to study symmetries in various branches of mathematics and physics, particularly in the realm of symmetry groups and transformation groups. $q$-deformed Lie algebras, also known as quantum deformations of Lie algebras, are generalizations of classical Lie algebras that arise in the context of quantum groups and non-commutative geometry. See, for example [74-76]. The $q$-deformed Lie algebras theory allows for generalizations of classical symmetry groups and a broader description
of natural phenomena. In what follows, we will briefly illustrate the strong relationship between fractional calculus and $q$-deformed Lie algebras. This relationship arises from the fact that both theories are based on a generalized derivative definition. It has been shown that fractional $q$-deformed Lie algebras can describe small deviations from classical Lie symmetries and bridge different Lie symmetries. See, for example, [2].

### 2.7.1. $q$-Deformed Lie Algebras

Following reference [2], section 18.1, a $q$-deformed Lie algebra is described by a parameter, $q$ (do not confuse the $q$-deformation parameter with the deceleration parameter in Cosmology) and define the mapping from ordinary real numbers, $x$, to $q$-numbers, by the following:

$$
\begin{equation*}
[x]_{q}=\frac{q^{x}-q^{-x}}{q-q^{-1}} \tag{93}
\end{equation*}
$$

which has a limit

$$
\begin{equation*}
\lim _{q \rightarrow 1}[x]_{q}=x \tag{94}
\end{equation*}
$$

By definition, we have $[0]_{q}=0$. Now, a $q$-derivative may be defined as follows:

$$
\begin{equation*}
D_{x}^{q} f(x)=\frac{f(q x)-f\left(q^{-1} x\right)}{\left(q-q^{-1}\right) x} \tag{95}
\end{equation*}
$$

This particular definition is chosen such that the $q$-derivative of the function $f(x)=x^{n}$ has a similar form to its counterpart in ordinary calculus; that is,

$$
\begin{equation*}
D_{x}^{q} x^{n}=[n]_{q} x^{n-1} \tag{96}
\end{equation*}
$$

This is the first common aspect of $q$-deformation and fractional calculus: they introduce a generalized derivative operator. As an example of $q$-deformed Lie algebras, we shall review the $q$-deformed harmonic oscillator. The creation and annihilation operators, $a^{\dagger}$ and $a$, and the number operator, $N$, generate the algebra, as follows:

$$
\begin{align*}
{\left[N, a^{\dagger}\right] } & =a^{\dagger},  \tag{97}\\
{[N, a] } & =-a,  \tag{98}\\
a a^{\dagger}-q^{ \pm 1} a^{\dagger} a & =q^{\mp N} . \tag{99}
\end{align*}
$$

According to definition (93), we also have the following:

$$
\begin{equation*}
a^{\dagger} a=[N]_{q} \quad \text { and } \quad a a^{\dagger}=[N+1]_{q} . \tag{100}
\end{equation*}
$$

Defining a vacuum state with $a|0\rangle=0$, the action of the operators $a, a^{\dagger}$, and $N$, on the basis $|n\rangle$ of a Fock space, defined by the repeated action of the creation operator on the vacuum state, is given by the following:

$$
\begin{align*}
N|n\rangle & =n|n\rangle,  \tag{101}\\
a^{\dagger}|n-1\rangle & =\sqrt{[n]_{q}}|n\rangle,  \tag{102}\\
a|n\rangle & =\sqrt{[n]_{q}}|n-1\rangle . \tag{103}
\end{align*}
$$

Since the $q$-deformed algebras (97)-(99) have the same form as the non-deformed counterpart, the Hamiltonian for the $q$-deformed harmonic oscillator remains unchanged; that is,

$$
\begin{equation*}
H=\frac{\hbar \omega}{2}\left(a a^{\dagger}+a^{\dagger} a\right) \tag{104}
\end{equation*}
$$

however, its eigenvalues in the $|n\rangle$ basis are the $q$-numbers:

$$
\begin{equation*}
E^{q}(n)=\frac{\hbar \omega}{2}\left([n]_{q}+[n+1]_{q}\right) . \tag{105}
\end{equation*}
$$

There is a common aspect in the concepts of fractional calculus and $q$-deformed Lie algebras; they both extend the definition of the standard derivative operator.

In the following, we establish a connection between the $q$-derivative (95) and the fractional derivative definition. Consider the Caputo definition of the fractional derivative given in the following form:

$$
D_{x}^{\alpha} f(x)=\left\{\begin{array}{cc}
\frac{1}{\Gamma(1-\alpha)} \int_{0}^{x}(x-\xi)^{-\alpha} \frac{\partial}{\partial \xi} f(\xi) d \xi, & 0 \leq \alpha<1  \tag{106}\\
\frac{1}{\Gamma(2-\alpha)} \int_{0}^{x}(x-\xi)^{1-\alpha} \frac{\partial^{2}}{\partial \xi^{2}} f(\xi) d \xi, & 1 \leq \alpha<2
\end{array} .\right.
$$

For a function set, $f(x)=x^{n \alpha}$, we obtain the following:

$$
D_{x}^{\alpha} f(x)=\left\{\begin{array}{cl}
\frac{\Gamma(1+n \alpha)}{\Gamma(1+(n-1) \alpha)} x^{(n-1) \alpha}, & n>0  \tag{107}\\
0, & n=0
\end{array}\right.
$$

Now, according to Equation (96) and the fact that $[0]_{q}=0$, we can interpret the fractional derivative parameter, $\alpha$, as a deformation parameter in the sense of $q$-deformed Lie algebras. Setting $|n\rangle=x^{n \alpha}$, we define the following:

$$
[n]_{\alpha}|n\rangle=\left\{\begin{array}{cl}
\frac{\Gamma(1+n \alpha)}{\Gamma(1+(n-1) \alpha)}|n\rangle, & n>0  \tag{108}\\
0, & n=0
\end{array} .\right.
$$

Indeed, we have the following:

$$
\begin{equation*}
\lim _{\alpha \rightarrow 1}[n]_{\alpha}=n . \tag{109}
\end{equation*}
$$

The more-or-less abstract $q$-number is now interpreted within the mathematical context of fractional calculus as the fractional derivative parameter $\alpha$ with a well-understood meaning. Definition (108) looks like one more definition for a $q$-deformation. However, a significant difference makes the definition based on fractional calculus unique. Standard $q$ numbers are usually defined in a heuristic manner. No physical or mathematical framework exists that determines their explicit structure. Consequently, many different definitions have been proposed in the literature [76]. In contrast to this diversity, the $q$-deformations based on the definition of the fractional derivative are uniquely determined once a set of basis functions is given. As an example, we will briefly illustrate how to derive the $q$-numbers for the quantum version of the fractional harmonic oscillator in the next subsection. For further details, the reader should check the reference [2].

### 2.7.2. The Fractional $q$-Deformed Quantum Harmonic Oscillator

It is well-known that in quantum mechanics, the classical conjugated observables $x$ and $p$ are replaced by quantum mechanical observables $\hat{x}$ and $\hat{p}$, which are introduced as derivative operators on a Hilbert space of square-integrable wave functions. The space coordinate representations of these operators are as follows:

$$
\begin{align*}
& \hat{x} f(x)=x f(x)  \tag{110}\\
& \hat{p} f(x)=-i \hbar \partial_{x} f(x), \tag{111}
\end{align*}
$$

which satisfies the commutation relation, as follows:

$$
\begin{equation*}
[\hat{x}, \hat{p}]=i \hbar . \tag{112}
\end{equation*}
$$

Now, we consider a derivative of an arbitrary (fractional) order $\alpha$. Then, we are introduced to two canonically conjugated operators in space representation, as follows:

$$
\begin{align*}
& \hat{X} f\left(\hat{x}^{\alpha}\right)=\left(\frac{\hbar}{m c}\right)^{(1-\alpha)} \hat{x}^{\alpha} f\left(\hat{x}^{\alpha}\right)  \tag{113}\\
& \hat{P} f\left(\hat{x}^{\alpha}\right)=-i\left(\frac{\hbar}{m c}\right)^{\alpha} m c \hat{D}^{\alpha} f\left(\hat{x}^{\alpha}\right) . \tag{114}
\end{align*}
$$

which recover (110) and (111) as $\alpha \rightarrow 1$.
The classical nonrelativistic, $N$, particle Hamilton function is as follows:

$$
\begin{equation*}
H_{c}=\sum_{j=1}^{3 N} \frac{p_{j}^{2}}{2 m}+V\left(x^{1}, \ldots, x^{j}, \ldots, x^{3 N}\right) \tag{115}
\end{equation*}
$$

it is, therefore, replaced by the fractional version, as follows:

$$
\begin{align*}
H^{\alpha} & =\sum_{j=1}^{3 N} \frac{\hat{P}_{j}^{2}}{2 m}+V\left(\hat{X}^{1}, \ldots, \hat{X}^{j}, \ldots, \hat{X}^{3 N}\right)  \tag{116}\\
& =\underbrace{-\frac{1}{2} m c^{2}\left(\frac{\hbar}{m c}\right)^{2 \alpha} \hat{D}^{\alpha j} \hat{D}_{j}^{\alpha}+V\left(\hat{X}^{1}, \ldots, \hat{X}^{j}, \ldots, \hat{X}^{3 N}\right)}_{\text {Using Einstein's summation convention } \sum_{j=1}^{N} x_{j}^{2}=x^{j} x_{j} .}, \tag{117}
\end{align*}
$$

by following the canonical quantization method.
The time-dependent Schrödinger type equation for fractional derivatives operators is as follows:

$$
\begin{align*}
H^{\alpha} \Psi & =i \hbar \frac{\partial}{\partial t} \Psi  \tag{118}\\
& =\underbrace{\left(-\frac{1}{2} m c^{2}\left(\frac{\hbar}{m c}\right)^{2 \alpha} \hat{D}^{\alpha j} \hat{D}_{j}^{\alpha}+V\left(\hat{X}^{1}, \ldots, \hat{X}^{j}, \ldots, \hat{X}^{3 N}\right)\right) \Psi .}_{\text {Using Einstein's summation convention } \sum_{j=1}^{N} x_{j}^{2}=x^{j} x_{j} .} \tag{119}
\end{align*}
$$

In the limit, $\alpha \rightarrow 1$, the classical Schrödinger equation is recovered.
Now, we apply the above arguments to the classical Hamilton function of the onedimensional quantum harmonic oscillator (see section 19.1 of [2]), as follows:

$$
\begin{equation*}
H_{\text {class }}=\frac{p^{2}}{2 m}+\frac{1}{2} m \omega^{2} x^{2} \tag{120}
\end{equation*}
$$

Following the canonical quantization procedure, we replace the classical observables $\{x, p\}$ with the fractional derivative operators $\{\hat{X}, \hat{P}\}$ according to (113) and (114). Hence, the quantized Hamilton operator is given by the following:

$$
\begin{equation*}
H^{\alpha}=\frac{\hat{P}^{2}}{2 m}+\frac{1}{2} m \omega^{2} \hat{X}^{2} \tag{121}
\end{equation*}
$$

The stationary Schrödinger equation is given by the following:

$$
\begin{equation*}
H^{\alpha} \Psi=\left(-\frac{1}{2 m}\left(\frac{\hbar}{m c}\right)^{2 \alpha} m^{2} c^{2} D_{x}^{\alpha} D_{x}^{\alpha}+\frac{1}{2} m \omega^{2}\left(\frac{\hbar}{m c}\right)^{2(1-\alpha)} x^{2 \alpha}\right) \Psi=E \Psi . \tag{122}
\end{equation*}
$$

To simplify the notation, we introduce the variable $\xi$ and the scaled energy, $E$, as follows:

$$
\begin{equation*}
\xi^{\alpha}=\sqrt{\frac{m \omega}{\hbar}}\left(\frac{\hbar}{m c}\right)^{1-\alpha} x^{\alpha} \quad \text { and } \quad E=\hbar \omega E^{\prime} \tag{123}
\end{equation*}
$$

are introduced. Finally, the stationary Schrödinger equation for the fractional harmonic oscillator in the canonical form then reads as follows:

$$
\begin{equation*}
H^{\alpha} \Psi_{n}(\xi)=\frac{1}{2}\left(-D_{\tilde{\zeta}}^{2 \alpha}+|\xi|^{2 \alpha}\right) \Psi_{n}(\xi)=E^{\prime}(n, \alpha) \Psi_{n}(\xi) \tag{124}
\end{equation*}
$$

In contrast to the classical harmonic oscillator, this fractional Schrödinger equation has not been solved analytically until now. Nevertheless, an approximation procedure based on the Sommerfeld quantization rule [28] can be performed to obtain an analytical expression for the energy levels. The result is as follows:

$$
\begin{equation*}
E^{\prime}(n, \alpha)=\left(\frac{1}{2}+n\right)^{\alpha} \pi^{\alpha / 2}\left(\frac{\alpha \Gamma\left(\frac{1+\alpha}{2 \alpha}\right)}{\Gamma\left(\frac{1}{2 \alpha}\right)}\right)^{\alpha}, \quad n=0,1,2, \ldots \tag{125}
\end{equation*}
$$

This is an analytically derived approximation of the energy spectrum for the fractional harmonic oscillator. Additionally, this equation is not dependent on a particular definition of the fractional derivative. Considering the $q$-deformed Lie algebras, we can use this analytical result to calculate the corresponding $q$-number. Using (105), the $q$-number is defined by the recursion relation, with the appropriate initial condition:

$$
\begin{equation*}
[n+1]_{\alpha}=2 E^{\prime}(n, \alpha)-[n]_{\alpha} . \tag{126}
\end{equation*}
$$

This recurrence relation is fulfilled in the case of $\alpha \in \mathbb{N}$ by the Euler polynomials (A18). Consequently, we have to extend their definition reasonably to the fractional case. The initial condition $[0]_{\alpha}=0$ leads to oscillatory behavior for $\alpha<1$. Another choice, say,

$$
[0]_{\alpha}=2^{1+\alpha} \pi^{\alpha / 2}\left(\frac{\alpha \Gamma\left(\frac{1+\alpha}{2 \alpha}\right)}{\Gamma\left(\frac{1}{2 \alpha}\right)}\right)^{\alpha}\left(\zeta\left(-\alpha, \frac{1}{4}\right)-\zeta\left(-\alpha, \frac{3}{4}\right)\right)
$$

leads to

$$
\begin{aligned}
{[n]_{\alpha} } & =2^{1+\alpha} \pi^{\alpha / 2}\left(\frac{\alpha \Gamma\left(\frac{1+\alpha}{2 \alpha}\right)}{\Gamma\left(\frac{1}{2 \alpha}\right)}\right)^{\alpha}\left(\zeta\left(-\alpha, \frac{1}{4}+\frac{n}{2}\right)-\zeta\left(-\alpha, \frac{3}{4}+\frac{n}{2}\right)\right) \\
& =\pi^{\alpha / 2}\left(\frac{\alpha \Gamma\left(\frac{1+\alpha}{2 \alpha}\right)}{\Gamma\left(\frac{1}{2 \alpha}\right)}\right)^{\alpha} E_{\alpha}\left(n+\frac{1}{2}\right),
\end{aligned}
$$

where the Hurwitz $\zeta$ function is given by (A26) and the ad hoc extension of the Euler polynomials to the fractional case is (A25).

### 2.8. Fractional Friction

The evolution of the position $x(t)$ and the velocity $v(t)=\dot{x}(t)=\frac{d}{d t} x(t)$ of a point particle over time, influenced by an external force, $F$, is determined by Newton's second law, as follows:

$$
\begin{equation*}
F=m a=m \ddot{x}(t)=m \frac{d^{2}}{d t^{2}} x(t) \tag{127}
\end{equation*}
$$

In the absence of external forces, the solution continues to integrate twice from $\ddot{x}=0$, as follows:

$$
\begin{equation*}
x(t)=x_{0}+v_{0} t \tag{128}
\end{equation*}
$$

where the constants of integration are the position $x(0)=x_{0}$ and initial velocities, $v(0)=v_{0}$ and $\dot{x}(t)=v_{0}$, for all $t$ values. This means the point mass maintains its initial velocity forever without external forces. This is what is known as Newton's first law. However, the daily experience of movement contradicts this result. Sooner or later, without external intervention, all types of movement end at rest. Within the framework of Newtonian theory, all these observed phenomena are due to friction forces, $F_{R}$.

All friction forces point in the opposite direction of the particle's speed. Empirically, a power-law function can be proposed as follows:

$$
\begin{equation*}
F_{R}=-\alpha \operatorname{sgn}(v)|v|^{\mu}, \tag{129}
\end{equation*}
$$

where $\mu$ is an arbitrary real exponent. Some special cases are $\mu \approx 0$, which is observed for static and kinetic pressure in solids, while $\mu=1$ corresponds to the Stokes friction in a liquid with high viscosity, and $\mu=2$ is indicative of a general trend toward high speed [2].

Let us consider the following differential equation:

$$
\begin{equation*}
m \ddot{x}=-\alpha \operatorname{sgn}(v)|v|^{\mu}, \tag{130}
\end{equation*}
$$

where the mass, $m$, is measured in kilogram [kg], and the friction coefficient, $\alpha$, is measured in $\mathrm{kg} / \mathrm{s}^{2-\mu}$, which describes the dynamics of a point particle under the effect of a friction force of the type (129).

Assuming that the velocity is positive, we have the following:

$$
\begin{equation*}
m \ddot{x}=-\alpha \dot{x}^{\mu}, \dot{x}>0 . \tag{131}
\end{equation*}
$$

Imposing the following initial conditions:

$$
\begin{align*}
& x(t=0)=x_{0}  \tag{132}\\
& v(t=0)=v_{0} \tag{133}
\end{align*}
$$

we obtain the general solution of (131) given by the following:

$$
\begin{equation*}
x(t)=x_{0}+\frac{m v_{0}^{2-\mu}}{\alpha(2-\mu)}-\frac{m\left[(\mu-1)\left(-\frac{v_{0}^{1-\mu}}{1-\mu}+\frac{\alpha}{m} t\right)\right]^{\frac{2-\mu}{1-\mu}}}{\alpha(2-\mu)} . \tag{134}
\end{equation*}
$$

Equation (134) determines the motion of a point particle under the influence of a velocity-dependent force for an arbitrary $\mu$.

Special cases $\mu=0, \mu=1$, and $\mu=2$ are included as special limits [2], as follows:

$$
\begin{align*}
& \lim _{\mu \rightarrow 0} x(t)=x_{0}+v_{0} t-\frac{1}{2} \frac{\alpha}{m} t^{2},  \tag{135}\\
& \lim _{\mu \rightarrow 1} x(t)=x_{0}+\frac{m}{\alpha} v_{0}\left(1-e^{-\frac{\alpha}{m} t}\right),  \tag{136}\\
& \lim _{\mu \rightarrow 2} x(t)=x_{0}+\frac{m}{\alpha} \ln \left(1+\frac{\alpha}{m} v_{0} t\right) . \tag{137}
\end{align*}
$$

Finally, the modification of Newton's Equation (131) is studied according to [2] where the friction force $F_{R}(\dot{x})=-\alpha \dot{x}(t)^{\mu}$ has been replaced by the fractional friction force, as follows:

$$
\begin{equation*}
F_{R}=-\alpha D_{t}^{\mu} x(t), \quad \dot{x}(t)>0, \tag{138}
\end{equation*}
$$

where $\mu$ is the order of the fractional derivative. For $\mu \neq 1$ and $t>0$, we have the following:

$$
\begin{equation*}
\dot{x}^{\mu}=\left(\frac{d}{d t} x(t)\right)^{\mu} \neq D_{t}^{\mu} x(t), \tag{139}
\end{equation*}
$$

so it is expected that the solutions of the fractional equation

$$
\begin{equation*}
m \ddot{x}(t)+\alpha D_{t}^{\mu} x(t)=0 \tag{140}
\end{equation*}
$$

have behaviors different from the standard. Note that, to compare with the classical damped harmonic oscillator given by (71), we renamed the friction constant, $\alpha$.

Replacing the ansatz $x(t)=e^{w t}$ into (140), and applying Liouville's definition, we have the following:

$$
\begin{equation*}
D_{t}^{\mu} e^{w t}=w^{\mu} e^{w t} \tag{141}
\end{equation*}
$$

Therefore, the characteristic polynomial of (140) is as follows:

$$
\begin{equation*}
w^{2}=-\frac{\alpha}{m} w^{\mu} \tag{142}
\end{equation*}
$$

In addition to the trivial solution, we have the following solution:

$$
\begin{equation*}
w=(-1)^{\frac{1}{2-\mu}}\left|\frac{\alpha}{m}\right|^{\frac{1}{2-\mu}} . \tag{143}
\end{equation*}
$$

For $0<\mu<1$, we use the following abbreviation:

$$
\begin{equation*}
\kappa=\left|\frac{\alpha}{m}\right|^{\frac{1}{2-\mu}}, \tag{144}
\end{equation*}
$$

There are two complex conjugate solutions, as follows:

$$
\begin{equation*}
w_{1,2}=\kappa\left[\cos \left(\frac{\pi}{2-\mu}\right) \pm i \sin \left(\frac{\pi}{2-\mu}\right)\right] . \tag{145}
\end{equation*}
$$

So, the general solution of (140) is as follows:

$$
\begin{equation*}
x(t)=c_{1}+c_{2} e^{w_{1} t}+c_{3} e^{w_{2} t}, \quad 0<\mu<1 . \tag{146}
\end{equation*}
$$

It is observed that there are three different constants, $c_{i}$, two of which can be determined using the initial conditions, $x(t=0)=x_{0}$ and $v(t=0):=\dot{x}(0)=v_{0}$. Consequently, the freedom to specify an additional reasonable initial condition indicates that the fractional differential Equation (140) describes a broader range of phenomena than the classical equation [2].

Starting from (140), the condition can be considered as follows:

$$
\begin{equation*}
\ddot{x}(t=0)=-\frac{\alpha}{m} v_{0}^{\mu} . \tag{147}
\end{equation*}
$$

Therefore, the set of equations is obtained as follows:

$$
\left(\begin{array}{ccc}
1 & 1 & 1  \tag{148}\\
0 & w_{1} & w_{2} \\
0 & w_{1}^{2} & w_{2}^{2}
\end{array}\right)\left(\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right)=\left(\begin{array}{c}
x_{0} \\
v_{0} \\
-\frac{\alpha}{\mu} v_{0}^{\mu}
\end{array}\right) .
$$

Then, the solution of the fractional differential Equation (140) is as follows:

$$
\begin{equation*}
x(t) \approx x_{0}+v_{0} t-\frac{1}{2} \frac{\alpha}{\mu} v_{0}^{\mu} t^{2}-\frac{t^{3}\left(2 \alpha \cos \left(\frac{\pi}{\mu-2}\right) v_{0}^{\mu}\left|\frac{\alpha}{m}\right|^{\frac{1}{2-\mu}}+m v_{0}\left|\frac{m}{\alpha}\right|^{\frac{2}{\mu-2}}\right)}{6 m}+o\left(t^{4}\right) \tag{149}
\end{equation*}
$$

If the condition is chosen, i.e.,

$$
\begin{equation*}
\ddot{x}(t=0)=0, \tag{150}
\end{equation*}
$$

then the set of equations is obtained, as follows:

$$
\left(\begin{array}{ccc}
1 & 1 & 1  \tag{151}\\
0 & w_{1} & w_{2} \\
0 & w_{1}^{2} & w_{2}^{2}
\end{array}\right)\left(\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right)=\left(\begin{array}{c}
x_{0} \\
v_{0} \\
0
\end{array}\right),
$$

and in this case, the complete solution is as follows:
$x(t)=x_{0}+\frac{v_{0}}{\kappa \sin \left(\frac{\pi}{2-\mu}\right)}\left[e^{\kappa \cos \left(\frac{\pi}{2-\mu}\right) t} \sin \left(\frac{2 \pi}{2-\mu}-\kappa \sin \left(\frac{\pi}{2-\mu}\right) t\right)-\sin \left(\frac{2 \pi}{2-\mu}\right)\right]$,
which is valid from $t=0$ until a final time, $t_{f}$, in which the mass comes to rest, which is determined by the following equation:

$$
\begin{equation*}
t_{f}=\frac{\pi}{(2-\mu) \kappa \sin \left(\frac{\pi}{2-\mu}\right)} \tag{153}
\end{equation*}
$$

Let us compare the classical damped harmonic oscillator given by (71). The two solutions of the classical damped harmonic oscillator are as follows:

$$
\begin{equation*}
w_{1,2}=-\frac{\gamma}{2 m} \pm \sqrt{\frac{\gamma^{2}}{4 m^{2}}-\frac{k}{m}} \tag{154}
\end{equation*}
$$

where $\gamma$ is the damping coefficient in (71). By comparing the $w_{i}$ of (145) and (154), the relations are obtained, as follows:

$$
\begin{equation*}
\frac{k}{m}=\left(\frac{\alpha}{\mu}\right)^{\frac{2}{2-\mu}} \tag{155}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\gamma}{m}=-2\left(\frac{\alpha}{\mu}\right)^{\frac{1}{2-\mu}} \cos \left(\frac{\pi}{2-\mu}\right) \tag{156}
\end{equation*}
$$

These relations describe the behavior of the solutions to the fractional friction differential equation, as investigated in [2].

In Figure 7, different solutions to the fractional friction Equation (140) and the solution in the classical equation (pink) $m \ddot{x}=-\alpha \dot{x}^{\mu}$ given by (134) are presented. In red (up to order 2) and black (up to order 3), the solutions to the fractional friction Equation (140), given by Equation (149), are presented. The blue line represents the solution (152) with the initial condition, $\ddot{x}(0)=0$ [2].

It is observed that the classical solution and the corresponding fractional solution with the initial condition (147) coincide up to the second order in $t$, and there is a difference only at the end of the movement. The thick lines describe the valid motion until the body stops ( $v=\dot{x}=0$ ). Furthermore, for both fractional solutions, the plot interval is extended to values $t>t_{f}$ (thin lines) beyond the physical region.

When the fractional parameter, $\mu$, approaches zero, the behavior approaches that of damping. Near $\mu=2$, the fractional friction acts as an acceleration term, and for the ideal case, $\mu=2$, the differential equation for a free particle is recovered.

Using fractional calculus, we can expand beyond the classical approach by combining the fractional equivalent of the Newtonian equation of motion with a classical friction term. This allows us to describe a broader range of phenomena, including damped oscillations with fractional initial conditions. The harmonic oscillator is an example of a fractional friction phenomenon, where friction and damping can be unified.


Figure 7. Different solutions of the equation of motion (140) with $\mu=0.5, x_{0}=0, v_{0}=1, m=1$, $\alpha=0.25$ [2].

It is important to note that the fractional differential equation represented by (140) combines two different types of classical differential equations. Nonlinear differential equations generally have complex solutions, whereas a simple second-order differential equation with constant coefficients can be solved using the same fractional equation. This observation suggests that a wide range of complex problems can be solved analytically using fractional calculus with minimal effort. On the other hand, a solution obtained from a classical theory may be more complicated.

In this section, we build upon previous research in the field [2] and emphasize the importance of fractional calculus in explaining physical phenomena. We then explore the applications of this concept in theories of gravity to provide a better understanding of the complex mathematical structure of the universe. The next section aims to use advanced mathematical techniques to create new formulations and tools, which will help us better comprehend the cosmos. This is a crucial aspect of our research.

## 3. Gravity Models with Fractional Derivatives

In the previous section, we discussed the importance of fractional calculus in understanding physical phenomena. Now, we will focus on its applications to gravity theories to better understand the universe's mathematical structure.

Fractional derivative cosmology has been established using two methods in the classical regime. The first method is called the last-step modification method, where the fractional field equations replace the given cosmological field equations for a specific model. An example of this method is explained in [77]. On the other hand, the second method is called the first-step modification method, which is a more fundamental approach. In this method, a fractional derivative geometry is first established, and then the variational principle for fractional action is applied to derive a modified cosmological model. This method involves defining the fractional derivative and establishing the variational principle of fractional action $[44,59,78]$ to obtain a modified cosmological model. For example, a fractional theory of gravitation has been developed for fractional spacetime, leading to new classes of cosmological models. These models have been studied in great detail [35-68].

It is possible to create fractional versions of Newtonian mechanics and Friedman-Robertson-Walker cosmology by replacing partial and fractional derivatives in familiar equations. In cosmology, the fractional order of differentiation (represented by the symbol $\mu$ ) itself could be considered a variable that changes with time, although this concept has yet to be explored. The results obtained using fractional derivatives are what one might have expected, but for consistency, it is necessary to start with fractional derivatives at the first step. This leads to the subject of fractional derivative geometry. What fractional derivative
geometry should look like needs to be clarified. In [59], a first attempt was made to guess what curvature and line elements might look like in two dimensions. It was found that this leads to a line element that depends on the Gamma function. In such a framework, fractional calculus defines Riemann curvature and the Einstein tensor, dependent on the fractional parameter, $\mu$. The fractional Einstein tensor equation, $G_{\alpha \beta}(\mu)=8 \pi G T_{\alpha \beta}(\mu)$, where $G_{\alpha \beta}(\mu)$ is the fractional Einstein tensor, was modified to study various cosmological events.

In this section, we introduce the concept of fractional differential calculus for computing specific physical quantities. Of particular importance are the applications of these techniques to cosmology. Instead of using covariant fractional derivatives to replace the usual covariant derivatives, we will use the point-like Lagrangian formulation of cosmology in the flat FLRW metric and then generalize such action to the fractional framework. Obtaining specific approximate values for cosmological quantities is not surprising, assuming this can be defined. This is because the fractional modification of the concept of derivative can be manipulated to yield results that can be compared to cosmological measurements. The Lagrangian density is a mathematical tool used to model the dynamic properties of fields [79-85]. Fractional Lagrangian densities have gained popularity in addressing cosmological problems.

In reference [64], a joint analysis was performed using cosmic chronometers and type Ia supernovae data. This comparison with observational tests was used to find the best-fit values for the fractional order of the derivative. These methods are a robust scheme to investigate the physical behavior of cosmological models [64,86-89]. They can be used in new contexts, such as [68], where dynamical systems were used to analyze a fractional cosmology for different matter contents, obtaining a cosmology with late acceleration without including dark energy. References [64,69,70] have explored the potential of fractional cosmology to address the $H_{0}$ tension $[90,91]$ from the Supernova data and the Planck value for $z<1.5$ and have reported a trend of $H_{0}$ that aligns with these values. However, a discrepancy exists between the $1.5<z<2.5$ range values, indicating that the tension $H_{0}$ has not been entirely resolved.

Based on the work presented in [64], two research paths were identified for the cosmological model without a scalar field. The first path involves comparison with the standard model, assuming that the Universe's components are cold dark matter and radiation. The second path entails deducing the equation of state for one of the matter sources based on compatibility conditions [68], which had not been previously analyzed in [64].

### 3.1. Cosmological Model in the Fractional Formulation of Gravity

Given the fractional integral action,

$$
\begin{equation*}
S(\tau)=\frac{1}{\Gamma(\mu)} \int_{0}^{\tau} \mathcal{L}\left(\theta, q_{i}(\theta), \dot{q}_{i}(\theta), \ddot{q}_{i}(\theta)\right)(\tau-\theta)^{\mu-1} d \theta \tag{157}
\end{equation*}
$$

where $\Gamma(\mu)$ is the Gamma function, $\mathcal{L}$ is the Lagrangian, $\mu$ is the constant fractional parameter, and $\tau$ and $\theta$ are the physical and intrinsic times, respectively. Varying the action (157) with respect to $q_{i}$, we obtain the Euler-Poisson equations [78]:

$$
\begin{align*}
& \frac{\partial \mathcal{L}\left(\theta, q_{i}(\theta), \dot{q}_{i}(\theta), \ddot{q}_{i}(\theta)\right)}{\partial q_{i}}-\frac{d}{d \theta} \frac{\partial \mathcal{L}\left(\theta, q_{i}(\theta), \dot{q}_{i}(\theta), \ddot{q}_{i}(\theta)\right)}{\partial \dot{q}_{i}}+\frac{d^{2}}{d \theta^{2}} \frac{\partial \mathcal{L}\left(\theta, q_{i}(\theta), \dot{q}_{i}(\theta), \ddot{q}_{i}(\theta)\right)}{\partial \ddot{q}_{i}} \\
& =\frac{1-\mu}{\tau-\theta}\left(\frac{\partial \mathcal{L}\left(\theta, q_{i}(\theta), \dot{q}_{i}(\theta), \ddot{q}_{i}(\theta)\right)}{\partial \dot{q}_{i}}-2 \frac{d}{d \theta} \frac{\partial \mathcal{L}\left(\theta, q_{i}(\theta), \dot{q}_{i}(\theta), \ddot{q}_{i}(\theta)\right)}{\partial \ddot{q}_{i}}\right)-\frac{(1-\mu)(2-\mu)}{(\tau-\theta)^{2}} \frac{\partial \mathcal{L}\left(\theta, q_{i}(\theta), \dot{q}_{i}(\theta), \ddot{q}_{i}(\theta)\right)}{\partial \ddot{q}_{i}} \tag{158}
\end{align*}
$$

In cosmology, it is assumed that the flat Friedmann-Lemaître-Robertson-Walker (FLRW) metric,

$$
\begin{equation*}
d s^{2}=-N^{2}(t) d t^{2}+a^{2}(t)\left(d x^{2}+d y^{2}+d z^{2}\right) \tag{159}
\end{equation*}
$$

is the spacetime metric, where $a(t)$ denotes the scale factor and $N(t)$ is the lapse function. This result is supported observationally with data from the Planck's [92] probe. For the metric (159), the Ricci scalar depends on (up to) second derivatives of $a$ and first derivatives of $N$, written as follows:

$$
\begin{equation*}
R(t)=6\left(\frac{\ddot{a}(t)}{a(t) N^{2}(t)}+\frac{\dot{a}^{2}(t)}{a^{2}(t) N^{2}(t)}-\frac{\dot{a}(t) \dot{N}(t)}{a(t) N^{3}(t)}\right) . \tag{160}
\end{equation*}
$$

Thus, we can consider the integral action in units where $8 \pi G=c=1$ :

$$
\begin{equation*}
S(\tau)=\int_{0}^{\tau}\left[\frac{R(\theta)}{2}+\frac{\dot{\phi}^{2}(\theta)}{2 N^{2}(\theta)}-V(\phi(\theta))+\xi R(\theta) \phi^{2}(\theta)+L_{\text {matter }}(\theta)\right] a^{3}(\theta) N(\theta) d \theta \tag{161}
\end{equation*}
$$

where $R(\theta)$ is the Ricci scalar (160). In cosmology, the Einstein-Hilbert Lagrangian density is related to the Ricci scalar. Generically, integration by parts is taken so that a total derivative in the action is eliminated, as well as the derivatives $\ddot{a}(t)$ and $\dot{N}(t)$. However, since we will use a fractional version of the Lagrangian (161), we will not follow the standard procedure and will keep the higher-order derivatives. Using the formulation (157), the Euler-Poisson Equation (158) is obtained, which involves fractional variational calculus with classical and Caputo derivatives. If $L_{\text {matter }}(\theta)=-\rho_{0} a(\theta)^{-3(1+w)}$ for $w \neq-1$, we recover the usual Lagrangian density of matter of a perfect fluid as in [93-95] containing derivatives of the integer order in the Lagrangian. To extend the theory given by the effective fractional action used in [64], we can assume the Einstein-Hilbert action and add a scalar field $\phi$ to create a scalar field theory with coupling $\xi R \phi^{2}$ between gravity and the scalar field, with $\xi$ being the coupling constant. The simplest and most natural case is the minimal coupling, where $\xi=0$. Another viable option is $\xi=1 / 6$, known as conformal coupling because the action does not change under conformal transformations of the metric. Any value of the coupling parameter, $\xi \neq 0$, is a non-minimal coupling.

The resulting action is

$$
\begin{equation*}
S_{\mathrm{eff}}(\tau)=\frac{1}{\Gamma(\mu)} \int_{0}^{\tau} \mathcal{L}(\theta, N(\theta), \dot{N}(\theta), a(\theta), \dot{a}(\theta), \ddot{a}(\theta), \phi(\theta), \dot{\phi}(\theta))(\tau-\theta)^{\mu-1} d \theta \tag{162}
\end{equation*}
$$

where $\Gamma(\mu)$ is the Gamma function, and the Lagrangian density is as follows:

$$
\begin{align*}
& \mathcal{L}(\theta, N(\theta), \dot{N}(\theta), a(\theta), \dot{a}(\theta), \ddot{a}(\theta)):=\frac{3 a(\theta)\left(N(\theta)\left(a(\theta) \ddot{a}(\theta)+\dot{a}^{2}(\theta)\right)-a(\theta) \dot{a}(\theta) \dot{N}(\theta)\right)}{N^{2}(\theta)}+a^{3}(\theta) N(\theta)\left(\frac{\dot{\phi}^{2}(\theta)}{2 N^{2}(\theta)}-V(\phi(\theta))\right) \\
& -\rho_{0} N(\theta) a(\theta)^{-3 w}(\tau-\theta)^{-(\mu-1)(w+1)}-\frac{3 \xi \phi^{2}(\theta) a(\theta)\left(N(\theta)\left(a(\theta) \ddot{a}(\theta)+\dot{a}^{2}(\theta)\right)-a(\theta) \dot{a}(\theta) \dot{N}(\theta)\right)}{N^{2}(\theta)}, \tag{163}
\end{align*}
$$

$w=p / \rho$ is a constant state equation parameter for matter, $\phi$ is the scalar field, and $V$ is its interaction potential, depending on the scalar field.

The Euler-Poisson Equation (158) is derived after varying the action (162) with respect to $q_{i} \in\{N, a, \phi\}$, obtaining the equations, as follows:

$$
\begin{align*}
\left(1-\xi \phi^{2}(\theta)\right)\left[\left(\frac{\dot{a}(\theta)}{a(\theta)}\right)^{2}+\left(\frac{\dot{a}(\theta)}{a(\theta)}\right)\left(\frac{1-\mu}{\tau-\theta}\right)\right] & =\frac{1}{3} \rho_{m 0} a(\theta)^{-3 w-3}(\tau-\theta)^{-(\mu-1)(w+1)}+\frac{1}{6}\left(\dot{\phi}^{2}(\theta)+2 V(\phi(\theta))\right) \\
& +2 \xi \frac{\dot{a}(\theta) \phi(\theta) \dot{\phi}(\theta)}{a(\theta)},  \tag{163}\\
\left(1-\xi \phi^{2}(\theta)\right)\left[\frac{\ddot{a}(\theta)}{a(\theta)}+\frac{1}{2}\left(\frac{\dot{a}(\theta)}{a(\theta)}\right)^{2}+\frac{(1-\mu)}{(t-\theta)} \frac{\dot{a}(\theta)}{a(\theta)}+\frac{(\mu-2)(\mu-1)}{2(\tau-\theta)^{2}}\right] & =-\frac{1}{2} \rho_{0} w a(\theta)^{-3(1+w)}(\tau-\theta)^{-(\mu-1)(w+1)}-\frac{1}{4} \dot{\phi}^{2}(\theta)+\frac{1}{2} V(\phi(\theta)) \\
& +\xi\left[\frac{2 \phi(\theta) \dot{a}(\theta) \dot{\phi}(\theta)}{a(\theta)}+\frac{2(1-\mu) \phi(\theta) \dot{\phi}(\theta)}{\tau-\theta}+\phi(\theta) \ddot{\phi}(\theta)+\dot{\phi}^{2}(\theta)\right],  \tag{164}\\
\ddot{\phi}(\theta)+\frac{3 \dot{a}(\theta) \dot{\phi}(\theta)}{a(\theta)}+\frac{(1-\mu) \dot{\phi}(\theta)}{\tau-\theta}+V^{\prime}(\phi(\theta)) & =-6 \xi \bar{\xi}(\theta)\left[\frac{\ddot{a}(\theta)}{a(\theta)}+\left(\frac{\dot{a}(\theta)}{a(\theta)}\right)^{2}\right], \tag{165}
\end{align*}
$$

and the conservation of matter equation as follows:

$$
\begin{equation*}
\dot{\rho}(\theta)=-3\left(\frac{\dot{a}(\theta)}{a(\theta)}+\frac{1-\mu}{3(\tau-\theta)}\right)(\rho(\theta)+p(\theta)), \tag{166}
\end{equation*}
$$

where we replaced $N=1$ after the variation in the action (162).
For fixed $\tau$, the expressions

$$
\begin{equation*}
\rho(\theta)=\rho_{0} a(\theta)^{-3(1+w)}(\tau-\theta)^{-(\mu-1)(w+1)} \tag{167}
\end{equation*}
$$

and

$$
\begin{equation*}
p(\theta)=w \rho_{0} a(\theta)^{-3(1+w)}(\tau-\theta)^{-(\mu-1)(w+1)}, \tag{168}
\end{equation*}
$$

define the energy density and isotropic pressure of matter fields.
To designate the temporal independent variables, the rule $(\tau, \theta) \mapsto(2 t, t)$ is applied, where the new cosmological time, $t,[60]$ is used. Hereafter, dots mean derivatives with respect to $t$. Furthermore, the parameter Hubble is $H \equiv \dot{a} / a$. Therefore, Equations (163) and (164), the modified Klein-Gordon Equation (165), and the conservation Equation (166) can be written as follows:

$$
\begin{align*}
\left(1-\xi \phi^{2}(t)\right)\left(\dot{H}(t)+\frac{(1-\mu) H(t)}{t}+\frac{3 H^{2}(t)}{2}+\frac{(\mu-2)(\mu-1)}{2 t^{2}}\right) & =-\frac{1}{2} p(t)-\frac{1}{4} \dot{\phi}(t)^{2}+\frac{1}{2} V(\phi(t)) \\
& +\xi \phi(t)\left(2 H(t) \dot{\phi}(t)-\frac{2(\mu-1) \dot{\phi}(t)}{t}+\ddot{\phi}(t)+\dot{\phi}(t)\right),  \tag{169}\\
\left(1-\xi \phi^{2}(t)\right)\left(H^{2}(t)+\frac{(1-\mu) H(t)}{t}\right) & =\frac{1}{3} \rho(t)+\frac{1}{6} \dot{\phi}^{2}(t)+\frac{1}{3} V(\phi(t))+2 \xi H(t) \phi(t) \dot{\phi}(t),  \tag{170}\\
\ddot{\phi}(t)+3 H(t) \dot{\phi}(t)-\frac{(\mu-1) \dot{\phi}(t)}{t}+V^{\prime}(\phi(t)) & =-\xi \phi(t)\left(6 \dot{H}(t)+12 H(t)^{2}\right),  \tag{171}\\
\dot{\rho}(t) & =-3\left(H(t)+\frac{(1-\mu)}{3 t}\right)(p(t)+\rho(t)) . \tag{172}
\end{align*}
$$

By comparing Equations (171) and (172) with the conservation equations of general relativity for a non-minimally coupled scalar field to gravity, $\xi \neq 0$, we observe the following:

$$
\begin{align*}
\ddot{\phi}(t)+3 H(t) \dot{\phi}+V^{\prime}(\phi(t)) & =-\xi \phi(t)\left(6 \dot{H}(t)+12 H(t)^{2}\right),  \tag{173}\\
\dot{\rho}(t) & =-3 H(\rho(t)+p(t)), \tag{174}
\end{align*}
$$

The extra terms $-\frac{(1-\mu) \dot{\phi}(t)}{t}$ and $-\left(\frac{1-\mu}{t}\right)(\rho(t)+p(t))$, which are nontrivial for $\mu \neq 1$, can be interpreted as non-conservation equations. However, for $\mu=1$, the standard conservation equations are restored. In the general case, $\mu \neq 1$, the non-conservation equations imply the following:

$$
\begin{equation*}
\frac{d}{d t}\left[\left(1-\xi \phi^{2}\right)\left(H^{2}+\frac{(1-\mu) H}{t}\right)-\frac{1}{3} \rho-\frac{1}{6} \dot{\phi}^{2}-\frac{1}{3} V(\phi)-2 \xi H \phi \dot{\phi}\right] \neq 0 \tag{175}
\end{equation*}
$$

This feature of fractional cosmology leads to some constraints on the matter fields in the universe that were explored in $[68,69]$ when $\xi=0$.

We observe that Equation (172) is satisfied for any value of the equation of state of the matter parameter. Furthermore, by eliminating the higher-order derivatives, we obtain Equation (172), and have the following:

$$
\begin{align*}
\dot{H} & =H\left(\frac{(1-\mu)\left(\xi \phi^{2}-1\right)}{\xi(6 \xi-1) t \phi^{2}+t}-\frac{\xi \phi \dot{\phi}}{\xi(6 \xi-1) \phi^{2}+1}\right)+\frac{H^{2}\left(3(1-8 \xi) \xi \phi^{2}-3\right)}{2 \xi(6 \xi-1) \phi^{2}+2}-\frac{p}{2 \xi(6 \xi-1) \phi^{2}+2} \\
& +\frac{(\mu-2)(\mu-1)\left(\xi \phi^{2}-1\right)}{2 t^{2}\left(\xi(6 \xi-1) \phi^{2}+1\right)}+\frac{\dot{\phi}((4 \xi-1) t \dot{\phi}-4(\mu-1) \xi \phi)}{4\left(\xi(6 \xi-1) t \phi^{2}+t\right)}-\frac{\xi \phi V^{\prime}(\phi)}{\xi(6 \xi-1) \phi^{2}+1}+\frac{V(\phi)}{2 \xi(6 \xi-1) \phi^{2}(t)+2},  \tag{176}\\
\ddot{\phi} & =H\left(\frac{6(\mu-1) \xi \phi\left(\xi \phi^{2}-1\right)}{\xi(6 \xi-1) t \phi^{2}+t}-\frac{3\left(\xi(4 \xi-1) \phi^{2}+1\right) \dot{\phi}}{\xi(6 \xi-1) \phi^{2}+1}\right) \\
& +\frac{3 \xi H^{2} \phi\left(\xi \phi^{2}-1\right)}{\xi(6 \xi-1) \phi^{2}+1}+\frac{3 \xi p \phi}{\xi(6 \xi-1) \phi^{2}+1}-\frac{3(\mu-2)(\mu-1) \xi \phi\left(\xi \phi^{2}-1\right)}{t^{2}\left(\xi(6 \xi-1) \phi^{2}+1\right)} \\
& +\frac{\dot{\phi}(2(\mu-1)+\xi \phi(2(\mu-1)(12 \xi-1) \phi+3(1-4 \xi) t \dot{\phi}))}{2\left(\xi(6 \xi-1) t \phi^{2}+t\right)}+\frac{\left(\xi \phi^{2}-1\right) V^{\prime}(\phi)}{\xi(6 \xi-1) \phi^{2}+1}-\frac{3 \xi \phi V(\phi)}{\xi(6 \xi-1) \phi^{2}+1} . \tag{177}
\end{align*}
$$

Solving (170) for $\rho$, we obtain the following:

$$
\begin{equation*}
\rho=\frac{3 H(-t H+\mu-1)\left(\xi \phi^{2}-1\right)}{t}-6 \xi H \phi \dot{\phi}-V(\phi)-\frac{1}{2} \dot{\phi}^{2} . \tag{178}
\end{equation*}
$$

In [68], Equations (169)-(172) for $\xi=0$ were studied. Using a procedure similar to that of RG, (170) is required to be conserved over time, i.e.,

$$
\begin{equation*}
\frac{d}{d t}\left[\left(1-\xi \phi^{2}\right)\left(H^{2}+\frac{(1-\mu) H}{t}\right)-\frac{1}{3} \rho-\frac{1}{6} \dot{\phi}^{2}-\frac{1}{3} V(\phi)-2 \xi H \phi \dot{\phi}\right]=0 . \tag{179}
\end{equation*}
$$

Calculating the corresponding derivatives and substituting (172) and (176)-(178), we obtain the following:

$$
\begin{align*}
& \frac{(\mu-1)}{12 t^{3}\left(\xi(6 \xi-1) \phi^{2}+1\right)}\left[-6 t^{2} H^{2}\left(\xi \phi^{2}-1\right)^{2}+\left(\xi \phi^{2}-1\right)(-12 t H(-\mu+\xi \phi((\mu+12 \xi-3) \phi+t \dot{\phi})+3)\right. \\
& \left.-12 \xi t^{2} \phi V^{\prime}(\phi)+t \dot{\phi}(-12(\mu-1) \xi \phi-t \dot{\phi})\right)-2 t^{2} p\left(\xi(12 \xi+1) \phi^{2}-1\right)-12 \xi t^{2} \dot{\phi}^{2} \\
& \left.+2 t^{2}\left(\xi(12 \xi+1) \phi^{2}-1\right) V(\phi)+6(\mu-2)(\mu-1)\left(\xi \phi^{2}-1\right)^{2}\right]=0 \tag{180}
\end{align*}
$$

This equation is an identity for $\mu=1$, as expected, in standard cosmology. However, for $\mu \neq 1$, we acquire the new relation for the fluid pressure, as follows:

$$
\begin{align*}
& p=-\frac{1}{2 t^{2}\left(\xi(12 \xi+1) \phi^{2}-1\right)}\left[6 t^{2} H^{2}\left(\xi \phi^{2}-1\right)^{2}-t\left(\xi \phi^{2}-1\right)(-12 H(-\mu+\xi \phi((\mu+12 \xi-3) \phi+t \dot{\phi})+3)\right. \\
& \left.\left.-12 \xi \phi\left((\mu-1) \dot{\phi}+t V^{\prime}(\phi)\right)-t \dot{\phi}^{2}\right)+12 \xi t^{2} \dot{\phi}^{2}-2 t^{2}\left(\xi(12 \xi+1) \phi^{2}-1\right) V(\phi)-6(\mu-2)(\mu-1)\left(\xi \phi^{2}-1\right)^{2}\right] \tag{181}
\end{align*}
$$

Then, using a procedure similar to GR, a new Equation (181) is obtained, demonstrating that two of the three equations are independent. This characteristic of fractional cosmology imposes certain constraints on the matter fields in the Universe, as explored in [68]. Therefore, the equation of state is modified

$$
\begin{equation*}
w(t)=\frac{p(t)}{\rho(t)} \tag{182}
\end{equation*}
$$

Replacing the expression for $p$ given by (181) into (176), (177), and (172), we obtain the following:

$$
\begin{align*}
\dot{H} & =\left(\xi \phi^{2}-1\right)\left(\frac{(\mu-2)(\mu-1)}{t^{2}\left(\xi(12 \xi+1) \phi^{2}-1\right)}-\frac{2(\mu-4) H}{t\left(\xi(12 \xi+1) \phi^{2}-1\right)}\right) \\
& -\frac{2 \xi H \phi \dot{\phi}}{\xi(12 \xi+1) \phi^{2}-1}+\frac{H^{2}\left(3-3 \xi(8 \xi+1) \phi^{2}\right)}{\xi(12 \xi+1) \phi^{2}-1}+\frac{2 \xi t \dot{\phi}^{2}-2 \xi \phi\left((\mu-1) \dot{\phi}+t V^{\prime}(\phi)\right)}{t\left(\xi(12 \xi+1) \phi^{2}-1\right)},  \tag{183}\\
\ddot{\phi} & =\left(\xi \phi^{2}-1\right)\left[\frac{12(\mu-4) \xi H \phi}{t\left(\xi(12 \xi+1) \phi^{2}-1\right)}+\frac{6 \xi H^{2} \phi}{\xi(12 \xi+1) \phi^{2}-1}-\frac{t^{2} V^{\prime}(\phi)+6(\mu-2)(\mu-1) \xi \phi}{t^{2}\left(\xi(12 \xi+1) \phi^{2}-1\right)}\right] \\
& -\frac{3 H\left(\xi(8 \xi+1) \phi^{2}-1\right) \dot{\phi}}{\xi(12 \xi+1) \phi^{2}-1}+\frac{\dot{\phi}(-\mu+\xi \phi((\mu-1)(24 \xi+1) \phi-12 \xi t \dot{\phi})+1)}{t\left(\xi(12 \xi+1) \phi^{2}-1\right)}, \tag{184}
\end{align*}
$$

This leads to the auxiliary equation, as follows:

$$
\begin{align*}
\dot{\rho} & =\left(\xi \phi^{2}-1\right)\left[\frac{3 H}{t^{2}\left(\xi(12 \xi+1) \phi^{2}-1\right)}\left((\mu-5)(\mu-1)+\xi \phi\left((\mu-1)(12(\mu-3) \xi-\mu+5)+6 t\left((\mu-1) \dot{\phi}+t V^{\prime}(\phi)\right)\right)\right)\right. \\
& \left.+\frac{H^{2}\left(-3 \mu+3 \xi(-48 \mu \xi+\mu+120 \xi-13) \phi^{2}+39\right)}{t\left(\xi(12 \xi+1) \phi^{2}-1\right)}+\frac{18 H^{3}\left(\xi(6 \xi+1) \phi^{2}-1\right)}{\xi(12 \xi+1) \phi^{2}-1}-\frac{6(\mu-1) \xi \phi\left((\mu-1) \dot{\phi}+t V^{\prime}(\phi)\right)}{t^{2}\left(\xi(12 \xi+1) \phi^{2}-1\right)}\right] \\
& +\left(\xi \phi^{2}-1\right)^{2}\left(\frac{3(\mu-2)(\mu-1)^{2}}{t^{3}\left(\xi(12 \xi+1) \phi^{2}-1\right)}-\frac{9(\mu-2)(\mu-1) H}{t^{2}\left(\xi(12 \xi+1) \phi^{2}-1\right)}\right)+\frac{3 H \dot{\phi}\left(t\left(6 \xi+\xi(6 \xi+1) \phi^{2}-1\right) \dot{\phi}-4(\mu-1) \xi \phi\left(\xi(6 \xi+1) \phi^{2}-1\right)\right)}{t\left(\xi(12 \xi+1) \phi^{2}-1\right)} \\
& +\frac{36 \xi H^{2} \phi\left(\xi(6 \xi+1) \phi^{2}-1\right) \dot{\phi}}{\xi(12 \xi+1) \phi^{2}-1}-\frac{(\mu-1)\left(6 \xi+\xi(6 \xi+1) \phi^{2}-1\right) \dot{\phi}^{2}}{t\left(\xi(12 \xi+1) \phi^{2}-1\right)} \tag{185}
\end{align*}
$$

These equations allow one to deduce an effective equation of state for matter without imposing equations of state on each matter field. In the case of a minimal coupling, $\xi=0$, this allows the system to be investigated as follows:

$$
\begin{align*}
& \dot{H}=\frac{2(4-\mu) H}{t}-3 H^{2}+\frac{(\mu-2)(\mu-1)}{t^{2}},  \tag{186}\\
& \ddot{\phi}=-3 H \dot{\phi}+\frac{(\mu-1) \dot{\phi}}{t}-V^{\prime}(\phi) . \tag{187}
\end{align*}
$$

The Equation (186) is the Riccati ordinary differential equation for $\mu \neq 1$ and $\xi=0$. The analytical solution of (186) is (for an analogous case, see Equation (36) in [61]):

$$
\begin{equation*}
H(t)=\frac{1}{3 t}\left[\frac{9-2 \mu+r}{2}-\frac{c r \alpha_{0}^{r}}{c \alpha_{0}^{r}+\left(H_{0} t\right)^{r}}\right], \tag{188}
\end{equation*}
$$

where

$$
\begin{equation*}
c=\frac{-2 \mu+r-6 \alpha_{0}+9}{2 \mu+r+6 \alpha_{0}-9}, r=\sqrt{8 \mu(2 \mu-9)+105} \tag{189}
\end{equation*}
$$

and $\alpha_{0}=H_{0} t_{0}$, where $t_{0}$ is the value of $t$ today. $H_{0}$ is the current value of the Hubble factor, and $\alpha_{0}$ is the current age parameter, for which we obtain the best-fit values. For large $t$, the asymptotic scaling factor can be expressed as follows:

$$
\begin{equation*}
a(t) \simeq t^{\frac{1}{6}}(+9-2 \mu+r), \tag{190}
\end{equation*}
$$

Thus, the acceleration of the late universe can be obtained with a power-law scale factor without a cosmological constant. These results are independent of the matter source and anisotropy.

### 3.2. Minimal Coupling

In this section, we discuss the results of [69] for minimal coupling $(\xi=0)$ and a constant potential $V(\phi)=\Lambda$.

Introducing the logarithmic independent variable, $\tau=-\ln (1+z)=\ln a$, with $\tau \rightarrow$ $-\infty$ when $z \rightarrow \infty, \tau \rightarrow 0$ when $z \rightarrow 0$, and $\tau \rightarrow \infty$ when $z \rightarrow-1$, and defining the age parameter of the universe as $\alpha=t H$, we obtain the initial value problem, i.e.,

$$
\begin{align*}
& \alpha^{\prime}(\tau)=9-2 \mu-3 \alpha(\tau)+\frac{(\mu-2)(\mu-1)}{\alpha(\tau)},  \tag{191}\\
& t^{\prime}(\tau)=t(\tau) / \alpha(\tau),  \tag{192}\\
& \alpha(0)=t_{0} H_{0}, t(0)=t_{0}, \tag{193}
\end{align*}
$$

plus the auxiliary equation, as follows:

$$
\begin{equation*}
\phi^{\prime \prime}(\tau)=-\frac{(\mu-1) \phi^{\prime}(\tau)(\mu-t(\tau) \phi(\tau)-2)}{\alpha(\tau)^{2}}-\frac{\phi^{\prime}(\tau)(-2 \mu+3 t(\tau) \phi(\tau)+8)}{\alpha(\tau)}+3 \phi^{\prime}(\tau) . \tag{194}
\end{equation*}
$$

Equation (191) gives a one-dimensional dynamical system analyzed in [68]. There is an asymptotic behavior for large $\tau$, which is consistent with [68], in which the attractor solution has an asymptotic age parameter $\lim _{t \rightarrow \infty} t H=\frac{1}{6}(9-2 \mu+r)$.

The exact solution of this system is as follows:

$$
\begin{equation*}
t(\tau)=t_{0} \exp \left(\frac{2\left(\tan ^{-1}\left(\frac{6 H_{0} t_{0}+2 \mu-9}{\sqrt{8(9-2 \mu) \mu-105}}\right)-\tan ^{-1}\left(\frac{6 \alpha(\tau)+2 \mu-9}{\sqrt{8(9-2 \mu) \mu-105}}\right)\right)}{\sqrt{8(9-2 \mu) \mu-105}}\right) \tag{195}
\end{equation*}
$$

where $\alpha$ is obtained implicitly from the following:

$$
\begin{align*}
& \frac{1}{6} \ln \left(-2 \mu \alpha(\tau)-3 \alpha(\tau)^{2}+9 \alpha(\tau)+\mu^{2}-3 \mu+2\right)-\frac{(2 \mu-9) \tan ^{-1}\left(\frac{6 \alpha(\tau)+2 \mu-9}{\sqrt{-16 \mu^{2}+72 \mu-105}}\right)}{3 \sqrt{-16 \mu^{2}+72 \mu-105}} \\
& =\frac{1}{6}\left(\ln \left(-2 H_{0} \mu t_{0}-3 H_{0} t_{0}\left(H_{0} t_{0}-3\right)+\mu^{2}-3 \mu+2\right)+\frac{2(9-2 \mu) \tan ^{-1}\left(\frac{6 H_{0} t_{0}+2 \mu-9}{\sqrt{8(9-2 \mu) \mu-105}}\right)}{\sqrt{8(9-2 \mu) \mu-105}}-6 \tau\right) \tag{196}
\end{align*}
$$

where the parameter $\epsilon_{0}$ is introduced, such that we have the following:

$$
\begin{equation*}
\epsilon_{0}=\frac{1}{2} \lim _{t \rightarrow \infty}\left(\frac{t_{0} H_{0}-t H}{t H}\right), \quad \alpha_{0}=\frac{1}{6}(9-2 \mu+\sqrt{8 \mu(2 \mu-9)+105})\left(1+2 \epsilon_{0}\right) . \tag{197}
\end{equation*}
$$

$\epsilon_{0}$ is a measure of the limiting value of the relative error in the age parameter $t H$ when approximated by $t_{0} H_{0}$.

In a recent study [69], we investigated the potential of using fractional cosmology to account for the universe's accelerated expansion without the requirement of exotic fluids in the model. We found self-accelerated solutions where the matter-energy density is zero. In this article, we will provide an overview of how a model with cold dark matter incorporates these possibilities following the previous reference.

### 3.2.1. Model with Cold Dark Matter

Assume

$$
\begin{equation*}
H(t)=\frac{\alpha}{t} \tag{198}
\end{equation*}
$$

where $\alpha$ is a constant and $\mu>1$. If $\alpha=\mu-1$, we have a power-law solution, as follows:

$$
\begin{equation*}
H(t)=\frac{\mu-1}{t} \Longrightarrow a(t)=\left(\frac{t}{t_{0}}\right)^{\mu-1} \tag{199}
\end{equation*}
$$

The conservation equation for matter, as described in (172), applies to cold dark matter ( $p_{\mathrm{CDM}}=w_{\mathrm{CDM}} \rho_{\mathrm{CDM}}$, and $w_{\mathrm{DM}}=0$ ); when $H$ is defined by (198), this equation simplifies to the following:

$$
\begin{equation*}
\dot{\rho}_{\mathrm{CDM}}+\frac{(3 \alpha-\mu+1) \rho_{\mathrm{CDM}}}{t}=0 \tag{200}
\end{equation*}
$$

Hence, for the matter-energy density, we have the following:

$$
\begin{equation*}
\rho_{\mathrm{CDM}}=\rho_{\mathrm{CDM}(0)}\left(t / t_{0}\right)^{-3 \alpha+\mu-1} . \tag{201}
\end{equation*}
$$

Choosing

$$
\begin{equation*}
\alpha=\frac{\mu+1}{3}, \tag{202}
\end{equation*}
$$

we obtain the following:

$$
\begin{equation*}
\rho_{\mathrm{CDM}}=\rho_{\mathrm{CDM}(0)}\left(t / t_{0}\right)^{-2} . \tag{203}
\end{equation*}
$$

Then, from Equation (178), we obtain the following:

$$
\begin{equation*}
\rho_{C D M(0)}=\frac{2(2-\mu)(\mu+1)}{3 t_{0}^{2}} \tag{204}
\end{equation*}
$$

Using the redshift parameter, $1+z=1 / a$, we obtain the following:

$$
\begin{align*}
H(t) & =\frac{\alpha}{t} \Longrightarrow a(t)  \tag{205}\\
\text { and } 1+z & =\left(\frac{t}{t_{0}}\right)^{\alpha},  \tag{206}\\
\text { a } & \Longrightarrow\left(\frac{t}{t_{0}}\right)
\end{align*}=(1+z)^{-\frac{1}{\alpha}}, ~ l
$$

then, we have the following:

$$
\begin{equation*}
\rho_{\mathrm{CDM}}(z)=\rho_{\mathrm{CDM}}(0)(1+z)^{\frac{2}{\alpha}} \text { and } H(z)=H_{0}(1+z)^{\frac{1}{\alpha}}, \tag{207}
\end{equation*}
$$

where $\alpha$ is defined by (202). EoS $w_{\text {eff }}$ is defined through

$$
\begin{equation*}
\rho_{\mathrm{CDM}}(z)=\rho_{\mathrm{CDM}}(0)(1+z)^{3\left(1+w_{\mathrm{eff}}\right)}, \tag{208}
\end{equation*}
$$

we have the following:

$$
\begin{equation*}
w_{\mathrm{eff}}=-1+\frac{2}{3 \alpha}=-1+\frac{2}{\mu+1} \text { and } q=-1+\frac{1}{\alpha}=-1+\frac{3}{\mu+1} \tag{209}
\end{equation*}
$$

Similar to GR, we have the usual relation, $q=\frac{1}{2}\left(1+3 w_{\text {eff }}\right)$. Therefore, in fractional cosmology, we have an acceleration ( $\ddot{a}>0, q<0)$ as is present in GR when the effective fluid has $w_{\text {eff }}<-1 / 3$. Hence,

$$
\begin{equation*}
\ddot{a}(t)<0, q>0, w_{\text {eff }}>-1 / 3 \Longleftrightarrow 1<\mu<2, \tag{210}
\end{equation*}
$$

and

$$
\begin{equation*}
\ddot{a}(t)>0, q<0, w_{\mathrm{eff}}<-1 / 3 \Longleftrightarrow \mu>2 . \tag{211}
\end{equation*}
$$

Finally, we have an accelerated expansion if $\mu>2$, caused by the fractional derivative correction, and not by the matter content. That is the powerful advantage of fractional cosmology over GR. This is consistent as $\rho_{\mathrm{CDM}} \rightarrow 0$ with the asymptotic solution $H(t)=\frac{\mu-1}{t}$, where $q=-\frac{\mu-2}{\mu-1}$, which is a power-law solution $a(t)=\left(t / t_{0}\right)^{\mu-1}$. It is accelerated if $\mu>2$ and decelerated if $1<\mu<2$, as proven in [64].

### 3.2.2. Interpretation of the Fractional Term as a Dark Energy Source

We write (170) as follows:

$$
\begin{align*}
& 3 H^{2}=\rho_{\mathrm{CDM}}+\rho_{\text {frac }}  \tag{212}\\
& \text { where } \rho_{\mathrm{CDM}}(z)=\rho_{\mathrm{CDM}}(0)(1+z)^{\frac{2}{\alpha}}=\frac{2(2-\mu)(\mu+1)}{3 t_{0}^{2}}(1+z)^{\frac{6}{1+\mu}}  \tag{213}\\
& \text { where } \rho_{\mathrm{frac}}(t)=\frac{3(\mu-1)}{t} H \underbrace{\Longrightarrow}_{\text {using }} \underbrace{\Longrightarrow}_{\text {(198) and (206) }} \rho_{\mathrm{frac}}(z)=\rho_{\mathrm{frac}}(0)(1+z)^{\frac{2}{\alpha}}  \tag{214}\\
& \text { and } \rho_{\text {frac }}(0)=\frac{3(\mu-1)}{t_{0}} H_{0}=\frac{(\mu-1)}{t_{0} H_{0}} 3 H_{0}^{2} \tag{215}
\end{align*}
$$

Using $H=d \ln a / d t$ and $1+z=1 / a$, we obtain the following:

$$
\begin{equation*}
t_{0} H_{0}=\int_{0}^{\infty} \frac{d z}{(1+z) E(z)} \tag{216}
\end{equation*}
$$

Substituting (see Equation (198)), we have the following:

$$
\begin{equation*}
E(z)=(1+z)^{\frac{1}{\alpha}}=(1+z)^{\frac{3}{1+\mu}} \tag{217}
\end{equation*}
$$

with $\alpha$ defined by (202), we obtain the following:

$$
\begin{equation*}
H_{0} t_{0}=(1+\mu) / 3 . \tag{218}
\end{equation*}
$$

On the other hand, using (212), (214), and (215), we obtain the following:

$$
\begin{align*}
& E^{2}(z)=\frac{3 H^{2}(z)}{3 H_{0}^{2}}=\frac{\rho_{\mathrm{CDM}}(z)}{3 H_{0}^{2}}+\frac{\rho_{\mathrm{frac}}(z)}{3 H_{0}^{2}} \Longleftrightarrow E^{2}(z)=\Omega_{\mathrm{DM}}(z)+\Omega_{\mathrm{frac}}(z)  \tag{219}\\
& \Longrightarrow \Omega_{\mathrm{frac}}(0)=1-\Omega_{\mathrm{DM}}(0)=\frac{\mu-1}{t_{0} H_{0}}=\frac{3(\mu-1)}{\mu+1} \sim 0.744 \%, \mu \sim 1.65957 \tag{220}
\end{align*}
$$

where $\Omega_{\mathrm{DM}}(0) \sim 0.256 \%$. We compare the value $\mu \sim 1.66$, with the observational tests performed in [64] for a flat prior $1<\mu<3$, where the best-fit value for $\mu$ is $\mu^{*}=1.71$.

We will inspect the nature of $\rho_{\text {frac }}$ as an effective fluid in GR, i.e.,

$$
\begin{align*}
\rho_{\mathrm{frac}} & =\frac{3(\mu-1)}{t} H, q=-1-\frac{\dot{H}}{H^{2}} \Longrightarrow \dot{\rho}_{\mathrm{frac}}=-H\left(1+q+\frac{1}{H t}\right) \rho_{\mathrm{frac}}  \tag{221}\\
& \Longrightarrow \dot{\rho}_{\mathrm{frac}}+3 H\left(1+w_{\mathrm{frac}}\right) \rho_{\mathrm{frac}}=0 \tag{222}
\end{align*}
$$

where $w_{\text {frac }}=\frac{1}{3}\left(q-2+\frac{1}{\alpha}\right)$. According to (209), we again deduce (208),

$$
\begin{equation*}
w_{\mathrm{frac}}=-1+\frac{2}{3 \alpha}, \tag{223}
\end{equation*}
$$

corresponding to the quintessence $\left(-1<w_{\text {frac }}<-1 / 3\right)$ if $\mu>2$.

### 3.2.3. Tests against Cosmological Observations

The observational tests performed in [64] were improved in [69]. In this reference, the (theoretical) Hubble parameter as a function of redshift is tested against cosmological observations. Therefore, for the adjustment, systems (191) and (192) are numerically integrated, representing a system for the variables $(\alpha, t)$ as a function of $\tau=-\ln (1+z)$, and for which we consider the initial conditions $\alpha(\tau=0) \equiv \alpha_{0}=t_{0} H_{0}$ and $t(\tau=0) \equiv$ $t_{0}=\alpha_{0} / H_{0}$. Then, the parameter Hubble is obtained numerically by $H_{t h}(z)=\alpha(z) / t(z)$.

Furthermore, for a better comparison, the free parameters of the $\Lambda$ CDM model are also fitted, whose Hubble parameter as a function of redshift is given by [69], as follows:

$$
\begin{equation*}
H(z)=H_{0} \sqrt{\Omega_{m, 0}(1+z)^{3}+1-\Omega_{m, 0}} . \tag{224}
\end{equation*}
$$

The free parameters of the fractional cosmological model are $\theta=\left\{h, \mu, \epsilon_{0}\right\}$ and the free parameters of the $\Lambda$ CDM model are $\theta=\left\{h, \Omega_{m, 0}\right\}$. For the free parameters, $\mu, \epsilon_{0}$ and $\Omega_{m, 0}$, we consider the following flat priors: $\mu \in F(1,4), \epsilon_{0} \in F(-0.1,0.1)$ and $\Omega_{m, 0} \in F(0,1)$. It is important to mention that, due to a degeneracy between $H_{0}$ and $\mathcal{M}$, the SNe Ia data cannot constrain the free parameter, $h$ (as a reminder, $H_{0}=100 \frac{\mathrm{~km} / \mathrm{s}}{\mathrm{Mpc}} h$ ), contrary to the case of OHD and, consequently, in the joint analysis. Therefore, the posterior distribution of $h$ for the SNe Ia data is expected to cover all prior distributions. On the other hand, the prior is chosen as $\epsilon_{0}=0$, which is a measure of the limiting value of the relative error in the age parameter, $t H$, when approximated by $t_{0} H_{0}$, according to Equation (197). For the mean value of $\epsilon_{0}=0, \alpha_{0}=\frac{1}{6}(-2 \mu+r+9)$ was acquired, which implies $c=0$.

The analysis of the SNe Ia, OHD data, and the joint analysis with SNe Ia plus OHD data lead, respectively, to $h=0.696_{-0.295}^{+0.302}, \mu=1.340_{-0.339}^{+2.651}$ and $\epsilon_{0}=\left(1.976_{-2.067}^{+1.709}\right) \times 10^{-2}$, $h=0.675_{-0.021}^{+0.041}, \mu=2.239_{-1.190}^{+1.386}$, and $\epsilon_{0}=\left(0.865_{-0.773}^{+0.793}\right) \times 10^{-2}$, and $h=0.84_{-0.027}^{+0.031}$, $\mu=1.840_{-0.773}^{+1.446}$, and $\epsilon_{0}=\left(1.213_{-1.057}^{+0.482}\right) \times 10^{-2}$, where best-fit values are calculated at $3 \sigma$ CL.

In this model, the deceleration parameter is calculated using specific values for $\alpha(\tau)$ and $\mu$, in closed form, as follows:

$$
\begin{equation*}
q(\alpha(\tau))=2+\frac{2(\mu-4)}{\alpha(\tau)}-\frac{(\mu-2)(\mu-1)}{\alpha^{2}(\tau)} . \tag{225}
\end{equation*}
$$

Using best-fit estimates from Table 3, we show a transition at $z_{t} \gtrsim 1$, with a larger transition redshift than the $\Lambda C D M$ model. The current deceleration parameter for the fractional cosmological model is $q_{0}=-0.37_{-0.11}^{+0.08}$ at $3 \sigma$ CL.

Table 3. The best-fit values and criteria $\chi_{\min }^{2}$ for the $\Lambda$ CDM model with free parameters $h$ and $\Omega_{m, 0}$ for the fractional cosmological model (dust plus radiation) [64] and the fractional cosmological model with free parameters $h, \mu$, and $\epsilon_{0}$ [69]. Using the MCMC analysis [96], the best-fit values and their joint analysis were obtained from the SNe Ia and OHD (or CC) data. The $\Lambda$ CDM model was used as a reference model (taken from [70]).

| Data | Best-Fit Values |  |  |  | $\chi_{\min }^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $h$ | $\Omega_{m, 0}$ | $\mu$ | $\epsilon_{0} \times 10^{2}$ |  |
| $\Lambda$ CDM Model |  |  |  |  |  |
| SNe Ia | $0.692_{-0.120}^{+0.209}+0.296{ }_{-0.278}^{+0.307}{ }_{-0.292}$ | $0.299_{-0.021}^{+0.022}+0.046{ }_{-0.042}^{+0.068}{ }_{-0.059}^{+0}$ | $\ldots$ | $\ldots$ | 1026.9 |
| OHD | $0.706_{-0.012}^{+0.012}{ }_{-0.024}^{+0.024}{ }_{-0.036}^{+0.035}$ | $0.259_{-0.017}^{+0.018}{ }_{-0.033}^{+0.038}{ }_{-0.047}^{+0.059}$ | $\ldots$ | $\ldots$ | 27.5 |
| SNe Ia plus OHD | $0.696_{-0.010}^{+0.010}{ }_{-0.020}^{+0.020}{ }_{-0.029}^{+0.029}$ | $0.276_{-0.014}^{+0.014}+0.030{ }_{-0.027}^{+0.043}{ }_{-0.040}$ | $\ldots$ | $\ldots$ | 1056.3 |


| SNe Ia | $0.599_{-0.269}^{+0.275}$ | $0.160_{-0.072}^{+0.050}$ | $2.771_{-0.214}^{+0.161}$ | . . | 54.83 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CC | $0.629_{-0.027}^{+0.027}$ | $0.399_{-0.122}^{+0.093}$ | $2.281{ }_{-0.433}^{+0.492}$ | $\ldots$ | 16.14 |
| SNe Ia plus CC | $0.692_{-0.018}^{+0.019}$ | $0.228_{-0.040}^{+0.035}$ | $2.839_{-0.193}^{+0.117}$ | $\ldots$ | 78.69 |
| Fractional cosmological model [69] (The uncertainties presented correspond to $1 \sigma(68.3 \%), 2 \sigma(95.5 \%)$, and $3 \sigma(99.7 \%) \mathrm{CL}$ ) |  |  |  |  |  |
| SNe Ia | $0.696_{-0.204}^{+0.215}{ }_{-0.284}^{+0.293}+0.302$ | $\cdots$ | $1.340_{-0.245}^{+0.492}+2.447{ }_{-0.328}^{+2.651}-0.339$ | $1.976_{-0.905}^{+0.599}+1.1343_{-2.067}^{+1.709}$ | 1028.1 |
| OHD | $0.675_{-0.008}^{+0.013}{ }_{-0.015}^{+0.029}{ }_{-0.021}^{+0.041}$ | . . | $2.239_{-0.457}^{+0.449}{ }_{-0.960}^{+0.908}{ }_{-1.190}^{+1.386}$ | $0.865_{-0.407}^{+0.395}{ }_{-0.657}^{+0.650}{ }_{-0.773}^{+0.793}$ | 29.7 |
| SNe Ia plus OHD | $0.684_{-0.010}^{+0.011}{ }_{-0.020}^{+0.021}{ }_{-0.027}^{+0.031}$ |  | $1.840_{-0.298}^{+0.343}+1.030{ }_{-0.586}^{+1.446}{ }_{-0.773}$ | $1.213_{-0.310}^{+0.216}{ }_{-0.880}^{+0.383}+{ }_{-1.057}^{+0.482}$ | 1061.1 |

We use the jerk to determine the type of dark energy in the fractional cosmological model. Its formula is based on the value of $q$ in (225) using equation $j(\tau)=q(\tau)(2 q(\tau)+$ $1)-\frac{d q(\tau)}{d \tau}$. Entering $\alpha(\tau)$, we obtain the following:

$$
\begin{equation*}
j(\alpha(\tau))=\frac{12(\mu-4)}{\alpha(\tau)}+\frac{(\mu-21) \mu+50}{\alpha(\tau)^{2}}-\frac{2(\mu-3)(\mu-2)(\mu-1)}{\alpha(\tau)^{3}}+10 . \tag{226}
\end{equation*}
$$

If $j$ deviates from unity, this may suggest a different cosmology with a dynamical equation of state during the late times.

The matter density parameter in the fractional cosmological model has significant uncertainties due to the absence of the matter equation of the state parameter in the Hubble parameter used for the reconstruction. The current value of this parameter is $\Omega_{m, 0}=0.531_{-0.260}^{+0.195}$ at $1 \sigma \mathrm{CL}$, which aligns with the asymptotic value $\Omega_{m, t \rightarrow \infty}=0.519_{-0.262}^{+0.199}$ determined at the same confidence level through joint analysis.

The fractional cosmological model suggests that a larger $\Omega_{m, 0}$ could explain the smaller deceleration parameter $q_{0}$ and the excess matter at $\rho_{\mathrm{frac}}=3(\mu-1) t^{-1} H$ with $\Omega_{\mathrm{frac}}(\alpha(\tau))=$ $(\mu-1) / \alpha(\tau)$. The current value of $\Omega_{\mathrm{frac}, 0}$ is 0.469 , which satisfies $\Omega_{m, 0}+\Omega_{\mathrm{frac}, 0}=1$ and potentially alleviates the problem of coincidence. On the other hand, these best-fit values lead to an age of the universe with a value of $t_{0}=\alpha_{0} / H_{0}=25.62_{-4.46}^{+6.89} \mathrm{Gyrs}$ [69].

In this case, the expressions (178) and (181) are used to calculate $\rho(t)$ and $p(t)$. Substituting all expressions in system (176)-(178) leads to identities. There is an arbitrary constant of integration, and the equations are satisfied identically (no compatibility equations are required). Therefore, this is the general solution of the system. This result is generic since it does not require specifying the equation of the state parameter of matter. Therefore, Equation (188) provides a family of one-parameter solutions that are complete and independent of matter content.

The results in Table 3 are for the minimally coupled case $(\xi=0)$. The test against cosmological data of the non-minimally coupled case has not yet been performed. The analysis is complicated and out of the scope of the present research.

### 3.2.4. Dynamical Systems Analysis

This section presents new findings and an alternative approach to the dynamical system previously developed in [64,68,69]. Through analyzing dynamical systems, we can identify the model's asymptotic states and explore the phase space for different fractional derivative orders and matter models [97-102]. This allows us to classify the equilibrium points and determine the fractional derivative order to produce a power-law-accelerated late-time solution for the scale factor.

With this objective in mind, we introduce the new variables, as follows:

$$
\begin{equation*}
x_{1}=\frac{t(\tau) \phi^{\prime}(\tau)}{\sqrt{6} \alpha(\tau)}, \quad x_{2}=t(\tau) \phi(\tau), \quad x_{3}=\alpha(\tau) \tag{227}
\end{equation*}
$$

that satisfy

$$
\begin{equation*}
\rho+\Lambda=-\frac{3 x_{2}^{2} x_{3}\left(-\mu \xi+\xi+x_{3}\left(\xi+x_{1}^{2}+2 \sqrt{6} \xi x_{1}\right)\right)}{t(\tau)^{4}}+\frac{3 x_{3}\left(-\mu+x_{3}+1\right)}{t(\tau)^{2}} \tag{228}
\end{equation*}
$$

and define the new time variable, as follows:

$$
\begin{equation*}
f^{\prime} \equiv \alpha^{2} \frac{d f}{d \tau} \tag{229}
\end{equation*}
$$

and, thus, we obtain the dynamical system, as follows:

$$
\begin{align*}
& x_{1}^{\prime}=-2 \mu^{2} x_{1}+\mu x_{1}\left(x_{2}+4 x_{3}+6\right)-x_{1}\left(3 x_{2} x_{3}+x_{2}+2\left(8-3 x_{3}\right) x_{3}+4\right),  \tag{230}\\
& x_{2}^{\prime}=x_{3}\left(\sqrt{6} x_{1} x_{3}^{2}+x_{2}\right),  \tag{231}\\
& x_{3}^{\prime}=x_{3}\left(\mu^{2}-3 \mu-2 \mu x_{3}-3\left(x_{3}-3\right) x_{3}+2\right) . \tag{232}
\end{align*}
$$

The equilibrium points of (230)-(232) are as follows:

1. $\quad P_{1}:\left(x_{1}, x_{2}, x_{3}\right):=\left(0, x_{2 c}, 0\right)$. The eigenvalues are
$\left\{0,(\mu-1)\left(-2 \mu+x_{2 c}+4\right),(\mu-2)(\mu-1)\right\}$. It is normally hyperbolic with a stable 2D manifold for $1<\mu<2, x_{2 c}<2 \mu-4$, an unstable 2D manifold for $\mu<1, x_{2 c}<2 \mu-4$ , or $\mu>2, x_{2 c}>2 \mu-4$. This point is a saddle for $\mu<1, x_{2 c}>2 \mu-4$, or $1<\mu<$ $2, x_{2 c}>2 \mu-4$, or $\mu>2, x_{2 c}<2 \mu-4$.
2. $\quad P_{2}:\left(x_{1}, x_{2}, x_{3}\right):=\left(x_{1 c}, 2(\mu-2), 0\right)$. The eigenvalues are $\{0,0,(-2+\mu)(-1+\mu)\}$, indicating that the system is non-hyperbolic.
3. $\quad P_{3}:\left(x_{1}, x_{2}, x_{3}\right):=\left(0,0, \frac{1}{6}(-2 \mu-r+9)\right)$, with $r=\sqrt{8 \mu(2 \mu-9)+105}$. The eigenvalues are $\left\{\frac{1}{3}(-2 \mu-r+9), \frac{1}{6}(-2 \mu-r+9), \frac{1}{6}(-2 \mu(8 \mu+r-36)+9 r-105)\right\}$. The conditions are as follows:
(a) Source for $1<\mu<2$.
(b) $\quad$ Sink for $\mu<1$ or $\mu>2$.
4. $\quad P_{4}:\left(x_{1}, x_{2}, x_{3}\right):=\left(\frac{\mu(-12 \mu+3 r+65)-2(5 r+51)}{4 \sqrt{6}(\mu-2)(\mu-1)^{2}}, \frac{1}{12}(4 \mu-r-3), \frac{1}{6}(-2 \mu-r+9)\right)$.

The eigenvalues are $\left\{\frac{1}{6}(-2 \mu(8 \mu+r-36)+9 r-105)\right.$,
$\frac{1}{12}(-2 \mu-3 \sqrt{2} \sqrt{2 \mu(5 \mu-27)+(2 \mu-9) r+93}-r+9)$,
$\left.\frac{1}{12}(-2 \mu+3 \sqrt{2} \sqrt{2 \mu(5 \mu-27)+(2 \mu-9) r+93}-r+9)\right\}$. This point is a saddle for all $\mu \neq 1$ and $\mu \neq 2$.
5. $\quad P_{5}:\left(x_{1}, x_{2}, x_{3}\right):=\left(0,0, \frac{1}{6}(-2 \mu+r+9)\right)$. The eigenvalues are
$\left\{\frac{1}{6}(-2 \mu+r+9), \frac{1}{3}(-2 \mu+r+9), \frac{1}{6}(2 \mu(-8 \mu+r+36)-3(3 r+35))\right\}$. This point is a saddle for all $\mu \in \mathbb{R}$.
6. $\quad P_{6}:\left(x_{1}, x_{2}, x_{3}\right):=\left(\frac{\mu(-12 \mu-3 r+65)+2(5 r-51)}{4 \sqrt{6}(\mu-2)(\mu-1)^{2}}, \frac{1}{12}(4 \mu+r-3), \frac{1}{6}(-2 \mu+r+9)\right)$.

The eigenvalues are $\left\{\frac{1}{6}(2 \mu(-8 \mu+r+36)-3(3 r+35))\right.$,
$\frac{1}{12}\left(-2 \mu-3 \sqrt{20 \mu^{2}-4 \mu(r+27)+6(3 r+31)}+r+9\right)$,
$\left.\frac{1}{12}\left(-2 \mu+3 \sqrt{20 \mu^{2}-4 \mu(r+27)+6(3 r+31)}+r+9\right)\right\}$.
This point is a saddle for all $\mu \neq 1$ and $\mu \neq 2$.

### 3.3. Non-Minimal Coupling

In this section, we present the new results of the thesis for the most general case $\xi \neq 0$ corresponding to non-minimal coupling. For this analysis, we will use the age parameter given by $\alpha=t H$, and we will use the rules

$$
\begin{equation*}
\frac{d}{d t}=H \frac{d}{d \tau}, \quad \frac{d^{2}}{d t^{2}}=H^{2}\left(\frac{d^{2}}{d \tau^{2}}-(1+q) \frac{d}{d \tau}\right), \quad q:=-1-\frac{\dot{H}}{H^{2}} \tag{233}
\end{equation*}
$$

to introduce a new derivative.
Thus, systems (183) and (184) are as follows:

$$
\begin{align*}
\alpha^{\prime}(\tau) & =\frac{(\mu-2)(\mu-1)\left(\xi \phi^{2}-1\right)}{\alpha\left(\xi(12 \xi+1) \phi^{2}-1\right)}+\frac{\alpha\left(3-3 \xi(8 \xi+1) \phi^{2}\right)}{\xi(12 \xi+1) \phi^{2}-1}+\frac{\xi(-2 \mu+12 \xi+9) \phi^{2}+2 \mu-9}{\xi(12 \xi+1) \phi^{2}-1}+\frac{2 \xi t^{2} \phi^{2} \phi^{\prime 2}}{\alpha\left(\xi(12 \xi+1) \phi^{2}-1\right)} \\
& +\phi^{\prime}\left(-\frac{2(\mu-1) \xi t \phi^{2}}{\alpha\left(\xi(12 \xi+1) \phi^{2}-1\right)}-\frac{2 \xi t \phi^{2}}{\xi(12 \xi+1) \phi^{2}-1}\right)  \tag{234}\\
\phi^{\prime \prime}(\tau) & =\frac{12(\mu-4) \xi \phi\left(\xi \phi^{2}-1\right)}{\alpha\left(\xi(12 \xi+1) \phi^{2}-1\right)}-\frac{6(\mu-2)(\mu-1) \xi \phi\left(\xi \phi^{2}-1\right)}{\alpha^{2}\left(\xi(12 \xi+1) \phi^{2}-1\right)}+\frac{6 \xi \phi\left(\xi \phi^{2}-1\right)}{\xi(12 \xi+1) \phi^{2}-1} \\
& +\phi^{\prime 2}\left(\frac{\frac{2(\mu-1) \xi t \phi^{2}}{\xi(12 \xi+1) \phi^{2}-1}-\frac{12 \xi^{2} t^{2} \phi^{3}}{\xi(12 \xi+1) \phi^{2}-1}}{\alpha^{2}}+\frac{2 \xi t \phi^{2}}{\alpha\left(\xi(12 \xi+1) \phi^{2}-1\right)}\right)-\frac{2 \xi t^{2} \phi^{2} \phi^{3}}{\alpha^{2}\left(\xi(12 \xi+1) \phi^{2}-1\right)} \\
& +\phi^{\prime}\left(\frac{3\left(\xi(8 \xi+1) \phi^{2}-1\right)}{\xi(12 \xi+1) \phi^{2}-1}+\frac{\frac{(\mu-1) t \phi\left(\xi(24 \xi+1) \phi^{2}-1\right)}{\xi(12 \xi+1) \phi^{2}-1}-\frac{(\mu-2)(\mu-1)\left(\xi \phi^{2}-1\right)}{\xi(12 \xi+1) \phi^{2}-1}}{\frac{2(\mu-4)\left(\xi \phi^{2}-1\right)}{\xi(12 \xi+1) \phi^{2}-1}+\frac{t\left(3 \phi-3 \xi(8 \xi+1) \phi^{3}\right)}{\xi(12 \xi+1) \phi^{2}-1}}\right) \alpha \tag{235}
\end{align*}
$$

and for the initial conditions for the scalar field and the speed of the scalar field, we consider a model with dust-like matter ( $p=0$ ), and we evaluate at $\tau=0$ (today) the expressions (178) and (181) to obtain the following:

$$
\begin{align*}
& -\frac{\phi_{0}^{2} \phi_{0}^{\prime 2}}{6 H_{0}^{2}}-\frac{\mu+\xi \phi_{0}^{2}\left(-\mu+2 t_{0} \phi_{0}^{\prime}+1\right)-1}{H_{0} t_{0}}-\xi \phi_{0}^{2}-\Omega_{\Lambda 0}-\Omega_{m 0}+1=0,  \tag{238}\\
& -6 H_{0}^{2} t_{0}^{2} \Omega_{\Lambda 0}\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right)+6 H_{0}^{2} t_{0}^{2}\left(\xi \phi_{0}^{2}-1\right)^{2}+12 H_{0} t_{0}\left(\xi \phi_{0}^{2}-1\right)\left(\mu\left(\xi \phi_{0}^{2}-1\right)+\xi \phi_{0}^{2}\left(12 \xi+t_{0} \phi_{0}^{\prime}-3\right)+3\right) \\
& -6(\mu-2)(\mu-1)\left(\xi \phi_{0}^{2}-1\right)^{2}+t_{0}^{2} \phi_{0}^{2}\left(\xi\left(\phi_{0}^{2}+12\right)-1\right) \phi_{0}^{\prime 2}+12(\mu-1) \xi t_{0} \phi_{0}^{2}\left(\xi \phi_{0}^{2}-1\right) \phi_{0}^{\prime}=0 . \tag{239}
\end{align*}
$$

### 3.3.1. Dynamical Systems Analysis

In [49], the assumption $H=H(\phi, \dot{\phi})=\varepsilon \dot{\phi} / \phi$ was explored, corresponding to $\phi^{\prime}(\tau) /$ $\phi(\tau)=\varepsilon$, and $\alpha=t \varepsilon \dot{\phi} / \phi$.

In this paper, we consider a more general case where the new variables are introduced as follows:

$$
\begin{equation*}
x_{1}=\frac{t(\tau) \phi^{\prime}(\tau)}{\sqrt{6} \alpha(\tau)}, \quad x_{2}=t(\tau) \phi(\tau), \quad x_{3}=\alpha(\tau), \quad x_{4}=\frac{1}{t(\tau)^{2}\left(\xi(12 \xi+1) \phi(\tau)^{2}-1\right)}, \tag{240}
\end{equation*}
$$

that satisfy

$$
\begin{equation*}
\rho+\Lambda=-\frac{3 x_{3} x_{4}\left(-\mu+x_{2}^{2} x_{4}\left(x_{1}^{2} x_{3}+2 \sqrt{6} \xi x_{1} x_{3}-12 \xi^{2}\left(-\mu+x_{3}+1\right)\right)+x_{3}+1\right)}{\left(\xi(12 \xi+1) x_{2}^{2} x_{4}-1\right)^{2}} \tag{241}
\end{equation*}
$$

and the new time, as follows:

$$
\begin{equation*}
f^{\prime} \equiv \alpha^{3} \frac{d f}{d \tau^{\prime}} \tag{242}
\end{equation*}
$$

which preserves the arrow of time $(\alpha \geq 0)$, obtaining the dynamical system, as follows:

$$
\begin{align*}
& x_{1}^{\prime}=-24 \xi x_{1}^{3} x_{2}^{2} x_{3}^{3} x_{4}+4 \sqrt{6} \xi x_{1}^{2} x_{2}^{2} x_{3}^{2} x_{4}\left(\mu-3 \xi x_{2}+x_{3}-1\right) \\
& +x_{1} x_{3}\left[-2 \mu^{2}+6 \mu+12 \xi^{2} x_{2}^{2} x_{4}\left(2 \mu^{2}-6 \mu+x_{2}\left(\mu+x_{3}-1\right)-4 \mu x_{3}-2\left(x_{3}-8\right) x_{3}+4\right)\right. \\
& \left.+\mu x_{2}-3 x_{2} x_{3}-x_{2}+6 x_{3}^{2}+4 \mu x_{3}-16 x_{3}-4\right] \\
& -\sqrt{6} \xi x_{2}\left(-(\mu-2)(\mu-1)+x_{3}^{2}+2(\mu-4) x_{3}\right)\left(12 \tilde{\xi}^{2} x_{2}^{2} x_{4}-1\right) \tag{243}
\end{align*}
$$

$$
\begin{align*}
& x_{2}^{\prime}=x_{3}^{2}\left(\sqrt{6} x_{1} x_{3}^{2}+x_{2}\right)  \tag{244}\\
& x_{3}^{\prime}=x_{3}^{2}\left[\mu^{2}-3 \mu+2 \xi x_{1} x_{2}^{2} x_{3} x_{4}\left(6 x_{1} x_{3}-\sqrt{6}\left(\mu+x_{3}-1\right)\right)\right. \\
& \left.+12 \xi^{2} x_{2}^{2} x_{4}\left(-(\mu-2)(\mu-1)+x_{3}^{2}+2(\mu-4) x_{3}\right)-3 x_{3}^{2}-2 \mu x_{3}+9 x_{3}+2\right]  \tag{245}\\
& x_{4}^{\prime}=-2 x_{3}^{2} x_{4}\left(\sqrt{6} \xi(12 \xi+1) x_{1} x_{2} x_{3}^{2} x_{4}+1\right) \tag{246}
\end{align*}
$$

1. The set $x_{3}=0$ is an invariant set of (243)-(246) when

$$
\begin{equation*}
\sqrt{6}(\mu-2)(\mu-1) \xi x_{2}\left(12 \xi^{2} x_{2}^{2} x_{4}-1\right)=0 \tag{247}
\end{equation*}
$$

That is, when
(a) $\mu \in\{1,2\}$ o
(b) $\xi=0 \mathrm{o}$
(c) $x_{2}=0$ o
(d) $\quad x_{4} x_{2}^{2}=\frac{1}{12 \tilde{z}^{2}}$.
2. Taking $x_{4}=0$, we obtain the dynamical system, as follows:

$$
\begin{align*}
& x_{1}^{\prime}=x_{1} x_{3}\left(6 \mu+x_{2}\left(\mu-3 x_{3}-1\right)+2\left(3 x_{3}-\mu\right)\left(\mu+x_{3}\right)-16 x_{3}-4\right) \\
& +\sqrt{6} \xi x_{2}\left(-(\mu-2)(\mu-1)+x_{3}^{2}+2(\mu-4) x_{3}\right),  \tag{248}\\
& x_{2}^{\prime}=x_{3}^{2}\left(\sqrt{6} x_{1} x_{3}^{2}+x_{2}\right)  \tag{249}\\
& x_{3}^{\prime}=x_{3}^{2}\left(\mu^{2}-3 \mu-2 \mu x_{3}-3\left(x_{3}-3\right) x_{3}+2\right), \tag{250}
\end{align*}
$$

Systems (248)-(250) support the following equilibrium points:
(a) $\quad Q_{1}:\left(x_{1}, x_{2}, x_{3}\right):=\left(x_{1 c}, 0,0\right)$, which is a non-hyperbolic critical point curve.
(b) $\quad Q_{2}:\left(x_{1}, x_{2}, x_{3}\right):=\left(0,0, \frac{1}{6}(-r-2 \mu+9)\right)$, where $r=\sqrt{8 \mu(2 \mu-9)+105}$ with eigenvalues $\left\{\frac{f_{1}(\mu, \xi)}{36}, \frac{f_{2}(\mu, \xi)}{108}, \frac{f_{3}(\mu, \xi)}{108}\right\}$, where $f_{i}$ are complicated expressions that depend on $\mu$ and $\xi$. Since $x_{3} \geq 0$, this point only exists for $1 \leq \mu \leq 2$. In Figure 8, the point can show source or saddle behavior.
(c) $\quad Q_{3}:\left(x_{1}, x_{2}, x_{3}\right):=\left(0,0, \frac{1}{6}(r-2 \mu+9)\right)$ with eigenvalues $\left\{\frac{g_{1}(\mu, \xi)}{36}, \frac{g_{2}(\mu, \xi)}{108}, \frac{g_{3}(\mu, \xi)}{108}\right\}$, where $g_{i}$ are complicated expressions that depend on $\mu$ and $\xi$. In Figure 8 , the point is a saddle.
(d)
$Q_{4}:\left(x_{1}, x_{2}, x_{3}\right):=\left(\frac{\xi\left((\mu-2)(\mu-1)(2 \mu-5) r+(2-\mu)(\mu-1)\left(8 \mu^{2}-26 \mu+39\right)\right)}{4 \sqrt{6}(\mu-2)(\mu-1)^{2}}\right.$
$+\frac{3 \mu r-10 r-12 \mu^{2}+65 \mu-102}{4 \sqrt{6}(\mu-2)(\mu-1)^{2}}$,
$\frac{1}{36} \xi\left((-\mu(2 \mu-15)-57) r+\mu\left(8 \mu^{2}+30 \mu-279\right)+549\right)+\frac{1}{36}(-3 r+12 \mu-9)$, $\left.\frac{1}{6}(-r-2 \mu+9)\right)$, with eigenvalues $\left\{\frac{h_{1}(\mu, \xi)}{36}, \frac{h_{2}(\mu, \xi)}{108(\mu-2)(\mu-1)^{2}}, \frac{h_{3}(\mu, \xi)}{108(\mu-2)(\mu-1)^{2}}\right\}$,
where, again, $h_{i}$ are complicated expressions that depend on $\mu$ and $\xi$. Since $x_{3} \geq 0$, this point only exists for $1 \leq \mu \leq 2$. In Figure 9, the point can show source or saddle behavior.
(e) $\quad Q_{5}:\left(x_{1}, x_{2}, x_{3}\right):=\left(\frac{\xi\left(-\mu(\mu(2 \mu-11)+19) r+10 r+(2-\mu)(\mu-1)\left(8 \mu^{2}-26 \mu+39\right)\right)}{4 \sqrt{6}(\mu-2)(\mu-1)^{2}}\right.$
$+\frac{-3 \mu r+10 r-12 \mu^{2}+65 \mu-102}{4 \sqrt{6}(\mu-2)(\mu-1)^{2}}$,
$\frac{1}{36} \xi\left((\mu(2 \mu-15)+57) r+\mu\left(8 \mu^{2}+30 \mu-279\right)+549\right)+\frac{1}{36}(3 r+12 \mu-9)$,
$\left.\frac{1}{6}(r-2 \mu+9)\right)$, with eigenvalues $\left\{\frac{l_{1}(\mu, \xi)}{36}, \frac{l_{2}(\mu, \xi)}{108(\mu-2)(\mu-1)^{2}}, \frac{l_{3}(\mu, \xi)}{108(\mu-2)(\mu-1)^{2}}\right\}$, where
$l_{i}$ are complicated expressions that depend on $\mu$ and $\xi$. In Figure 9, the point is
a saddle.


Figure 8. Real parts of the eigenvalues of $Q_{2}$ (left) and $Q_{3}$ (right). $Q_{2}$ can exhibit source or saddle behavior and $Q_{3}$ is a saddle. For reference, the red plane corresponds to the value zero, and the other colors denote the three real parts of the eigenvalues.



Figure 9. Real parts of the eigenvalues of $Q_{4}$ (left) and $Q_{5}$ (right). $Q_{4}$ can exhibit either source or saddle behavior and $Q_{5}$ is a saddle. For reference, the red plane corresponds to the value zero, and the other colors denote the three real parts of the eigenvalues.

In Figure 10 we present some phase space orbits for systems (248)-(250) for $\xi=4$ and $\mu=\frac{1}{2}(7 \pm \sqrt{17})$. The red line denotes the non-hyperbolic set of points, $Q_{1}$. Since $x_{3} \geq 0$, only two equilibrium points appear in the right-hand graph.


Figure 10. Phase space for systems (248)-(250) for $\xi=4$ and $\mu=\frac{1}{2}(7 \pm \sqrt{17})$. The red line denotes the non-hyperbolic set of points, $Q_{1}$. Since $x_{3} \geq 0$, only two equilibrium points appear in the right-hand graph.

The Figure 11 displays the projection of the flow of equations (248)-(250) for $\xi=4$ and $\mu=\frac{1}{2}(7 \pm \sqrt{17})$ on the plane $x_{3}=2$, highlighted in pink. In the plot, the yellow sphere represents the projection of the point $Q_{3}=\left(0,0, \frac{1}{6}(r-2 \mu+9)\right)$, which lies on the plane $\left(x_{1}, x_{2}\right)=(0,0)$. As depicted in the figure, $Q_{3}$ is an unstable focus. The spiral is constructed from the initial conditions $A=(0.1,0.1), B=(0.1,0.1,4)$, and $C=(1.9,-0.5,1)$.


Figure 11. Projection of the flow of (248)-(250) in the plane $x_{3}=2$ for $\mu=\frac{1}{2}(7 \pm \sqrt{17})$ and $\xi=4$. the yellow sphere represents the projection of the point $Q_{3}=\left(0,0, \frac{1}{6}(r-2 \mu+9)\right)$, which lies on the plane $\left(x_{1}, x_{2}\right)=(0,0)$. As depicted in the figure, $Q_{3}$ is an unstable focus. The spiral is constructed from the initial conditions $A=(0.1,0.1), B=(0.1,0.1,4)$, and $C=(1.9,-0.5,1)$.

### 3.3.2. Alternative Formulation of the Dynamical System

We define the following variables:

$$
\begin{equation*}
x=\frac{\dot{\phi}(t)}{\sqrt{6} H(t)}, \quad y=\phi(t), \quad \Omega_{\Lambda}=\frac{\Lambda}{3 H^{2}(t)}, \tag{251}
\end{equation*}
$$

that satisfy

$$
\begin{equation*}
(x+\sqrt{6} \xi y)^{2}+\xi y^{2}(1-6 \xi)+\frac{(\mu-1)\left(1-\xi y^{2}\right)}{\alpha}+\Omega_{\Lambda}+\Omega_{m}=1 \tag{252}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega_{m}=\frac{\rho_{m}}{3 H^{2}} \tag{253}
\end{equation*}
$$

which is the dimensionless energy density of matter, and $\Omega_{\Lambda}$ is interpreted as the energy density of the cosmological constant. The equation of state parameter of matter can be expressed in terms of these variables as follows:

$$
\begin{align*}
w & =\left\{\alpha\left(\xi(12 \xi+1) y^{2}-1\right)\left(-\alpha+\mu+\alpha x^{2}+\xi y(2 \sqrt{6} \alpha x+y(\alpha-\mu+1))+\alpha \Omega_{\Lambda}-1\right)\right\}^{-1} \\
& \times\left\{\alpha^{2}\left[x^{2}\left(\xi\left(y^{2}+12\right)-1\right)+2 \sqrt{6} \xi x y\left(\xi y^{2}-1\right)+\xi y^{2}\left(-(12 \xi+1) \Omega_{\Lambda}+\xi y^{2}-2\right)+\Omega_{\Lambda}+1\right]\right. \\
& \left.+2 \alpha\left(\xi y^{2}-1\right)[\mu(\xi y(\sqrt{6} x+y)-1)+\xi y(-\sqrt{6} x+12 \xi y-3 y)+3]-(\mu-2)(\mu-1)\left(\xi y^{2}-1\right)^{2}\right\} . \tag{254}
\end{align*}
$$

Introducing the new time derivative, i.e.,

$$
\begin{equation*}
\frac{d f}{d \tau} \equiv \frac{1}{H} \frac{d f}{d t} \tag{255}
\end{equation*}
$$

we obtain the four-dimensional dynamical system, as follows:

$$
\begin{align*}
\alpha^{2} G \frac{d x}{d \tau} & =-12 \alpha^{2} \xi x^{3}+2 \sqrt{6} \alpha \xi x^{2} y(-6 \alpha \xi+\alpha+\mu-1) \\
& +x\left(3 \alpha\left(-\mu+8(\mu-1) \xi^{2} y^{2}+(\mu-3) \xi y^{2}+3\right)-(\mu-2)(\mu-1)\left(\xi y^{2}-1\right)\right) \\
& +\sqrt{6} \xi y\left(\alpha^{2}+2 \alpha(\mu-4)-(\mu-2)(\mu-1)\right)\left(\xi y^{2}-1\right),  \tag{256}\\
\frac{d y}{d \tau} & =\sqrt{6} x \tag{257}
\end{align*}
$$

$$
\begin{align*}
& \alpha^{2} G \frac{d \Omega_{\Lambda}}{d \tau}=2 \Omega_{\Lambda}\left\{\alpha^{2}\left(-12 \xi x^{2}+2 \sqrt{6} \xi x y+3 \xi(8 \xi+1) y^{2}-3\right)\right. \\
&\left.\quad+2 \alpha\left(\sqrt{6}(\mu-1) \xi x y+(\mu-4)\left(\xi y^{2}-1\right)\right)-(\mu-2)(\mu-1)\left(\xi y^{2}-1\right)\right\}  \tag{258}\\
& \alpha G \frac{d \alpha}{d \tau}=3 \alpha^{2}+2 \alpha \mu-9 \alpha-\mu^{2}+3 \mu+\xi\left(12 \alpha^{2} x^{2}-2 \sqrt{6} \alpha x y(\alpha+\mu-1)\right. \\
&\left.+y^{2}\left(-2 \alpha \mu-3(\alpha-3) \alpha+\mu^{2}-3 \mu+2\right)\right)+12(1-2 \alpha) \alpha \xi^{2} y^{2}-2 \tag{259}
\end{align*}
$$

where

$$
\begin{equation*}
G:=\left(\xi(12 \xi+1) y^{2}-1\right) \tag{260}
\end{equation*}
$$

is defined in the phase space, i.e.,

$$
\begin{equation*}
(x+\sqrt{6} \xi y)^{2}+\xi y^{2}(1-6 \xi)+\frac{(\mu-1)\left(1-\xi y^{2}\right)}{\alpha}+\Omega_{\Lambda} \leq 1 \tag{261}
\end{equation*}
$$

which corresponds to $\Omega_{m} \geq 0$.
We introduce temporal rescaling:

$$
\begin{equation*}
f^{\prime}:=\alpha^{2} \frac{d f}{d \tau} \tag{262}
\end{equation*}
$$

this preserves the arrow of time. Sometimes, we use the time variable $\tau=\ln \left(a / a_{0}\right)$, which is more convenient.

We obtain the equilibrium points with coordinates $\left(x, y, \Omega_{\Lambda}, \alpha\right)$, as follows:

1. The line of equilibrium points $P_{1}\left(y_{c}\right)$ with coordinates $\left(-\sqrt{6} \xi y_{c}, y_{c}, 0,0\right)$ parameterized by $y_{c} \in \mathbb{R}$. The equation of state parameter is complex infinity. The eigenvalues are as follows: $\left\{0,-\frac{2(\mu-2)(\mu-1)\left(\xi y_{c}^{2}-1\right)}{\xi(12 \xi+1) y_{c}^{2}-1},-\frac{(\mu-2)(\mu-1)\left(\xi y_{c}^{2}-1\right)}{\xi(12 \xi+1) y_{c}^{2}-1}, \frac{(\mu-2)(\mu-1)\left(\tilde{\xi} y_{c}^{2}-1\right)}{\xi(12 \xi+1) y_{c}^{2}-1}\right\}$. The curve is a saddle because it has at least two eigenvalues with different signs.
2. The equilibrium point, $P_{2}:\left(0,0,0, \frac{1}{6}(9-2 \mu-r)\right)$. The equation of state parameter is $w=\frac{r+7}{4-4 \mu}$. The eigenvalues are as follows:
$\left\{\frac{1}{3}(9-2 \mu-r), \frac{1}{6}(-2 \mu(8 \mu+r-36)+9 r-105), \frac{1}{36}\left(9(21-4 \mu) \mu-9(\mu-3) r-279-s_{-}\right)\right.$, $\left.\frac{1}{36}\left(9(21-4 \mu) \mu-9(\mu-3) r-279+s_{-}\right)\right\}$where $r=\sqrt{8 \mu(2 \mu-9)+105}$, and $s_{-}$is the positive square root of $s_{-}^{2}=81(\mu(4 \mu-21)+(\mu-3) r+31)^{2}-48 \xi(\mu(\mu(2 \mu(82 \mu-933)+8355)-17,361)+$ $(\mu(5 \mu(8 \mu-75)+1209)-1413) r+14,481)$. This is a saddle for the following: $\Psi:=\left\{\mu \leq 0.463848,0<\xi \leq \frac{\mu\left(32 \mu^{3}-8 \mu^{2}(r+24)+6 \mu(5 r+83)-51 r-567\right)+18(r+17)}{48(\mu-2)(\mu-1)(4(\mu-4) \mu+23)}\right\} \cup$
$\left\{0.463848<\mu<1,0<\xi \leq \frac{\mu(2 \mu(4 \mu(4 \mu+r-24)-15 r+249)+51 r-567)-18(r-17)}{48(\mu-2)(\mu-1)(4(\mu-4) \mu+23)}\right\} \cup$
$\left\{\mu>2,0<\xi \leq \frac{\mu(2 \mu(4 \mu(4 \mu+r-24)-15 r+249)+51 r-567)-18(r-17)}{48(\mu-2)(\mu-1)(4(\mu-4) \mu+23)}\right\}$. This is a source for the follow-
ing: $\frac{1}{48}\left(-\frac{\sqrt{8 \mu(2 \mu-9)+105}\left(\mu\left(8 \mu^{2}-30 \mu+51\right)-18\right)}{(\mu-2)(\mu-1)(4(\mu-4) \mu+23)}+\frac{38-20 \mu}{4(\mu-4) \mu+23}+\frac{20}{\mu-2}-\frac{7}{\mu-1}+8\right) \leq \xi<0$. This case is discarded under the assumption $\xi \geq 0$. Figure 12 presents the real parts of the eigenvalues associated with $P_{2}$. This shows that the point is well for $(\mu, \xi) \in \Psi$, or a saddle (assuming $\xi \geq 0$ ).


Figure 12. Real parts of the eigenvalues associated with $P_{2}$. This shows that the point is a sink if $(\mu, \xi) \in \Psi$, or a saddle (assuming $\xi \geq 0$ ). For reference, the magenta-colored plane corresponds to the value zero, and the other colors denote the real parts of the four eigenvalues.
3. The equilibrium point $P_{3}:\left(0,0,0, \frac{1}{6}(9-2 \mu+r)\right)$. The equation of state parameter is $w=$ $\frac{r-7}{4(\mu-1)}$. The eigenvalues are as follows:
$\left\{\frac{1}{3}(9-2 \mu+r), \frac{1}{6}(2 \mu(-8 \mu+r+36)-3(3 r+35)), \frac{1}{36}\left(9(21-4 \mu) \mu+9(\mu-3) r-279-s_{+}\right)\right.$,
$\left.\frac{1}{36}\left(9(21-4 \mu) \mu+9(\mu-3) r-279+s_{+}\right)\right\}$where $r=\sqrt{8 \mu(2 \mu-9)+105}$, and $s_{+}$is the positive square root of $s_{+}^{2}=81((21-4 \mu) \mu+(\mu-3) r-31)^{2}+48 \xi(\mu(\mu(2(933-82 \mu) \mu-8355)+$ $17,361)+(\mu(5 \mu(8 \mu-75)+1209)-1413) r-14,481)$. The point is always saddle, as shown in Figure 13.


Figure 13. Real parts of the eigenvalues associated with $P_{3}$. Hence, the point is a saddle. For reference, the magenta-colored plane corresponds to the value zero, and the other colors denote the real parts of the four eigenvalues.
4. The equilibrium point $P_{4}:\left(0,-\frac{1}{\sqrt{5}}, 0, \frac{1}{2}\right)$. The equation of state parameter is indeterminate. The eigenvalues are
$\left\{-\frac{1}{2}, 1, \frac{1}{4}(2 \mu-\sqrt{8 \mu-19}-2), \frac{1}{4}(2 \mu+\sqrt{8 \mu-19}-2)\right\}$. Eigenvalue 1 corresponds to the coordinate $\Omega_{\Lambda}$. This point is always a saddle when $\Omega_{\Lambda} \neq 0$. In the invariant set $\Omega_{\Lambda}=0$, they can be attractors if $\mu<1$. For $\mu=1$, the eigenvalues reduce to $-\frac{1}{2}, \pm i \frac{\sqrt{11}}{4}$, and as shown in the lower panel of Figure 14, we see spiral attractors. The analysis of this invariant set is presented in Section 3.3.3.
5. The equilibrium point $P_{5}:\left(0, \frac{1}{\sqrt{\zeta}}, 0, \frac{1}{2}\right)$. The equation of state parameter is indeterminate. The eigenvalues are
$\left\{-\frac{1}{2}, 1, \frac{1}{4}(2 \mu-\sqrt{8 \mu-19}-2), \frac{1}{4}(2 \mu+\sqrt{8 \mu-19}-2)\right\}$. Eigenvalue 1 corresponds to the coordinate $\Omega_{\Lambda}$. This point is always a saddle when $\Omega_{\Lambda} \neq 0$. In the invariant set where $\Omega_{\Lambda}=0$ they can be attractors if $\mu<1$. For $\mu=1$, the eigenvalues reduce to $-\frac{1}{2}, \pm i \frac{\sqrt{11}}{4}$, and as shown in the lower panel in Figure 14, are spiral attractors. The analysis of this invariant set is presented in Section 3.3.3.




Figure 14. The upper panels show the numerical solutions $x(\tau), y(\tau), \Omega_{\Lambda}(\tau)$, and $\alpha(\tau)$ of systems (256)-(259), as well as the effective equation of the state of matter $w(\tau)$ defined in (254) for $\mu=$ 1. Two spiral orbits of the system, starting at the initial conditions labeled $I$ and $I I$ in Table 4, asymptotically tend to the equilibrium points $P_{4}$ and $P_{5}$.

There are additional points that cancel out the numerator and denominator, such as the following:
6. The set $P_{6}\left(x_{c}\right):\left(x_{c},-\frac{1}{\sqrt{\zeta}}, \Omega_{\Lambda 0}, 0\right)$.
7. The line $P_{7}\left(x_{c}\right):\left(x_{c},-\frac{1}{\sqrt{5}}, 0,0\right)$. In both cases, the stability analysis of these point curves will be left for future research since it cannot be implemented with the techniques developed in this paper.
8. The line $P_{8}:\left(0,-\frac{1}{\sqrt{5}}, \Omega_{\Lambda 0}, 0\right)$. The eigenvalues are
$\left\{-2,4, \frac{\mu-\sqrt{\mu-1}-1}{\alpha}+o(1), \frac{\mu+\sqrt{\mu-1}-1}{\alpha}+o(1)\right\}$ when $\alpha \rightarrow 0$. Therefore, this point is a saddle.
9. The point $P_{9}:\left(0,-\frac{1}{\sqrt{5}}, 0,0\right)$. The eigenvalues are
$\left\{-2,4, \frac{\mu-\sqrt{\mu-1}-1}{\alpha}+o(1), \frac{\mu+\sqrt{\mu-1}-1}{\alpha}+o(1)\right\}$ when $\alpha \rightarrow 0$. Therefore, this point is a saddle.
10. The set $P_{10}\left(x_{c}\right):\left(x_{c}, \frac{1}{\sqrt{\xi}}, \Omega_{\Lambda 0}, 0\right)$.
11. The line $P_{11}\left(x_{c}\right):\left(x_{c}, \frac{1}{\sqrt{\zeta}}, 0,0\right)$. In both cases, the stability analysis of these point curves will be left for future research since it cannot be implemented with the techniques developed in this paper.
12. The line $P_{12}:\left(0, \frac{1}{\sqrt{\zeta}}, \Omega_{\Lambda 0}, 0\right)$. The eigenvalues are
$\left\{-2,4, \frac{\mu-\sqrt{\mu-1}-1}{\alpha}+o(1), \frac{\mu+\sqrt{\mu-1}-1}{\alpha}+o(1)\right\}$ when $\alpha \rightarrow 0$. Therefore, this point is a saddle.
13. The point $P_{13}:\left(0, \frac{1}{\sqrt{5}}, 0,0\right)$. The eigenvalues are
$\left\{-2,4, \frac{\mu-\sqrt{\mu-1}-1}{\alpha}+o(1), \frac{\mu+\sqrt{\mu-1}-1}{\alpha}+o(1)\right\}$ when $\alpha \rightarrow 0$. Therefore, this point is a saddle.
All have indeterminate parameters of the equation of the state of matter.
14. The line $\left(0,-\frac{1}{\sqrt{\xi(12 \xi+1)}}, \Omega_{\Lambda 0},-\mu-\sqrt{\mu(2 \mu-11)+18}+4\right)$.
15. The line $\left(0,-\frac{1}{\sqrt{\xi(12 \xi+1)}}, \Omega_{\Lambda 0},-\mu+\sqrt{\mu(2 \mu-11)+18}+4\right)$.
16. The line $\left(0, \frac{1}{\sqrt{\xi(12 \xi+1)}}, \Omega_{\Lambda 0},-\mu-\sqrt{\mu(2 \mu-11)+18}+4\right)$.
17. The line $\left(0, \frac{1}{\sqrt{\tilde{\zeta}(12 \xi+1)}}, \Omega_{\Lambda 0},-\mu+\sqrt{\mu(2 \mu-11)+18}+4\right)$. Stability can be determined numerically since the Jacobian matrix has infinite entries.
In these four cases, the stability analysis of these curves/sets of points will be left for future research since it cannot be implemented with the techniques developed in this paper. They all have infinitely complex parameters of the equation of the state of matter.

In Figure 14, the top panels show the numerical solutions $x(\tau), y(\tau), \Omega_{\Lambda}(\tau)$, and $\alpha(\tau)$ of systems (256)-(259), as well as the effective equation of the state of matter $w(\tau)$ defined in (254). The values of the parameters $\xi$ and $\mu$ are shown in the figure. In both cases, the equation of state $w(\tau)$ begins in a phantom regime $(w<-1)$, crosses the matterdominated region $(w=0)$, and tends asymptotically toward a de Sitter regime ( $w=-1$ ). Two spiral orbits of the system starting at the initial conditions labeled I and II in Table 4 asymptotically tend to the equilibrium points $P_{4}$ and $P_{5}$.

The upper panels of Figure 15 show the numerical solutions $x(\tau), y(\tau), \Omega_{\Lambda}(\tau)$, and $\alpha(\tau)$ of systems (256)-(259), as well as the effective equation of the state of matter $w(\tau)$ defined in (254) for $\mu<1$. Two spiral orbits of the system, starting at the initial conditions labeled $I$ and II in Table 4, asymptotically tend the equilibrium points, $P_{4}$ and $P_{5}$.

Table 4. List of initial conditions used in the numerical integration of systems (256)-(259). The values of $\xi$ and $\mu$ considered are the following: (a) $\xi=1 / 6$ and $\mu=1.0$ in Figure 14 , (b) $\xi=1 / 6$ and $\mu=0.9$ in Figure 15, (c) $\xi=1 / 6$ and $\mu=1.1$ in Figure 16 and (d) $\xi=4$ and $\mu=1.1$ in Figure 17.

| Sol. | $x(\mathbf{0})$ | $\boldsymbol{y}(\mathbf{0})$ | $\mathbf{\Omega}_{\boldsymbol{\Lambda}}(\mathbf{0})$ | $\boldsymbol{\alpha}(\mathbf{0})$ |
| :--- | :--- | :--- | :---: | :---: |
| $I$. | 0.01 | $\frac{1}{\sqrt{\xi+0.01}}$ | 0.1 | 0.01 |
| $I I$ | 0.01 | $\frac{-1}{\sqrt{\zeta+0.01}}$ | 0.1 | 0.01 |



Figure 15. The upper panels show the numerical solution $x(\tau), y(\tau), \Omega_{\Lambda}(\tau)$ and $\alpha(\tau)$ of systems (256)-(259), as well as the effective equation of the state of matter $w(\tau)$ defined in (254) for $\mu<$ 1. Two spiral orbits of the system, starting at the initial conditions labeled $I$ and $I I$ in Table 4, asymptotically tend the equilibrium points $P_{4}$ and $P_{5}$.

In Figure 16, the top panels show the numerical solutions $x(\tau), y(\tau), \Omega_{\Lambda}(\tau)$, and $\alpha(\tau)$ of systems (256)-(259), as well as the effective equation of state $w(\tau)$ defined in (254). The values of the parameters $\xi$ and $\mu$ are shown in the figure. In both cases, the equation of state $w(\tau)$ begins in a phantom regime $(w<-1)$, crosses the matter-dominated region $(w=0)$, and tends asymptotically toward a de Sitter regime $(w=-1)$. The oscillating behavior of the functions $x(\tau), y(\tau), \Omega_{\Lambda}(\tau)$ and $\alpha(\tau)$ is still present but exhibits a greater amplitude compared to that shown in Figure 14. Two orbits starting at the initial conditions labeled $I$ and II in Table 4 tend asymptotically to a limit cycle.

Figure 17 presents the dynamics in the invariant set $\Omega_{\Lambda}=0$ of systems (256)-(259) for the values of the parameters $\xi=4$ and $\mu=1.1$. Two orbits that begin at the initial conditions labeled $I$ and $I I$ in Table 4 tend to the saddle points $P_{4}$ and $P_{5}$ and then form an unstable spiral centered on said points.

Finally, in Figure 18, phase diagrams are presented for the (256)-(259) systems for different values of the parameters $\xi$ and $\mu$.

In this section, we numerically examined the invariant set $\Omega_{\Lambda}=0$ of the (256)-(259) systems. However, to characterize such an invariant set analytically, we will present a comprehensive analysis of dynamical systems in Section 3.3.3.


Figure 16. The upper panels show the numerical solutions $x(\tau), y(\tau), \Omega_{\Lambda}(\tau)$, and $\alpha(\tau)$ of systems (256)-(259), as well as the effective state equation $w(\tau)$ defined in (254) for $\mu>1$. Two orbits starting at the initial conditions labeled $I$ and $I I$ in Table 4 asymptotically tend to a limit cycle.


Figure 17. Dynamics in the invariant set $\Omega_{\Lambda}=0$ of systems (256)-(259) for the values of the parameters $\xi=4$ and $\mu=1.1$. Two orbits that begin at the initial conditions labeled $I$ and $I I$ in Table 4 tend to the saddle points $P_{4}$ and $P_{5}$ and then form an unstable spiral centered on said points.


Figure 18. Phase diagrams for systems (256)-(259) for different values of the parameters $\xi$ and $\mu$.

### 3.3.3. Invariant Set $\Omega_{\Lambda}=0$

Replacing $\Omega_{\Lambda}=0$ in (251), and defining the new variables, we have the following:

$$
\begin{equation*}
x=\frac{\dot{\phi}(t)}{\sqrt{6} H(t)}, \quad y=\phi(t) \tag{263}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
(x+\sqrt{6} \xi y)^{2}+\xi y^{2}(1-6 \xi)+\frac{(\mu-1)\left(1-\xi y^{2}\right)}{\alpha}+\Omega_{m}=1 \tag{264}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega_{m}=\frac{\rho_{m}}{3 H^{2}} \tag{265}
\end{equation*}
$$

is the dimensionless energy density of matter; we obtain an alternative formulation, which describes the dynamics on the invariant set $\Omega_{\Lambda}=0$. The equation of state parameter of matter can be expressed in terms of the new variables as follows:

$$
\begin{align*}
w & =\left\{\alpha\left(\xi(12 \xi+1) y^{2}-1\right)\left(-\alpha+\mu+\alpha x^{2}+\xi y(2 \sqrt{6} \alpha x+y(\alpha-\mu+1))-1\right)\right\}^{-1} \\
& \times\left\{\alpha^{2}\left[x^{2}\left(\xi\left(y^{2}+12\right)-1\right)+2 \sqrt{6} \xi x y\left(\xi y^{2}-1\right)+\xi y^{2}\left(\xi y^{2}-2\right)+1\right]\right. \\
& \left.+2 \alpha\left(\xi y^{2}-1\right)[\mu(\xi y(\sqrt{6} x+y)-1)+\xi y(-\sqrt{6} x+12 \xi y-3 y)+3]-(\mu-2)(\mu-1)\left(\xi y^{2}-1\right)^{2}\right\} \tag{266}
\end{align*}
$$

Introducing the derivative (255), we obtain the three-dimensional dynamical system as follows:

$$
\begin{align*}
\alpha^{2} G \frac{d x}{d \tau} & =-12 \alpha^{2} \xi x^{3}+2 \sqrt{6} \alpha \xi x^{2} y(-6 \alpha \xi+\alpha+\mu-1) \\
& +x\left(3 \alpha\left(-\mu+8(\mu-1) \xi^{2} y^{2}+(\mu-3) \xi y^{2}+3\right)-(\mu-2)(\mu-1)\left(\xi y^{2}-1\right)\right) \\
& +\sqrt{6} \xi y\left(\alpha^{2}+2 \alpha(\mu-4)-(\mu-2)(\mu-1)\right)\left(\xi y^{2}-1\right),  \tag{267}\\
\frac{d y}{d \tau}= & \sqrt{6} x,  \tag{268}\\
\alpha G \frac{d \alpha}{d \tau}= & 3 \alpha^{2}+2 \alpha \mu-9 \alpha-\mu^{2}+3 \mu+\xi\left(12 \alpha^{2} x^{2}-2 \sqrt{6} \alpha x y(\alpha+\mu-1)\right. \\
& \left.\quad+y^{2}\left(-2 \alpha \mu-3(\alpha-3) \alpha+\mu^{2}-3 \mu+2\right)\right)+12(1-2 \alpha) \alpha \xi^{2} y^{2}-2, \tag{269}
\end{align*}
$$

where

$$
\begin{equation*}
G:=\left(\xi(12 \xi+1) y^{2}-1\right), \tag{270}
\end{equation*}
$$

is defined on the phase space

$$
\begin{equation*}
(x+\sqrt{6} \xi y)^{2}+\xi y^{2}(1-6 \xi)+\frac{(\mu-1)\left(1-\xi y^{2}\right)}{\alpha} \leq 1 \tag{271}
\end{equation*}
$$

which corresponds to $\Omega_{m} \geq 0$.
Introducing the time-rescaling (262), which preserves the arrow of time, we obtain the system, as follows:

$$
\begin{align*}
x^{\prime} & =\frac{1}{\xi(12 \xi+1) y^{2}-1}\left[-12 \alpha^{2} \xi x^{3}+2 \sqrt{6} \alpha x^{2} y(-6 \alpha \xi+\alpha+\mu-1)\right. \\
& +x\left(3 \alpha\left(-\mu+8(\mu-1) \xi^{2} y^{2}+(\mu-3) \xi y^{2}+3\right)-(\mu-2)(\mu-1)\left(\xi y^{2}-1\right)\right) \\
& \left.+\sqrt{6} \xi y\left(\alpha^{2}+2 \alpha(\mu-4)-(\mu-2)(\mu-1)\right)\left(\xi y^{2}-1\right)\right],  \tag{272}\\
y^{\prime} & =\sqrt{6} \alpha^{2} x, \tag{273}
\end{align*}
$$

$$
\begin{align*}
\alpha^{\prime} & =\frac{\alpha}{\xi(12 \xi+1) y^{2}-1}\left[3 \alpha^{2}+2 \alpha \mu-9 \alpha-\mu^{2}+3 \mu+12(1-2 \alpha) \alpha \xi^{2} y^{2}-2\right. \\
& \left.+\xi\left(12 \alpha^{2} x^{2}-2 \sqrt{6} \alpha x y(\alpha+\mu-1)+y^{2}\left(-2 \alpha \mu-3(\alpha-3) \alpha+\mu^{2}-3 \mu+2\right)\right)\right] . \tag{274}
\end{align*}
$$

sometimes it is more useful to use the time variable $\tau=\ln \left(a / a_{0}\right)$.
The equilibrium points of systems (272), (273), and (274) in the coordinates $(x, y, \alpha)$ are as follows:

1. The equilibrium point curve $P_{1}:\left(-\sqrt{6} \xi y_{c}, y_{c}, 0\right)$ parameterized by $y_{c} \in \mathbb{R}$. The equation of state parameter is complex infinity. The eigenvalues are
$\left\{0,-\frac{(\mu-2)(\mu-1)\left(\xi y^{2}-1\right)}{\xi(12 \xi+1) y^{2}-1}, \frac{(\mu-2)(\mu-1)\left(\xi y^{2}-1\right)}{\xi(12 \xi+1) y^{2}-1}\right\}$. The curve is a saddle because it has at least two eigenvalues with different signs.
2. The equilibrium point $P_{2}:\left(0,0, \frac{1}{6}(9-2 \mu-r)\right)$. There exists $(\alpha>0)$ for $1 \leq \mu \leq 2$.

The eigenvalues are $\left\{\frac{1}{6}(-2 \mu(8 \mu+r-36)+9 r-105)\right.$,
$\frac{1}{72}\left(-72 \mu^{2}-u_{-}-18 r \mu+378 \mu+54 r-558\right)$,
$\left.\frac{1}{72}\left(-72 \mu^{2}+u_{-}-18 r \mu+378 \mu+54 r-558\right)\right\}$, where $r=\sqrt{8 \mu(2 \mu-9)+105}$ and $u_{-}$ are the positive square roots of
$u_{-}^{2}=324(\mu(4 \mu+r-21)-3 r+31)^{2}$
$-192(\mu(3(403 r-5787)+\mu(2 \mu(82 \mu+20 r-933)-375 r+8355))-1413 r+14,481) \xi$.
The critical point is a saddle in its existence interval, as shown in Figure 19.
The equation of state parameter is $w=\frac{-2 \mu(r+9)+3 r+35}{4 \mu(2 \mu-3)-4}$.
3. The equilibrium point $P_{3}:\left(0,0, \frac{1}{6}(9-2 \mu+r)\right)$. The eigenvalues are
$\left\{\frac{1}{6}(2 \mu(-8 \mu+r+36)-3(3 r+35))\right.$,
$\frac{1}{72}\left(-u_{+}-72 \mu^{2}+18 r \mu+378 \mu-54 r-558\right)$,
$\left.\frac{1}{72}\left(u_{+}-72 \mu^{2}+18 r \mu+378 \mu-54 r-558\right)\right\}$, where $r=\sqrt{8 \mu(2 \mu-9)+105}$ and $u_{+}$ are the positive square roots of the following: $u_{+}^{2}=324\left(4 \mu^{2}-(r+21) \mu+3 r+31\right)^{2}$
$+192(\mu(3(403 r+5787)+\mu(2 \mu(-82 \mu+20 r+933)-15(25 r+557)))-9(157 r+1609)) \xi . \quad P_{3}$ is a sink for $\left\{\mu>2,0<\xi \leq \frac{1}{48}\right\} \cup\left\{\mu=1,0<\xi \leq \frac{27}{154}\right\} \cup\left\{\mu=2,0<\xi \leq \frac{27}{280}\right\}$
$\cup\left\{\mu+\frac{1}{4}\left(-5-\frac{9}{\sqrt[3]{58+\sqrt{4093}}}+\sqrt[3]{58+\sqrt{4093}}\right)=0,0<\xi \leq-\frac{27(\mu-3)}{4\left(2 \mu^{3}-3 \mu^{2}-12 \mu+90\right)}\right\}$
$\cup\left\{0<\mu<\frac{1}{4}\left(5-\frac{9}{\sqrt[3]{\sqrt{4093}-58}}+\sqrt[3]{\sqrt{4093}-58}\right), 0<\xi \leq \frac{1}{48}\right\}$
$\cup\left\{\frac{1}{4}\left(5-\frac{9}{\sqrt[3]{\sqrt{4093}-58}}+\sqrt[3]{\sqrt{4093}-58}\right)<\mu<1,0<\xi \leq \frac{1}{48}\right\}$.
It is a saddle otherwise.
The equation of state parameter is $w=\frac{2 \mu(r-9)-3 r+35}{4 \mu(2 \mu-3)-4}$.


Figure 19. Eigenvalues of $P_{2}$ show that the point is a saddle. For reference, the red plane corresponds to the value zero, and the other colors denote the three eigenvalues; two are non-negative, and one is non-positive.
4. The equilibrium point $P_{4}:\left(0,-\frac{1}{\sqrt{5}}, \frac{1}{2}\right)$. The eigenvalues are $\left\{-\frac{1}{2}, \frac{1}{4}(2 \mu-\sqrt{8 \mu-19}-2), \frac{1}{4}(2 \mu+\sqrt{8 \mu-19}-2)\right\}$. The equation of state parameter is $w=\frac{1}{24\left(\xi^{3 / 2}+\xi\right)}$. The point is a sink for $0<\mu<1$ and $\xi>0$ and becomes a saddle for $\mu>1$, as shown in Figure 17.
5. The equilibrium point $P_{5}:\left(0, \frac{1}{\sqrt{5}}, \frac{1}{2}\right)$. The eigenvalues are $\left\{-\frac{1}{2}, \frac{1}{4}(2 \mu-\sqrt{8 \mu-19}-2), \frac{1}{4}(2 \mu+\sqrt{8 \mu-19}-2)\right\}$. The equation of state parameter is $w=\frac{1}{24\left(\xi^{3 / 2}+\xi\right)}$. The point is a sink for $0<\mu<1$ and $\xi>0$ and is a saddle for $\mu>1$, as shown in Figure 17.
6. The equilibrium point $P_{7}:\left(x_{c},-\frac{1}{\sqrt{\zeta}}, 0\right)$.
7. The equilibrium point $P_{9}:\left(0,-\frac{1}{\sqrt{\xi}}, 0\right)$. The equation of state parameter is $w=0$.
8. The equilibrium point $P_{11}:\left(x_{c}, \frac{1}{\sqrt{5}}, 0\right)$.
9. The equilibrium point $P_{13}:\left(0, \frac{1}{\sqrt{\xi}}, 0\right)$. The equation of state parameter is $w=0$.

Due to the complexity of the stability analysis of these four points, it will be left for future research since it cannot be implemented with the techniques developed in this paper.
10. The equilibrium points $\left(0,-\frac{1}{\sqrt{\xi(12 \xi+1)}},-\mu-\sqrt{\mu(2 \mu-11)+18}+4\right)$.
11. The equilibrium points $\left(0,-\frac{1}{\sqrt{\xi(12 \xi+1)}},-\mu+\sqrt{\mu(2 \mu-11)+18}+4\right)$.
12. The equilibrium points $\left(0, \frac{1}{\sqrt{\xi(12 \xi+1)}},-\mu-\sqrt{\mu(2 \mu-11)+18}+4\right)$.
13. The equilibrium points $\left(0, \frac{1}{\sqrt{\xi(12 \xi+1)}},-\mu+\sqrt{\mu(2 \mu-11)+18}+4\right)$.

In all four cases, the equation of state parameter is complex and infinite. Due to the complexity of the stability analysis of this set of equilibrium points, numerical solution methods can be used. Since the stability analysis of these four points is very complex, it will be left for future research since it cannot be implemented with the techniques developed in this paper.

### 3.3.4. Asymptotic Expansions for $\varepsilon:=\mu-1 \rightarrow 0$

Next, we will study the perturbation problem related to the study of the phase portrait of a system of differential equations, as follows:

$$
\begin{equation*}
\dot{x}=X(x ; \varepsilon), \quad x \in \mathbb{R}^{3}, \quad \varepsilon \sim 0 \tag{275}
\end{equation*}
$$

in a neighborhood of the origin, where the unperturbed vector field is as follows: $X(x ; 0)$ [103-109].

To obtain asymptotic expansions for $\mu \rightarrow 1$, the reparametrization $\varepsilon:=\mu-1$ is introduced and the limit $\varepsilon \rightarrow 0$ is analyzed using the asymptotic expansion, as follows:

$$
\rho=\rho_{0}+\varepsilon \rho_{1}+\mathcal{O}\left(\varepsilon^{2}\right), p=p_{0}+\varepsilon p_{1}+\mathcal{O}\left(\varepsilon^{2}\right), H=H_{0}+\varepsilon H_{1}+\mathcal{O}\left(\varepsilon^{2}\right), \phi=\phi_{0}+\varepsilon \phi_{1}+\mathcal{O}\left(\varepsilon^{2}\right) .
$$

After making the substitution in the field equations and comparing the coefficients with equal powers of $\varepsilon$, the following is obtained.

At order 0, we have the following equations:

$$
\begin{align*}
& \dot{H}_{0}=\frac{2 t \xi \dot{\phi}_{0}^{2}-2 t \xi H_{0} \phi_{0} \dot{\phi}_{0}+3 H_{0}\left(-\xi\left((8 \xi t+t) H_{0}-2\right) \phi_{0}^{2}+t H_{0}-2\right)}{t\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right)}  \tag{276}\\
& \ddot{\phi}_{0}=\frac{-12 t \xi^{2} \phi_{0} \dot{\phi}_{0}^{2}-3 t H_{0}\left(\xi(8 \xi+1) \phi_{0}^{2}-1\right) \dot{\phi}_{0}+6 \xi H_{0}\left(t H_{0}-6\right) \phi_{0}\left(\xi \phi_{0}^{2}-1\right)}{t\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right)} \tag{277}
\end{align*}
$$

and the auxiliary equation is as follows:

$$
\begin{align*}
& \dot{\rho}_{0}=\frac{3 H_{0}}{t\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right)}\left[t\left(\xi(6 \xi+1) \phi_{0}^{2}+6 \xi-1\right) \dot{\phi}_{0}^{2}+12 t \xi H_{0} \phi_{0}\left(\xi(6 \xi+1) \phi_{0}^{2}-1\right) \dot{\phi}_{0}\right. \\
& \left.+6 H_{0}\left(\xi \phi_{0}^{2}-1\right)\left(\xi\left(12 \xi+(6 \xi t+t) H_{0}-2\right) \phi_{0}^{2}-t H_{0}+2\right)\right] \tag{278}
\end{align*}
$$

and the constraints are as follows:

$$
\begin{align*}
& \rho_{0}=3\left(1-\xi \phi_{0}^{2}\right) H_{0}^{2}-6 \xi \phi_{0} \dot{\phi}_{0} H_{0}-\frac{1}{2} \dot{\phi}_{0}^{2}-\Lambda,  \tag{279}\\
& p_{0}=-\frac{1}{2 t\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right)}\left[6 t H_{0}^{2}\left(\xi \phi_{0}^{2}-1\right)^{2}+12 H_{0}\left(\xi \phi_{0}\left(2(6 \xi-1) \phi_{0}+t \dot{\phi}_{0}\right)+2\right)\left(\xi \phi_{0}^{2}-1\right)\right. \\
& \left.+t\left(\xi \phi_{0}^{2}+12 \xi-1\right) \dot{\phi}_{0}^{2}+2 t \Lambda\left(1-\xi(12 \xi+1) \phi_{0}^{2}\right)\right] . \tag{280}
\end{align*}
$$

At order 1, we have the following equations:

$$
\begin{align*}
& \quad \dot{H}_{1}=\frac{1}{t^{2}\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right)^{2}}\left[-24 \xi^{2} H_{0}^{2} \phi_{0} \phi_{1} t^{2}+4 \xi\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right) \dot{\phi}_{0} \dot{\phi}_{1} t^{2}\right. \\
& \quad-2 H_{1}\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right)\left(\xi \phi_{0}\left(t \dot{\phi}_{0}-3 \phi_{0}\right)+3\right) t \\
& \quad+2 H_{0}\left(3 t H_{1}\left(\xi \phi_{0}^{2}\left(-\xi(8 \xi+1)(12 \xi+1) \phi_{0}^{2}+20 \xi+2\right)-1\right)\right. \\
& \quad+\xi\left\{-\xi(12 \xi+1) \phi_{0}^{4}-t \xi(12 \xi+1) \dot{\phi}_{1} \phi_{0}^{3}+\left(t(12 \xi+1) \phi_{1} \dot{\phi_{0}} \xi+12 \xi+2\right) \phi_{0}^{2}\right. \\
& \left.\left.\quad+\left(72 \xi \phi_{1}+t \dot{\phi}_{1}\right) \phi_{0}+t \phi_{1} \dot{\phi_{0}}\right\}-1\right) t \\
& \left.\quad+2 \xi(6 \xi+1) \phi_{0}^{2}+\xi \phi_{0}\left(2 t \dot{\phi}_{0}-\xi(12 \xi+1)\left(\phi_{0}^{3}+2 t \dot{\phi}_{0} \phi_{0}^{2}+4 t^{2} \phi_{1} \dot{\phi}_{0}^{2}\right)\right)-1\right],  \tag{281}\\
& + \\
& +t \xi^{2}(12 \xi+1)\left(6 t \xi \phi_{1} H_{0}^{2}-36 \xi \phi_{1} H_{0}-3 t(8 \xi+1) \dot{\phi}_{1} H_{0}+\left(24 \xi-3 t(8 \xi+1) H_{1}+1\right) \dot{\phi}_{0}\right) \phi_{0}^{4} \\
& +12 \xi^{2}\left(-2 \xi(12 \xi+1) \dot{\phi}_{0} \dot{\phi}_{1} t^{2}-(6 \xi+1)\left(2 t\left(H_{0}+\left(t H_{0}-3\right) H_{1}\right)+1\right)\right) \phi_{0}^{3} \\
& +2
\end{aligned} \quad \begin{aligned}
& t^{2}\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right)^{2}\left[6 \xi^{3}(12 \xi+1)\left(2 t\left(H_{0}+\left(t H_{0}-3\right) H_{1}\right)+1\right) \phi_{0}^{5}\right. \\
& +6 t \xi(6 \xi-1) \phi_{1} H_{0}^{2}+3\left(12(1-6 \xi) \xi \phi_{1}+t(10 \xi+1) \dot{\phi}_{1}\right) H_{0} \\
& \left.+\dot{\phi_{0}}\left(6 t(12 \xi+1) \phi_{1} \dot{\phi_{0}} \xi^{2}-18 \xi+3 t(10 \xi+1) H_{1}-1\right)\right\} \phi_{0}^{2} \\
& +6 \xi\left(2 t\left(-3 H_{1}+H_{0}\left(t H_{1}-2 t \xi \phi_{1} \dot{\phi_{0}}+1\right)+2 t \xi \dot{\phi}_{0} \dot{\phi}_{1}\right)+1\right) \phi_{0}  \tag{282}\\
& \left.+t\left(6 t \xi \phi_{1} H_{0}^{2}-3\left(12 \xi \phi_{1}+t \dot{\phi}_{1}\right) H_{0}+\dot{\phi_{0}}\left(12 t \phi_{1} \dot{\phi}_{0} \xi^{2}-3 t H_{1}+1\right)\right)\right],
\end{align*}
$$

and the auxiliary equation is as follows:

$$
\begin{align*}
& \rho_{1}=\frac{1}{t^{2}\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right)^{2}}\left[36 t^{2} \xi \phi_{0}\left(\xi(6 \xi+1)\left(\xi(12 \xi+1) \phi_{0}^{2}-2\right) \phi_{0}^{2}-6 \xi+1\right) \phi_{1} H_{0}^{3}\right. \\
& +3 t\left(18 t H_{1}\left(\xi \phi_{0}^{2}-1\right)\left(\xi(6 \xi+1) \phi_{0}^{2}-1\right)\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right)\right. \\
& +\xi\left\{\xi^{2}(1-36 \xi(16 \xi+1)) \phi_{0}^{6}+12 \xi^{2}(12 \xi+1)\left(2(6 \xi-1) \phi_{1}+t(6 \xi+1) \dot{\phi}_{1}\right) \phi_{0}^{5}\right. \\
& +3 \xi\left(24 \xi(8 \xi+1)+4 t \xi(6 \xi+1)(12 \xi+1) \phi_{1} \dot{\phi}_{0}-1\right) \phi_{0}^{4} \\
& -24 \xi\left(2(6 \xi-1) \phi_{1}+t(9 \xi+1) \dot{\phi}_{1}\right) \phi_{0}^{3}-3\left(8 t(3 \xi+1) \phi_{1} \dot{\phi}_{0} \xi+12 \xi-1\right) \phi_{0}^{2} \\
& \left.\left.+12\left((36 \xi-2) \phi_{1}+t \dot{\phi}_{1}\right) \phi_{0}+12 t \phi_{1} \dot{\phi}_{0}\right\}-1\right) H_{0}^{2} \\
& +3\left(2\left(\xi(6 \xi+1) \phi_{0}^{2}+6 \xi-1\right)\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right) \dot{\phi}_{0} \dot{\phi}_{1} t^{2}\right. \\
& +24 H_{1}\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right)\left(\xi \phi_{0}\left(\phi_{0}\left(\xi(6 \xi-1) \phi_{0}^{2}-6 \xi+2\right)+t\left(\xi(6 \xi+1) \phi_{0}^{2}-1\right) \dot{\phi}_{0}\right)-1\right) t \\
& +\xi \phi_{0}\left\{\xi^{2}(12(5-24 \xi) \xi+7) \phi_{0}^{5}+3 \xi(8 \xi(12 \xi-5)-7) \phi_{0}^{3}+3(20 \xi+7) \phi_{0}\right. \\
& \\
& \left.\left.-144 t^{2} \xi^{2} \phi_{1} \dot{\phi}_{0}^{2}+2 t\left(\xi\left(\left(\xi-144 \xi^{3}\right) \phi_{0}^{2}-2\right) \phi_{0}^{2}+1\right) \dot{\phi}_{0}\right\}-7\right) H_{0}  \tag{283}\\
& \left.+t\left(3 t H_{1}-1\right)\left(\xi(6 \xi+1) \phi_{0}^{2}+6 \xi-1\right)\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right) \dot{\phi}_{0}^{2}\right],
\end{align*}
$$

and the constraints are as follows:

$$
\begin{align*}
& \rho_{1}=-6 \xi \phi_{0} \phi_{1} H_{0}^{2}-\frac{3\left(2 t H_{1}-1\right)\left(\xi \phi_{0}^{2}-1\right) H_{0}}{t}-6 \xi\left(H_{1} \phi_{0}+H_{0} \phi_{1}\right) \dot{\phi}_{0}-\left(6 \xi H_{0} \phi_{0}+\dot{\phi}_{0}\right) \dot{\phi}_{1},  \tag{284}\\
& p_{1}=-\frac{1}{t^{2}\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right)^{2}}\left[-144 t^{2} \phi_{0} \phi_{1} \dot{\phi}_{0}^{2} \xi^{3}+6 t^{2} H_{0}^{2} \phi_{0}\left(\xi \phi_{0}^{2}-1\right)\left(\xi(12 \xi+1) \phi_{0}^{2}+12 \xi-1\right) \phi_{1} \xi\right. \\
& +6 t \phi_{0}\left(\xi \phi_{0}^{2}-1\right)\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right) \dot{\phi}_{0} \xi+3\left(\xi \phi_{0}^{2}-1\right)^{2}\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right) \\
& +6 t H_{1}\left(\xi \phi_{0}^{2}-1\right)\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right)\left(\xi \phi_{0}\left(2(6 \xi-1) \phi_{0}+t \dot{\phi}_{0}\right)+2\right) \\
& +t^{2}\left(\xi \phi_{0}^{2}+12 \xi-1\right)\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right) \dot{\phi}_{0} \dot{\phi}_{1}+6 t H_{0}\left\{t H_{1}\left(\xi(12 \xi+1) \phi_{0}^{2}-1\right)\left(\xi \phi_{0}^{2}-1\right)^{2}\right. \\
& +\xi\left(\xi^{2}(12 \xi+1) \phi_{0}^{6}+\xi^{2}(12 \xi+1)\left(4(6 \xi-1) \phi_{1}+t \dot{\phi}_{1}\right) \phi_{0}^{5}+\xi\left(t \xi(12 \xi+1) \phi_{1} \dot{\phi_{0}}-3(8 \xi+1)\right) \phi_{0}^{4}\right. \\
& -2 \xi\left(4(6 \xi-1) \phi_{1}+t(6 \xi+1) \dot{\phi}_{1}\right) \phi_{0}^{3}+\left(2 t(6 \xi-1) \phi_{1} \dot{\phi_{0}} \xi+12 \xi+3\right) \phi_{0}^{2} \\
& \left.\left.\left.+\left((72 \xi-4) \phi_{1}+t \dot{\phi}_{1}\right) \phi_{0}+t \phi_{1} \dot{\phi}_{0}\right)-1\right\}\right] . \tag{285}
\end{align*}
$$

For simplicity, we will solve the $\xi=0$ case.
At order 0, we have the following equations:

$$
\begin{align*}
& \dot{H}_{0}=-\frac{3 H_{0}\left(-2+t H_{0}\right)}{t},  \tag{286}\\
& \dot{\rho_{0}}=-\frac{3 H_{0}\left(-6 H_{0}\left(2-t H_{0}\right)-t \dot{\phi}^{2}\right)}{t},  \tag{287}\\
& \ddot{\phi_{0}}=-3 H_{0} \dot{\dot{\phi}_{0}} . \tag{288}
\end{align*}
$$

and the constraints are as follows:

$$
\begin{align*}
& \rho_{0}=3 H_{0}^{2}-\Lambda-\frac{1}{2}{\dot{\phi_{0}}}^{2}  \tag{289}\\
& p_{0}=\frac{6 t H_{0}^{2}-24 H_{0}+2 \Lambda t-t{\dot{\phi_{0}}}^{2}}{2 t} . \tag{290}
\end{align*}
$$

At order 1, we have the following equations:

$$
\begin{align*}
& \dot{H}_{1}=\frac{-1+6 t H_{1}+2 t H_{0}\left(-1-3 t H_{1}\right)}{t^{2}}  \tag{291}\\
& \dot{\rho_{1}}=\frac{1}{t^{2}}\left(3 t H_{0}^{2}\left(-1-18 t H_{1}\right)+t\left(-1+3 t H_{1}\right) \dot{\phi}_{0}^{2}+3 H_{0}\left(-7+24 t H_{1}+2 t^{2} \dot{\phi}_{0} \dot{\phi}_{1}\right)\right)  \tag{292}\\
& \ddot{\phi_{1}}=\frac{\left(1-3 t H_{1}\right) \dot{\phi_{0}}-3 t H_{0} \dot{\phi}_{1}}{t} \tag{293}
\end{align*}
$$

and the constraints are as follows:

$$
\begin{align*}
& \rho_{1}=\frac{3 H_{0}\left(2 t H_{1}-1\right)}{t}-\dot{\phi_{0}} \dot{\phi}_{1}  \tag{294}\\
& p_{1}=-\frac{6 t H_{0}\left(-t H_{1}-1\right)+12 t H_{1}+t^{2} \dot{\phi}_{0} \dot{\phi}_{1}-3}{t^{2}} \tag{295}
\end{align*}
$$

Solving the resulting systems, we obtain the following:

$$
\begin{align*}
& H_{0}(t)=\frac{7 t^{6}}{3 t^{7}+7 c_{1}},  \tag{296}\\
& H_{1}(t)=\frac{-51 t^{14}+7 c_{2} t^{7}-980 c_{1} \ln (t) t^{7}+49 c_{1}^{2}}{7 t\left(3 t^{7}+7 c_{1}\right)^{2}}  \tag{297}\\
& \rho_{0}(t)=\frac{147 t^{12}}{\left(3 t^{7}+7 c_{1}\right)^{2}}-\frac{c_{3}^{2}}{2\left(3 t^{7}+7 c_{1}\right)^{2}}+c_{4} \tag{298}
\end{align*}
$$

where $c_{1}, c_{2}, c_{3}$ and $c_{4}$ are integration constants.

$$
\begin{align*}
& \phi_{0}(t)=c_{5}+\frac{c_{3}}{7 \sqrt[7]{3} 7^{\frac{6}{7}} c_{1}^{\frac{6}{7}}}\left[-2 \sin \left(\frac{\pi}{7}\right) \tan ^{-1}\left(\cot \left(\frac{\pi}{7}\right)-\frac{\sqrt[7]{\frac{3}{7}} t \csc \left(\frac{\pi}{7}\right)}{\sqrt[7]{c_{1}}}\right)\right. \\
& +\ln \left(\sqrt[7]{3} 7^{\frac{6}{7}} t+7 \sqrt[7]{c_{1}}\right)-\cos \left(\frac{\pi}{7}\right) \ln \left(3^{\frac{2}{7}} 7^{\frac{5}{7}} t^{2}-2 \sqrt[7]{3} 7^{\frac{6}{7}} \sqrt[7]{c_{1}} \cos \left(\frac{\pi}{7}\right) t+7 c_{1} \frac{2}{7}\right) \\
& +\ln \left(3^{\frac{2}{7}} 7^{\frac{5}{7}} t^{2}+2 \sqrt[7]{3} 7^{\frac{6}{7}} \sqrt[7]{c_{1}} \sin \left(\frac{3 \pi}{14}\right) t+7 c^{\frac{2}{7}}\right) \sin \left(\frac{3 \pi}{14}\right) \\
& -\ln \left(3^{\frac{2}{7}} 7^{\frac{5}{7}} t^{2}-2 \sqrt[7]{\left.37^{\frac{6}{7}} \sqrt[7]{c_{1}} \sin \left(\frac{\pi}{14}\right) t+7 c_{1} \frac{2}{7}\right) \sin \left(\frac{\pi}{14}\right)}\right. \\
& +2 \tan ^{-1}\left(\frac{\sqrt[7]{\frac{3}{7}} \sec \left(\frac{3 \pi}{14}\right) t}{\sqrt[7]{c_{1}}}+\tan \left(\frac{3 \pi}{14}\right)\right) \cos \left(\frac{3 \pi}{14}\right) \\
& \left.+2 \tan ^{-1}\left(\frac{\sqrt[7]{\frac{3}{7}} t \sec \left(\frac{\pi}{14}\right)}{\sqrt[7]{c_{1}}}-\tan \left(\frac{\pi}{14}\right)\right) \cos \left(\frac{\pi}{14}\right)\right], \tag{299}
\end{align*}
$$

$$
\rho_{1}(t)=-\frac{1}{7\left(3 t^{7}+7 c_{1}\right)^{3}}\left[-189 c_{7} t^{21}+3465 t^{19}-1323 c_{1} c_{7} t^{14}+294\left(21 c_{1}-c_{2}\right) t^{12}\right.
$$

$$
+21\left(c_{3} c_{6}-147 c_{1}^{2} c_{7}\right) t^{7}+5145 c_{1}^{2} t^{5}+14 c_{1} c_{3}^{2}+c_{2} c_{3}^{2}+49 c_{1} c_{3} c_{6}-2401 c_{1}^{3} c_{7}
$$

$$
\begin{equation*}
\left.+4\left(10290 c_{1} t^{12}+18 c_{3}^{2} t^{7}+7 c_{1} c_{3}^{2}\right) \ln (t)\right], \tag{300}
\end{equation*}
$$

where $c_{5}, c_{6}$ and $c_{7}$ are integration constants.

## Finally,

$$
\begin{aligned}
& \phi_{1}(t)=-\frac{9 c_{33} F_{2}\left(\frac{8}{7}, \frac{8}{7}, 2 ; \frac{15}{7}, \frac{15}{7} ;-\frac{37^{7}}{c_{1}}\right) t^{8}}{2744 c_{1}{ }^{8}}+\frac{9 c_{32} F_{1}\left(\frac{8}{7}, 2 ; \frac{15}{7} ;-\frac{37}{c_{1} 7}\right) \ln (t) t^{8}}{343 c_{1}{ }^{2}}+\frac{c_{2} c_{3} t}{343 c_{1}\left(3 t^{7}+7 c_{1}\right)}+\frac{2 c_{3} t}{49\left(3 t^{7}+7 c_{1}\right)} \\
& -\frac{4 c_{33} F_{2}\left(\frac{1}{7}, \frac{1}{7}, 2 ; \frac{8}{7}, \frac{8}{7} ;-\frac{37^{7}}{c_{1}}\right) t}{49 c_{1}}+\frac{4 c_{3} F_{1} F_{1}\left(\frac{1}{7}, 2 ; \frac{8}{7} ;-\frac{3 l^{7}}{7 c_{1}}\right) \ln (t) t}{49 c_{1}}+c_{8}+\frac{2\left(\frac{3}{7}\right)^{\frac{6}{7}} c_{2} c_{3} \ln \left(\sqrt[7]{3} 7 \frac{6}{7} t+7 \sqrt[7]{c_{1}}\right)}{2401 c_{1} \frac{13}{7}}
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{4\left(\frac{3}{7}\right)^{\frac{6}{7}} c_{3} \cos ^{2}\left(\frac{\pi}{14}\right) \ln \left(33^{2} 77^{5} t^{2}-2 \sqrt[7]{3} 7^{6} 7 \sqrt{c_{1}} \cos \left(\frac{\pi}{7}\right) t+7 c_{1}{ }^{2}\right)}{343 c_{1}{ }^{6}}-\frac{c_{6} \cos ^{2}\left(\frac{\pi}{14}\right) \ln \left(33^{2} 77 t^{2}-2 \sqrt[7]{3} 77^{6} \sqrt{c_{1}} \cos \left(\frac{\pi}{7}\right) t+7 c_{1}{ }^{2}{ }^{7}\right)}{7 \sqrt{3} 7^{6} c_{1}{ }^{6}} \\
& +\frac{3\left(\frac{3}{7}\right)^{\frac{6}{7}} c_{2} c_{3} \csc \left(\frac{\pi}{14}\right) \ln \left(33^{2} 7^{\frac{5}{7}} t^{2}+2 \sqrt[7]{3} \frac{6}{7} \sqrt[7]{c_{1}} \sin \left(\frac{3 \pi}{14}\right) t+7 c_{1}{ }^{2} 7\right) \sin ^{2}\left(\frac{\pi}{7}\right)}{4802 c_{1}{ }^{\frac{13}{7}}} \\
& +\frac{3\left(\frac{3}{7}\right)^{\frac{6}{7}} c_{3} \csc \left(\frac{\pi}{14}\right) \ln \left(33^{2} 7{ }^{5} t^{2}+2 \sqrt[7]{3} 77^{6} \sqrt[7]{c_{1}} \sin \left(\frac{3 \pi}{14}\right) t+7 c_{1}{ }^{2}{ }^{7}\right) \sin ^{2}\left(\frac{\pi}{7}\right)}{343 c_{1} \frac{6}{7}} \\
& -\frac{4\left(\frac{3}{7}\right)^{\frac{6}{7}} \tan ^{-1}\left(\cot \left(\frac{\pi}{7}\right)-\frac{\sqrt[7]{\frac{3}{7}} t \csc \left(\frac{\pi}{7}\right)}{\sqrt[2]{c_{1}}}\right) c_{2} c_{3} \sin \left(\frac{\pi}{7}\right)}{2401 c_{1} \frac{13}{7}}-\frac{\left.8\left(\frac{3}{7}\right)^{\frac{6}{7} \tan ^{-1}\left(\cot \left(\frac{\pi}{7}\right)-\frac{\sqrt[7]{3}}{7} \operatorname{tsc}\left(\frac{\pi}{7}\right)\right.} \sqrt[2 c_{1}^{c_{1}}]{ }\right) c_{3} \sin \left(\frac{\pi}{7}\right)}{343 c_{1} 7^{7}} \\
& -\frac{2 \tan ^{-1}\left(\cot \left(\frac{\pi}{7}\right)-\frac{\sqrt[7]{\frac{3}{7}} t \csc \left(\frac{\pi}{7}\right)}{\sqrt[2]{c_{1}}}\right) c_{6} \sin \left(\frac{\pi}{7}\right)}{7^{7} \sqrt{3} 7 c_{1} c_{1}^{6}}-\frac{2\left(\frac{3}{7}\right)^{\frac{6}{7}} c_{2} c_{3} \ln \left(3^{2} 77^{5} t^{2}+2 \sqrt{3} 7^{6} 7 \sqrt{c_{1}} \sin \left(\frac{3 \pi}{14}\right) t+7 c_{1}{ }^{2}\right)^{7} \sin ^{3}\left(\frac{\pi}{14}\right)}{2401 c_{1} \frac{13}{7}}
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{2\left(\frac{3}{7}\right)^{\frac{6}{7} c_{2} c_{3} \ln \left(33^{2} 7^{5} t^{2}-2 \sqrt[7]{3} 77^{6} \sqrt[7]{c_{1}} \cos \left(\frac{\pi}{7}\right) t+7 c_{1}{ }^{2}{ }^{7}\right) \sin ^{2}\left(\frac{\pi}{14}\right)}}{2401 c_{1} \frac{13}{7}} \\
& +\frac{4\left(\frac{3}{7}\right)^{\frac{6}{7}} c_{3} \ln \left(33^{2} 7^{5} t^{2}-2 \sqrt[7]{3} 7{ }^{6} \sqrt[7]{c_{1}} \cos \left(\frac{\pi}{7}\right) t+7 c_{1}{ }^{2}{ }^{7}\right) \sin ^{2}\left(\frac{\pi}{14}\right)}{343 c_{1} 7}+\frac{c_{6} \ln \left(33^{2} 77 t^{2}-2 \sqrt[7]{3} 77 \sqrt[6]{c_{1}} \cos \left(\frac{\pi}{7}\right) t+7 c_{1} 7^{2}\right) \sin ^{2}\left(\frac{\pi}{14}\right)}{7 \sqrt[7]{3} 7^{6} c_{1} \frac{6}{7}} \\
& -\frac{12\left(\frac{3}{7}\right)^{\frac{6}{2}} \tan ^{-1}\left(\frac{\sqrt[7]{\frac{3}{7}} \sec \left(\frac{3 \pi}{14}\right) t}{2 \sqrt{c_{1}}}+\tan \left(\frac{3 \pi}{14}\right)\right) c_{2} c_{3} \cos \left(\frac{\pi}{14}\right) \sin ^{2}\left(\frac{\pi}{14}\right)}{2401 c_{1} \frac{13}{7}}-\frac{24\left(\frac{3}{7}\right)^{\frac{6}{7}} \tan ^{-1}\left(\frac{\sqrt[7]{\frac{3}{7}} \sec \left(\frac{3 \pi}{14}\right) t}{\sqrt{c_{1}}}+\tan \left(\frac{3 \pi}{14}\right)\right) c_{3} \cos \left(\frac{\pi}{14}\right) \sin ^{2}\left(\frac{\pi}{14}\right)}{34 c_{1}{ }^{6}}
\end{aligned}
$$

$$
\begin{align*}
& +\frac{\left(\frac{3}{7}\right)^{\frac{6}{7}} c_{6} \cos ^{2}\left(\frac{\pi}{14}\right) \ln \left(3^{\frac{2}{7}} 7^{5} t^{2}+2 \sqrt[7]{3} 77^{6} \sqrt[7]{c_{1}} \sin \left(\frac{3 \pi}{14}\right) t+7 c_{1}{ }^{2}\right) \sin \left(\frac{\pi}{14}\right)}{7 c_{1}{ }^{\frac{6}{7}}} \\
& +\frac{4\left(\frac{3}{7}\right)^{\frac{6}{7}} \tan ^{-1}\left(\frac{\sqrt[7]{\frac{3}{7}} \sec \left(\frac{3 \pi}{14}\right) t}{\sqrt[2 c_{1}]{c_{1}}}+\tan \left(\frac{3 \pi}{14}\right)\right) c_{2} c_{3} \cos ^{3}\left(\frac{\pi}{14}\right)}{2401 c_{1} \frac{13}{7}}+\frac{8\left(\frac{3}{7}\right)^{\frac{6}{7}} \tan ^{-1}\left(\frac{\sqrt[7]{\frac{3}{7}} \sec \left(\frac{3 \pi}{14}\right) t}{\sqrt[2]{c_{1}}}+\tan \left(\frac{3 \pi}{14}\right)\right) c_{3} \cos ^{3}\left(\frac{\pi}{14}\right)}{343 c_{1} \frac{6}{7}} \\
& +\frac{2 \tan ^{-1}\left(\frac{\sqrt[7]{\frac{3}{7}} \sec \left(\frac{3 \pi}{14}\right) t}{\sqrt[2 c_{1}]{c_{1}}}+\tan \left(\frac{3 \pi}{14}\right)\right) c_{6} \cos ^{3}\left(\frac{\pi}{14}\right)}{7_{\sqrt[7]{3} 7}{ }^{6} c_{1} 7}+\frac{4\left(\frac{3}{7}\right)^{\frac{6}{7}} \tan ^{-1}\left(\frac{\sqrt[7]{\frac{3}{7}} t \sec \left(\frac{\pi}{14}\right)}{\sqrt{c_{1}}}-\tan \left(\frac{\pi}{14}\right)\right) c_{2} c_{3} \cos \left(\frac{\pi}{14}\right)}{2401 c_{1} \frac{13}{7}} \\
& +\frac{8\left(\frac{3}{7}\right)^{\frac{6}{7}} \tan ^{-1}\left(\frac{\sqrt[7]{\frac{3}{7}} t \sec \left(\frac{\pi}{14}\right)}{\sqrt[2]{c_{1}}}-\tan \left(\frac{\pi}{14}\right)\right) c_{3} \cos \left(\frac{\pi}{14}\right)}{343 c_{1}{ }^{6}}+\frac{2 \tan ^{-1}\left(\frac{\sqrt[7]{\frac{3}{7}} t \sec \left(\frac{\pi}{14}\right)}{\sqrt[2]{c_{1}}}-\tan \left(\frac{\pi}{14}\right)\right) c_{6} \cos \left(\frac{\pi}{14}\right)}{7 \sqrt[7]{37} 7_{c_{1}}{ }^{\frac{6}{7}}}, \tag{301}
\end{align*}
$$

where $c_{8}$ is an integration constant.
In Figure 20, $H(t), \phi(t)$, and $\rho$ are presented vs. the asymptotic expansions $H_{0}(t)$, $\phi_{0}(t)$, and $\rho_{0}$, defined, respectively, by (296), (299), and (298) for the initial conditions $\rho_{m}(0.1)=1, H(0.1)=1, \dot{\phi}(0.1)=1, \phi(0.1)=1$ (arbitrarily chosen), and the parameter values $c_{1}=9.571429 \times 10^{-7}, c_{3}=7 \times 10^{-6}, c_{4}=-1.5, c_{5}=0.881801, \mu=1.1, \xi=$
$\frac{1}{6}, V(\phi)=\Lambda=1$ for $\varepsilon=0.1$. The accuracy of the asymptotic approximation when $\varepsilon \rightarrow 0$ is illustrated as follows:


Figure 20. Numerical solutions $H(t), \phi(t)$, and $\rho$ vs. the asymptotic expansions $H_{0}(t), \phi_{0}(t)$, and $\rho_{0}(t)$, defined, respectively, by (296), (299), and (298) (valid for $\xi=0$ ) for the initial conditions $\rho_{m}(0.1)=1, H(0.1)=1, \dot{\phi}(0.1)=1, \phi(0.1)=1$, and the parameter values $c_{1}=9.571429 \times 10^{-7}$, $c_{3}=7 \times 10^{-6}, c_{4}=-1.5, c_{5}=0.881801, \mu=1.1, \xi=\frac{1}{6}, V(\phi)=\Lambda=1$ for $\varepsilon=0.1$. The accuracy of the asymptotic approximation is illustrated when $\varepsilon \rightarrow 0$, even though the analytical solutions are calculated for $\xi=0$.
3.3.5. Asymptotic Expansions for $\xi \rightarrow 0$

We consider the following expansions:

$$
\rho=\rho_{0}+\xi \rho_{1}+\mathcal{O}\left(\xi^{2}\right), H=H_{0}+\xi H_{1}+\mathcal{O}\left(\xi^{2}\right), \phi=\phi_{0}+\xi \phi_{1}+\mathcal{O}\left(\xi^{2}\right),
$$

where we assume that the non-minimal coupling parameter is a perturbation parameter, $0<\xi \ll 1$.

Replacing them in (183)-(185), we have the following:

$$
\begin{align*}
& -\frac{1}{t^{3}}\left[-3 t^{3} H_{0}{\dot{\phi_{0}}}^{2}+18 t^{3} H_{0}^{3}+3 \mu t^{2} H_{0}^{2}-39 t^{2} H_{0}^{2}-3(\mu-1)(4 \mu-11) t H_{0}\right. \\
& \left.+3(\mu-2)(\mu-1)^{2}+t^{3} \dot{\rho}_{0}+\mu t^{2}{\dot{\phi_{0}}}^{2}-t^{2}{\dot{\phi_{0}}}^{2}\right] \\
& -\frac{\xi}{t^{3}}\left[54 t^{3} H_{0}^{2} H_{1}+6(\mu-13)^{2} H_{0} H_{1}-6 t^{3} H_{0} \dot{\dot{\phi}_{0}} \dot{\phi}_{1}+18 t^{3} H_{0}{\dot{\phi_{0}}}^{2}\right. \\
& -18 t^{3} H_{0}^{3} \phi_{0}^{2}-3 t^{2} H_{0}^{2} \phi_{0}\left((\mu-13) \phi_{0}+12 t \dot{\phi}_{0}\right) \\
& -6 t^{2} H_{0} \phi_{0}\left((\mu-1) \dot{\phi}_{0}+3 t V^{\prime}\left(\phi_{0}\right)\right) \\
& +3(\mu-1)(4 \mu-11) t H_{0} \phi_{0}^{2}-3 t H_{1}\left((\mu-1)(4 \mu-11)+t^{2}{\dot{\phi_{0}}}^{2}\right) \\
& +t^{3} \dot{\rho}_{1}+2(\mu-1) t^{2} \dot{\phi}_{0} \dot{\phi_{1}}-6 \mu t^{2} \dot{\phi}_{0}^{2}+6 \mu \phi_{0} V^{\prime}\left(\phi_{0}\right) \\
& -6 t^{2} \phi_{0} V\left(\phi_{0}\right)+6 t^{2}{\dot{\phi_{0}}}^{2}-3 \mu^{3} \phi_{0}^{2}+6 \mu^{2} t \phi_{0} \dot{\phi_{0}}+12 \mu^{2} \phi_{0}^{2} \\
& \left.-12 \mu t \phi_{0} \dot{\phi_{0}}-15 \mu \phi_{0}^{2}+6 t \phi_{0} \dot{\phi}_{0}+6 \phi_{0}^{2}\right]=0 \tag{302}
\end{align*}
$$

$$
\begin{align*}
& \frac{1}{t^{2}}\left[-t^{2} \dot{H}_{0}-3 t^{2} H_{0}^{2}-2 \mu t H_{0}+8 t H_{0}+(\mu-2)(\mu-1)\right] \\
& +\frac{\xi}{t^{2}}\left[-6 t^{2} H_{0} H_{1}+2 t^{2} H_{0} \phi_{0} \dot{\phi}_{0}\right. \\
& \left.-t^{2} \dot{H}_{1}-2(\mu-4) t H_{1}+2 t^{2} \phi_{0} V^{\prime}\left(\phi_{0}\right)-2 t^{2} \dot{\phi}_{0}^{2}+2(\mu-1) t \phi_{0} \dot{\phi_{0}}\right]=0  \tag{303}\\
& -\frac{1}{t^{2}}\left[3 t^{2} H_{0} \dot{\phi}_{0}+t^{2} V^{\prime}\left(\phi_{0}\right)+t^{2} \ddot{\phi_{0}}-\mu t \dot{\phi}_{0}+t \dot{\phi}_{0}\right] \\
& -\frac{\xi}{t^{2}}\left[3 t^{2} H_{0} \dot{\phi_{1}}+6 \phi_{0}\left((\mu-2)(\mu-1)-t H_{0}\left(t H_{0}+2 \mu-8\right)\right)\right. \\
& \left.+3 t^{2} H_{1} \dot{\phi_{0}}+t^{2} \phi_{1} V^{\prime \prime}\left(\phi_{0}\right)+t^{2} \ddot{\phi}_{1}-\mu t \dot{\phi_{1}}+t \dot{\phi_{1}}\right]=0 . \tag{304}
\end{align*}
$$

Assuming a constant potential $V(\phi)=\Lambda$, the zeroth and first-order equations are as follows:

Zero order, $\mathcal{O}\left(\xi^{0}\right)$, as follows:

$$
\begin{align*}
& \dot{\rho}_{0}=-\frac{\left(-3 t H_{0}+\mu-1\right)\left(t\left(t{\dot{\phi_{0}}}^{2}-3 H_{0}\left(2 t H_{0}+\mu-5\right)\right)+3(\mu-2)(\mu-1)\right)}{t^{3}}  \tag{305}\\
& \dot{H}_{0}=\frac{t H_{0}\left(-3 t H_{0}-2 \mu+8\right)+(\mu-2)(\mu-1)}{t^{2}},  \tag{306}\\
& \ddot{\phi_{0}}=\frac{\left(-3 t H_{0}+\mu-1\right) \dot{\phi}_{0}}{t} \tag{307}
\end{align*}
$$

with the constraint to order zero specified as follows:

$$
\begin{equation*}
-\frac{(\mu-1) H_{0}}{t}+H_{0}^{2}+\frac{1}{6}\left(-2\left(\Lambda+\rho_{0}\right)-\dot{\phi}_{0}^{2}\right)=0 \tag{308}
\end{equation*}
$$

The last two equations have the general solution, as follows:

$$
\begin{align*}
& H_{0}(t)=\frac{-2 \mu-\frac{2 c_{1} r t_{0}^{r}}{t^{r}+c_{1} t_{0}^{r}}+r+9}{6 t}  \tag{309}\\
& \phi_{0}(t)=\frac{2 c_{2}\left(\frac{t}{t_{0}}\right)^{\frac{1}{2}(4 \mu+r-9)}{ }_{2} F_{1}\left(1, \frac{r+4 \mu-9}{2 r} ; \frac{3 r+4 \mu-9}{2 r} ;-\frac{\left(\frac{t}{t_{0}}\right)^{r}}{c_{1}}\right)}{c_{1}(4 \mu+r-9)}+\phi_{c} \tag{310}
\end{align*}
$$

where $c_{1}, c_{2}$, and $\phi_{c}$ are integration constants. Therefore, the first equation reduces to the following:

$$
\begin{align*}
\dot{\rho_{0}}= & -\frac{\left(2 \mu+r\left(-\frac{1}{2}+\frac{c_{1} t_{0}^{r}}{t^{r}+c_{1} t_{0}^{r}}\right)-\frac{11}{2}\right)}{6 t^{3}} \\
& \times\left(20 \mu^{2}-75 \mu-\frac{r^{2}\left(t^{r}-c_{1} t_{0}^{r}\right)^{2}}{\left(t^{r}+c_{1} t_{0}^{r}\right)^{2}}+\frac{(\mu-3) r\left(t^{r}-c_{1} t_{0}^{r}\right)}{t^{r}+c_{1} t_{0}^{r}}+\frac{6 c_{2}^{2} t^{4 \mu+r-9} t_{0}^{-4 \mu+r+9}}{\left(t^{r}+c_{1} t_{0}^{r}\right)^{2}}+90\right), \tag{311}
\end{align*}
$$

which is integrable, giving us the following solution:

$$
\begin{align*}
\rho_{0}(t)= & \frac{r^{3}}{24 t^{2}}+\frac{r^{2}\left(-5 \mu-\frac{8 c_{1} t^{r} t_{0}^{r}}{\left(t^{r}+c_{1} t_{0}^{r}\right)^{2}}+14\right)}{24 t^{2}}-\frac{c_{2}^{2} t^{4 \mu+r-11} t_{0}^{-4 \mu+r+9}}{2\left(t^{r}+c_{1} t_{0}^{r}\right)^{2}} \\
& -\frac{r\left(16 \mu^{2}-92 \mu+\frac{8(5 \mu-12) t^{r}}{t^{r}+c_{1} t_{0}^{r}}+153\right)}{24 t^{2}}+\frac{5(4 \mu-11)(\mu(4 \mu-15)+18)}{24 t^{2}}-\Lambda . \tag{312}
\end{align*}
$$

where $c_{3}=-\Lambda$ is an integration constant.
First order, $\mathcal{O}(\xi)$ :

$$
\begin{align*}
& \dot{\rho_{1}}=\frac{1}{t^{3}}\left[3 t H_{1}\left(t\left(t \dot{\phi}_{0}^{2}-2 H_{0}\left(9 t H_{0}(t)+\mu-13\right)\right)+(\mu-1)(4 \mu-11)\right)\right. \\
& +\left(-3 t H_{0}+\mu-1\right)\left(-6 t \phi_{0}\left(2 t H_{0}+\mu-1\right) \dot{\phi}_{0}\right. \\
& \left.\left.+3 \phi_{0}^{2}\left((\mu-2)(\mu-1)-t H_{0}\left(2 t H_{0}+\mu-5\right)\right)+2 t^{2} \dot{\phi}_{0}\left(3 \dot{\phi}_{0}-\dot{\phi}_{1}\right)\right)\right]  \tag{313}\\
& \dot{H}_{1}=-\frac{2\left(H_{1}\left(3 t H_{0}+\mu-4\right)-\phi_{0}\left(t H_{0}+\mu-1\right) \dot{\phi}_{0}+t \dot{\phi}_{0}^{2}\right)}{t},  \tag{314}\\
& \ddot{\phi_{1}}=-\frac{t\left(\left(3 t H_{0}-\mu+1\right) \dot{\phi}_{1}+3 t H_{1} \dot{\phi}_{0}\right)+6 \phi_{0}\left((\mu-2)(\mu-1)-t H_{0}\left(t H_{0}+2 \mu-8\right)\right)}{t^{2}}, \tag{315}
\end{align*}
$$

with the restriction in the first order, as follows:

$$
\begin{equation*}
\rho_{1}=\frac{H_{1}\left(6 t H_{0}-3 \mu+3\right)-3 H_{0} \dot{\phi_{0}}\left(\phi_{0}\left(t H_{0}-\mu+1\right)+2 t \dot{\phi_{0}}\right)-t \dot{\phi_{0}} \dot{\phi_{1}}}{t} \tag{316}
\end{equation*}
$$

This expression can be used to define $\rho_{1}$, such that Equation (313) is a compatibility condition that is satisfied for all $t$. Hence, we have a reduced system, as follows:

$$
\begin{align*}
\ddot{\phi}_{1}= & -\frac{6 c_{2} H_{1} t^{\frac{1}{2}(4 \mu+r-9)} t_{0}^{\frac{1}{2}(-4 \mu+r+9)}+\dot{\phi}_{1}\left((-4 \mu+r+11) t^{r}-c_{1}(4 \mu+r-11) t_{0}^{r}\right)}{2 t\left(t^{r}+c_{1} t_{0}^{r}\right)} \\
& +\frac{c_{2} t^{\frac{1}{2}(4 \mu+r-9)-2} t_{0}^{-2 \mu-\frac{r}{2}}{ }_{2} F_{1}\left(1, \frac{r+4 \mu-9}{2 r} ; \frac{3 r+4 \mu-9}{2 r} ;-\frac{t^{r} t_{0}^{-r}}{c_{1}}\right)}{3 c_{1}(4 \mu+r-9)\left(t^{r}+c_{1} t_{0}^{r}\right)^{2}} \\
& \times\left(t_{0}^{9 / 2}\left(4(69-14 \mu) \mu+r^{2}+(8 \mu-30) r-423\right) t^{2 r}\right. \\
& \left.-2 c_{1}\left(4 \mu(14 \mu-69)+r^{2}+423\right) t^{r} t_{0}^{r+\frac{9}{2}}+c_{1}^{2}\left(4(69-14 \mu) \mu+r^{2}+(30-8 \mu) r-423\right) t_{0}^{2 r+\frac{9}{2}}\right) \\
& +\frac{\Lambda t_{0}^{2}\left(56 \mu^{2}-276 \mu-\frac{4 r^{2} t^{2 r}}{\left(t^{r}+c_{1} t_{0}^{r}\right)^{2}}-r^{2}+8 \mu r+\frac{4 r(-4 \mu+r+15) t^{r}}{t^{r}+c_{1} t_{0}^{r}}-30 r+423\right)}{6 t^{2}} \tag{317}
\end{align*}
$$

$$
\begin{align*}
\dot{H}_{1} & =\frac{H_{1}\left(-1+r\left(-1+\frac{2 c_{1} t_{0}^{r}}{t^{r}+c_{1} t_{0}^{r}}\right)\right)}{t} \\
& +\frac{2 c_{2}^{2} t_{0}^{9-4 \mu} t^{4 \mu+r-11}\left((4 \mu+r+3) t^{r}-c_{1}(-4 \mu+r-3) t_{0}^{r}\right)_{2} F_{1}\left(1, \frac{r+4 \mu-9}{2 r} ; \frac{3 r+4 \mu-9}{2 r} ;-\frac{t^{r} t_{0}^{-r}}{c_{1}}\right)}{3 c_{1}(4 \mu+r-9)\left(t^{r}+c_{1} t_{0}^{r}\right)^{2}} \\
& -\frac{c_{2} \Lambda t^{\frac{1}{2}(4 \mu+r)-\frac{13}{2}} t_{0}^{\frac{1}{2}(-4 \mu+r+13)}\left((4 \mu+r+3) t^{r}-c_{1}(-4 \mu+r-3) t_{0}^{r}\right)}{3\left(t^{r}+c_{1} t_{0}^{r}\right)^{2}}-\frac{2 c_{2}^{2} t^{4 \mu+r-11} t_{0}^{-4 \mu+r+9}}{\left(t^{r}+c_{1} t_{0}^{r}\right)^{2}} . \tag{318}
\end{align*}
$$

The second equation is integrable, giving us the following:

$$
\begin{align*}
H_{1}(t)= & -\frac{c_{2}{ }^{2}(-4 \mu+r-3)(4 \mu+r-9) \Gamma\left(\frac{4 \mu-9}{r}\right) t^{4 \mu+r-10} t_{0}^{-4 \mu-r+9}{ }_{2} \tilde{F}_{1}\left(1, \frac{4 \mu-9}{r} ; \frac{r+4 \mu-9}{r} ;-\frac{\left(\frac{t}{t_{0}}\right)^{r}}{c_{1}}\right)}{36 r\left(\left(\frac{t}{t_{0}}\right)^{r}+c_{1}\right)^{2}} \\
& -\frac{c_{2}^{2}(-4 \mu+r+11) \Gamma\left(\frac{r+4 \mu-9}{r}\right) t^{2(2 \mu+r)-10} t_{0}^{-4 \mu-2 r+9}{ }_{2} \tilde{F}_{1}\left(1, \frac{r+4 \mu-9}{r} ; \frac{2 r+4 \mu-9}{r} ;-\frac{\left(\frac{t}{t_{0}}\right)^{r}}{c_{1}}\right)}{3 c_{1} r\left(\left(\frac{t}{t_{0}}\right)^{r}+c_{1}\right)^{2}} \\
& +\frac{c_{2} t^{\frac{1}{2}(4 \mu+r)-10} t_{0}^{-2(2 \mu+r)}}{36\left(\left(\frac{t}{t_{0}}\right)^{r}+c_{1}\right)^{2}}\left[\frac{2 c_{2} t_{0}^{9} t^{\frac{1}{2}(4 \mu+r)}\left(12(-4 \mu+r+11) t^{r}+c_{1}(-4 \mu+r-3)(4 \mu+r-9) t_{0}^{r}\right)}{c_{1}(4 \mu+r-9)}\right. \\
& \times{ }_{2} F_{1}\left(1, \frac{r+4 \mu-9}{2 r} ; \frac{3 r+4 \mu-9}{2 r} ;-\frac{\left(\frac{t}{t_{0}}\right)^{r}}{c_{1}}\right)-12 \Lambda(-4 \mu+r+11) t^{r+\frac{9}{2}} t_{0}^{\frac{1}{2}(4 \mu+r+13)} \\
& \left.+12 c_{1} \Lambda t^{9 / 2}(4 \mu+r-11) t_{0}^{\frac{1}{2}(4 \mu+3 r+13)}+\frac{72 c_{2} t_{0}^{r+9} t^{\frac{1}{2}(4 \mu+r)}}{9-4 \mu}\right]+c_{4}\left(1+\frac{\left(\frac{t}{t_{0}}\right)^{r}}{c_{1}}\right)-\frac{r+1}{r}\left(1+c_{1}\left(\frac{t_{0}}{t}\right)^{r}\right) \frac{1}{r}-1, \tag{319}
\end{align*}
$$

where $c_{4}$ is a constant of integration.
The equation for $\phi_{1}$ can be solved in quadratures, as follows:

$$
\begin{align*}
\phi_{1}(t)= & \int_{1}^{t} e^{\left(\int_{1}^{\mu_{3}}\left(\frac{\mu-1}{\mu_{1}}-3 H_{0}\left(\mu_{1}\right)\right) d \mu_{1}\right)} \times\left[c_{5}+\int_{1}^{\mu_{3}} \frac{e^{\left(-\int_{1}^{\mu_{2}}\left(\frac{\mu-1}{\mu_{1}}-3 H_{0}\left(\mu_{1}\right)\right) d \mu_{1}\right)}}{\mu_{2}^{2}}\left(-3 H_{1}\left(\mu_{2}\right) \dot{\phi}_{0}\left(\mu_{2}\right) \mu_{2}^{2}\right.\right. \\
& \left.\left.-6\left((\mu-2)(\mu-1)-H_{0}\left(\mu_{2}\right) \mu_{2}\left(2 \mu+H_{0}\left(\mu_{2}\right) \mu_{2}-8\right)\right) \phi_{0}\left(\mu_{2}\right)\right) d \mu_{2}\right] d \mu_{3}+c_{6} \tag{320}
\end{align*}
$$

where $c_{5}$ and $c_{6}$ are integration constants and $H_{0}\left(\mu_{1}\right)$ is calculated using (309); $\dot{\phi}_{0}\left(\mu_{2}\right)$ is calculated by taking the derivative with respect to $t$ in (310), and $\phi_{0}\left(\mu_{2}\right)$ is evaluated using (310). Finally, the expression for $H_{1}\left(\mu_{2}\right)$ is (319).

## 4. Conclusions

In this paper, we studied corrections to the Friedman and Klein-Gordon equations based on the formalism of fractional calculus using Caputo's derivative. Thus, we presented fractional calculus as a viable and attractive option for applications to the theory of gravity. Based on the diverse applications of fractional calculus in physics and engineering as shown in the paper, this work presents a didactic exposition of the main aspects of fractional calculus, showing the different approaches that exist and definitions of fractional derivatives.

This paper analyzes the fractional theory in cosmological models with a scalar field with a coupling constant, $\xi$. We qualitatively analyze the case of $\xi=0$ and the general case of $\xi \neq 0$. Using different formulations of dynamical systems, we examine their equilibrium points and determine how the fractional term affects their stability-exposing the complex behavior presented by specific equilibrium points in the system's phase space and numerical solutions to different values of $\xi$ and $\mu$. We use methods from perturbation theory to analyze the cosmological behavior, obtaining solutions through two asymptotic expansions proposed for the system functions around the parameters $\mu=1$ and $\xi=0$. In these cases, the model recovers standard cosmology and the theory of minimal coupling to gravity, with an excellent approximation to the numerical solutions of the system.

In the paper's introductory Section 1, we discuss the challenges of traditional calculations in modeling power-law phenomena. We then present the various applications of
fractional calculus, highlighting its effectiveness in recent studies in cosmology. This makes it a viable option to explore gravity theory further. We also introduce the research questions, pose the fractional formulation of the gravity problem, and outline the paper's general and specific objectives. We then describe the methodology used to develop the paper. Finally, we emphasize the scientific novelty of this research. Specifically, we mention that our analysis of cosmology with a scalar field with conformal and non-minimal coupling to gravity in the fractional context seeks to generalize previous results in the framework of the fractional formulation of gravity, making it a novel contribution.

Section 2 summarizes the main results of fractional calculus, mentioning some approaches to possible fractional derivatives, such as Grünwald-Letnikov, Riemann-Liouville and Caputo. We review the known rules of differentiation in the fractional context under the different approaches and show the fractional derivative of known functions. Emphasis is placed on viewing integration as the inverse operation of differentiation, which facilitates the definition of fractional integration. This is achieved by generalizing Cauchy's formula for iterated integrals, thereby enabling us to define the fractional derivative. The Liouville, Riemann, Liouville-Caputo, and Caputo derivatives are defined. Finally, we discuss what fractional differential equations are, using the Wolfram Language 13.3 tools [71], and we solve the classical problem of the harmonic oscillator. We also explore its quantum version and the relation between fractional calculus and $q$-deformed Lie algebras. We solve a physical problem of a point particle that moves under the effect of a friction force in the fractional context from different approaches using Wolfram Language 13.3 [71].

It is important to emphasize that fractional differential equations, which involve fractional derivatives, generalize ordinary differential equations. Fractional differential equations have been widely used in engineering, physics, chemistry, biology, and other fields involving relaxation and oscillation models. Recently, they have been used in cosmology. For this reason, since the version of Wolfram Language 13.1, two basic operators for fractional calculation were implemented, the functions FractionalD and CaputoD. The algorithms of the MittagLefflerE functions have been updated, as they are of crucial importance in the theory of fractional calculus, and the powerful DSolve function was heavily updated in version 13.1 to support FDE. This paper solves several fractional differential equations using the DSolve function of Wolfram Language 13.3 [71]. The solutions to such equations are generally given in terms of the function MittagLefflerE and the primary function for fractional calculus applications. Its role in fractional differential equation solutions is similar in importance to the Exp function for ODE solutions: any ODE with constant coefficients can be solved in terms of Mittag-Leffler functions.

According to the analysis carried out in this paper, the behavior of the fractional harmonic oscillator is very similar to the behavior of the ordinary damped harmonic oscillator. These examples demonstrate that the order of a fractional differential equation can be used as a control parameter to model some complicated systems.

In Section 3, cosmological models are introduced within the fractional formulation of the gravity framework, and previous results are discussed where the coupling is minimal, $\xi=0$. The paper's main result is the application of the tools defined in Section 2 to fractional cosmologies with non-minimal coupling $\xi \neq 0$. Different dynamical systems and relevant cases, such as the invariant set $\Omega_{\Lambda}=0$, are studied. Some numerical integration methods from the specialized Mathematica software (Version 13.3) [71] are used to study the behavior of the solutions of the systems of differential equations coming from the cosmological model, and the stability of the critical points is studied using appropriate tools.

In Sections 3.3.2 and 3.3.3, we found a great technical difficulty when analyzing the stability of the curves and critical points $P_{6}\left(x_{c}\right):\left(x_{c},-\frac{1}{\sqrt{\xi}}, \Omega_{\Lambda 0}, 0\right), P_{7}\left(x_{c}\right):\left(x_{c},-\frac{1}{\sqrt{\xi}}, 0,0\right), P_{8}$ : $\left(0,-\frac{1}{\sqrt{\xi}}, \Omega_{\Lambda 0}, 0\right), P_{9}:\left(0,-\frac{1}{\sqrt{\xi}}, 0,0\right), P_{10}\left(x_{c}\right):\left(x_{c}, \frac{1}{\sqrt{\xi}}, \Omega_{\Lambda 0}, 0\right), P_{11}\left(x_{c}\right):\left(x_{c}, \frac{1}{\sqrt{\xi}}, 0,0\right)$, $P_{12}:\left(0, \frac{1}{\sqrt{\xi}}, \Omega_{\Lambda 0}, 0\right), P_{13}:\left(0, \frac{1}{\sqrt{\xi}}, 0,0\right)$. Due to the complexity of the stability analysis of these sets of equilibrium points, numerical solution methods have to be used. However,
partial stability information can be obtained by computing the eigenvalues using the time variable $\tau=\ln \left(a / a_{0}\right)$ and taking the limit when $\alpha \rightarrow 0$.

In the study of curves, $\left(0,-\frac{1}{\sqrt{\xi(12 \xi+1)}}, \Omega_{\Lambda 0},-\mu \mp \sqrt{\mu(2 \mu-11)+18}+4\right)$ and $\left(0, \frac{1}{\sqrt{\xi(12 \xi+1)}}, \Omega_{\Lambda 0},-\mu \mp \sqrt{\mu(2 \mu-11)+18}+4\right)$ The technical difficulties lie in the parameter of the equation for the state of matter, which is complex and infinite. Furthermore, stability has to be determined numerically since the Jacobian matrix has infinite entries. These situations are due to the non-differentiability of the flow when $\alpha \rightarrow 0$ and $G:=\left(\xi(12 \xi+1) y^{2}-1\right) \rightarrow 0$. The last case is even more complex since, in a neighborhood of $G \equiv 0$, the direction of the flow changes, entering the context of non-smooth mechanics. In all these cases, the stability analysis of these curves/sets will be left for future research since they cannot be implemented with the techniques developed in this paper.

Non-smooth mechanics is a modeling approach that does not require the temporal evolution of positions and velocities to be smooth functions. Due to potential impacts, the speeds of the mechanical system may experience sudden jumps at certain moments to comply with kinematic restrictions. Consider, for example, a rigid model of a ball falling to the ground. Just before the impact between the ball and the ground, the ball has a pre-impact velocity that does not disappear. At the instant of impact, the velocity must jump to a post-impact velocity of at least zero, or penetration will occur. Non-smooth mechanical models are often used in contact dynamics.

A review of research on non-smooth dynamical systems from the point of view of applications is provided in reference [110]. Two types of lack of smoothness are considered: impact and friction. A list of basic models is provided for each type, application areas are specified, and research results are reviewed. The literature on non-smooth dynamical systems will be reviewed in future work to resolve the difficulties above.

Research hypotheses are implemented in this research, and the paper's general and specific objectives are satisfactorily addressed. It is possible to obtain relevant information on the flow properties associated with several autonomous systems of ordinary differential equations from a cosmological context through qualitative techniques from the dynamical systems theory. The review of the literature on dynamical systems and fractional calculus is exhaustive. The work tools used in the paper were appropriately selected, identifying the use of the Caputo fractional derivative and its application in formulating a fractional cosmological action and its respective variational calculation. The main results of fractional calculus for the qualitative analysis of cosmological models are presented in a didactic manner.

The analysis of cosmologies featuring a scalar field with conformal and non-minimal coupling to gravity within a fractional context is novel, generalizing previous results within the framework of the fractional formulation of gravity. From a mathematical point of view, this approach describes the phase space of the models, obtaining qualitative results and explicit and approximated exact solutions with high numerical precision. This represents a different and attractive scenario due to its high level of applicability in describing natural phenomena.
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## Appendix A. Special Functions

This appendix presents several special functions that appear recurrently in these topics.

## Appendix A.1. Gamma Function

The Gamma function extends the factorial function; that is, it extends a function of integers to a function of real or complex numbers. Namely, for natural numbers, the factorial of $n$ is defined as follows:

$$
\begin{equation*}
n!=1 \times 2 \times 3 \times \cdots \times n=\prod_{j=1}^{n} j \tag{A1}
\end{equation*}
$$

On the other hand, the Gamma function can be written as follows:

$$
\begin{equation*}
\Gamma(z)=\int_{0}^{\infty} t^{z-1} e^{-t} d t \tag{A2}
\end{equation*}
$$

which works for values of the complex number $z$ with $\Re(z)>0$. The following can be observed:

$$
\begin{equation*}
\Gamma(z+1)=z \Gamma(z) \tag{A3}
\end{equation*}
$$

and also

$$
\begin{equation*}
\Gamma(n+1)=n!. \tag{A4}
\end{equation*}
$$

Additionally, one can write the binomial coefficient in terms of the Gamma function, as follows:

$$
\begin{equation*}
\binom{z}{v}=\frac{z!}{v!(z-v)!}=\frac{\Gamma(z+1)}{\Gamma(v+1) \Gamma(z+1-v)} . \tag{A5}
\end{equation*}
$$

This is added to the reflection formula, as follows:

$$
\begin{equation*}
\Gamma(z) \Gamma(1-z)=\frac{\pi}{\sin (\pi z)} \tag{A6}
\end{equation*}
$$

and to the incomplete gamma function, as follows:

$$
\begin{equation*}
\Gamma(a, z)=\int_{z}^{\infty} t^{a-1} e^{-t} d t \tag{A7}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma(a, 0)=\Gamma(a) . \tag{A8}
\end{equation*}
$$

## Appendix A.2. Mittag-Leffler Functions

From the Maclaurin series expansion of the exponential, we have the following:

$$
\begin{equation*}
e^{z}=\sum_{n=0}^{\infty} \frac{z^{n}}{n!}, \tag{A9}
\end{equation*}
$$

We can replace the factorial with the Gamma function, as follows:

$$
\begin{equation*}
e^{z}=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(n+1)} . \tag{A10}
\end{equation*}
$$

This can then be extended as follows:

$$
\begin{equation*}
E(\alpha, z)=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(\alpha n+1)}, \tag{A11}
\end{equation*}
$$

where $\alpha$ is an arbitrary real number that is greater than zero.
In fractional calculus, this function is of similar importance to the exponential function in standard calculus. For some values of $\alpha$ and functions of $z$, already-known functions can be obtained, as follows:

$$
\begin{equation*}
E\left(2,-z^{2}\right)=\cos z, \quad E\left(1 / 2, z^{1 / 2}\right)=e^{z}\left[1+\operatorname{erf}\left(z^{1 / 2}\right)\right] \tag{A12}
\end{equation*}
$$

where the error function, $\operatorname{erf}(z)$, is given by

$$
\begin{equation*}
\operatorname{erf}(z)=\frac{2}{\sqrt{\pi}} \int_{0}^{z} e^{-t^{2}} d t \tag{A13}
\end{equation*}
$$

The Mittag-Leffler function can also be extended as follows:

$$
\begin{equation*}
E(\alpha, \beta, z)=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(\alpha n+\beta)^{\prime}}, \tag{A14}
\end{equation*}
$$

which is known as the generalized Mittag-Leffler function and has several special cases, such as the following:

$$
\begin{equation*}
E(1,2, z)=\left(e^{z}-1\right) / z, \quad E\left(2,2, z^{2}\right)=\sinh (z) / z . \tag{A15}
\end{equation*}
$$

## Appendix A.3. Hypergeometric Functions

These functions contain many particular cases of special functions and are widely used in fractional calculus. From the following definition:

$$
\begin{equation*}
{ }_{p} F_{q}\left(\left\{a_{i}\right\} ;\left\{b_{j}\right\} ; z\right)=\frac{\prod_{j=1}^{q} \Gamma\left(b_{j}\right)}{\prod_{i=1}^{p} \Gamma\left(a_{i}\right)} \sum_{n=0}^{\infty} \frac{\prod_{i=1}^{p} \Gamma\left(a_{i}+n\right) z^{n}}{\prod_{j=1}^{q} \Gamma\left(b_{j}+n\right) n!}, \tag{A16}
\end{equation*}
$$

It follows that the derivative with respect to $z$ is as follows:

$$
\begin{equation*}
\frac{d}{d z}\left[{ }_{p} F_{q}\left(\left\{a_{i}\right\} ;\left\{b_{j}\right\} ; z\right)\right]=\frac{\prod_{i=1}^{p} \Gamma\left(a_{i}\right)}{\prod_{j=1}^{q} \Gamma\left(b_{j}\right)}\left[{ }_{p} F_{q}\left(\left\{a_{i}+1\right\},\left\{b_{j}+1\right\} ; z\right)\right] . \tag{A17}
\end{equation*}
$$

Appendix A.4. Euler Polynomials: Incomplete Riemann or Hurwitz Zeta Function
The Euler polynomials, $E_{n}$, are generated by (see (23.1.1), [111]), as follows:

$$
\begin{equation*}
E_{n}(z)=\lim _{w \rightarrow 0} D_{w}^{n}\left(\frac{2 e^{2 z w}}{1+e^{w}}\right) \tag{A18}
\end{equation*}
$$

where the first few are given as follows:

$$
\begin{align*}
& E_{0}(z)=1  \tag{A19}\\
& E_{1}(z)=z-1 / 2  \tag{A20}\\
& E_{2}(z)=z^{2}-z \tag{A21}
\end{align*}
$$

The Euler polynomials fulfill the following relation:

$$
\begin{equation*}
E_{n}(1+z)+E_{n}(z)=2 z^{n} . \tag{A22}
\end{equation*}
$$

Extending the definition of the Euler polynomials from $n \in \mathbb{N}$ to the fractional case, $\alpha \in \mathbb{R}$, can be conducted easily, interpreting the generating function of the Euler polynomials as the sum of a geometric series, as follows:

$$
\begin{equation*}
\sum_{n=0}^{\infty} q^{n}=\frac{1}{1-q}, \quad|q|<1 \tag{A23}
\end{equation*}
$$

to obtain

$$
\begin{equation*}
E_{n}(z)=\lim _{w \rightarrow 0} 2 \sum_{n=0}^{\infty}(-1)^{n} D_{w}^{n} e^{(z+n) w}, \quad w<0, \quad z \geq 0 \tag{A24}
\end{equation*}
$$

This rule may now easily be extended to the non-integer case by replacing $n \mapsto \alpha$. The ad hoc extension of the Euler polynomials to the fractional case is given by the following:

$$
\begin{equation*}
E_{\alpha}(z)=2^{1+\alpha}(\zeta(-\alpha, z / 2)-\zeta(-\alpha,(1+z) / 2)) \tag{A25}
\end{equation*}
$$

where the Hurwitz $\zeta$ function is given by the following:

$$
\begin{equation*}
\zeta(s, z)=\sum_{n=0}^{\infty}(n+z)^{-s} \tag{A26}
\end{equation*}
$$

This ad hoc extension of the Euler polynomials to the fractional case corresponds to the use of the Liouville fractional derivative. Furthermore, the following relation has been confirmed:

$$
\begin{equation*}
E_{\alpha}(1+z)+E_{\alpha}(z)=2 z^{\alpha} \tag{A27}
\end{equation*}
$$

independently of the fractional derivative.
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