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Abstract: Wildfires have the potential to cause severe damage to vegetation, property and most
importantly, human life. In order to minimize these negative impacts, it is crucial that wildfires are
detected at the earliest possible stages. A potential solution for early wildfire detection is to utilize
unmanned aerial vehicles (UAVs) that are capable of tracking the chemical concentration gradient
of smoke emitted by wildfires. A spatiotemporal model of wildfire smoke plume dynamics can
allow for efficient tracking of the chemicals by utilizing both real-time information from sensors as
well as future information from the model predictions. This study investigates a spatiotemporal
modeling approach based on subspace identification (SID) to develop a data-driven smoke plume
dynamics model for the purposes of early wildfire detection. The model was learned using CO2

concentration data which were collected using an air quality sensor package onboard a UAV during
two prescribed burn experiments. Our model was evaluated by comparing the predicted values
to the measured values at random locations and showed mean errors of 6.782 ppm and 30.01 ppm
from the two experiments. Additionally, our model was shown to outperform the commonly used
Gaussian puff model (GPM) which showed mean errors of 25.799 ppm and 104.492 ppm, respectively.

Keywords: unmanned aerial vehicles; wildfire; air pollution; spatiotemporal model; dynamic model;
data-driven model; subspace identification; Gaussian puff model

1. Introduction

Wildfires are naturally occurring events that can have both positive and negative
impacts. On one hand, they can provide ecological benefits to species that have evolved
to depend on them. On the other hand, when they become out of control, they can cause
severe damage to vegetation, property and most importantly, human life. In the latter
case, in order to have the best possible chance of preventing these losses, it is crucial that
wildfires are detected at the earliest possible stages when they are easier to manage. Once a
wildfire is ignited, during severe burn conditions it can spread at a rate of roughly 10% of
the open wind speed [1]. Therefore, timely response and management of wildfires depend
critically on how quickly ignitions are identified and confirmed. Early detection often
leads to a smaller fire size at the initial attack, a greater probability of containment, and the
prevention of losses.

Currently, early wildfire detection systems include tower-based surveillance using
optical and infrared cameras, such as [2]. However, these provide limited geographic
coverage and expanding these networks is costly since power and wireless/wired network
coverage are not readily available in many high-risk areas. Satellites are also used [3]
and can provide high spatial coverage but their limited spatial resolution only allows
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them to detect wildfires when they are already large and their limited temporal resolution
limits the timeliness of their detection capabilities. They are, therefore, not suitable for
early detection. Additionally, manned aircraft are very costly to operate and they fly at
high altitudes where visibility can be obscured due to clouds or forest canopies. Several
AI-based approaches have been proposed recently to dramatically improve detection
accuracy and timeliness [4–6] but they inherit many shortcomings such as limited diurnal,
and seasonal coverage.

A potential solution for early wildfire detection is to utilize unmanned aerial vehicles
(UAVs) that are capable of tracking the chemical concentration gradient of smoke emitted
by wildfires. A spatiotemporal model of wildfire smoke plume dynamics can allow for
the efficient tracking of the chemicals by utilizing both real-time information from sensors
as well as future information from the model predictions. The model can be computed
onboard the UAVs using model-based control techniques. Such techniques utilize a model
of a system to predict future outcomes that can inform the control actions given to a system.
In our application, this can allow for efficient smoke plume tracking and guidance of the
UAVs toward the source of the smoke, i.e., the wildfire. Due to the limited flight time of
UAVs, they should be utilized in areas that are of high wildfire risk. For example, conditions
such as high temperature, low humidity and high winds as well as events such as lightning
strikes and damaged power lines are favorable to wildfires; those areas should be searched
for potential wildfires.

Compared to the early wildfire detection methods described above, the proposed
solution is more economical. Low-cost UAVs have been utilized in a broad range of
applications [7,8], including remote chemical sensing [9,10] and modeling [11]. In our
previous work, we developed a UAV and air quality sensor package for monitoring wildfire
air toxins [12]. The total cost of the system was around $2000 and this cost can be further
reduced. The system is also more easily scalable since the relatively low-cost UAV system
can be expanded to a UAV swarm, which can help provide greater spatial coverage in the
search for a potential wildfire.

In addition to the destruction caused by the wildfires themselves, the smoke plumes
they produce can contain chemical pollutants that are harmful to human health [13–17].
In order to determine human exposure to these pollutants, and therefore, health risks it
is necessary to understand the distributions and concentrations of the pollutants. Smoke
plumes are highly dynamic as the concentrations of their chemical contents vary in both
space and time. Therefore, a spatiotemporal model of plume dynamics is also required
for this purpose. The main objective of this study is to develop a spatiotemporal model
of smoke plume dynamics that can be later computed onboard a UAV to assist with early
wildfire detection. However, this model can also contribute to understanding human
exposure to wildfire smoke using a data-driven approach.

The modeling of plume dynamics is very complex as many factors affect the production
and dispersion of smoke [18,19]. These include, but are not limited to, the intensity of the
fire, the rate at which smoke is emitted, the impact of convection currents created by the
wildfire’s heat as well as the environmental conditions such as wind speed and direction.

There are many existing models for smoke plume dynamics. The modeling of a
dynamic system can be categorized broadly into physics-based modeling and data-driven
modeling. Physics-based atmospheric dispersion models typically fall into the categories
of box models, Gaussian models, Lagrangian models or Eulerian models [20–24]. Box
models are overly simplified since they assume that emissions are evenly distributed
throughout a fixed volume. Gaussian models, such as the Gaussian plume model assume
a Gaussian or normal distribution of the chemical concentrations in both vertical and
horizontal directions. They are the most common atmospheric dispersion models since they
are solved analytically and require less computational resources than numerical methods.
However, these models typically assume constant atmospheric conditions and emission
rates which is not realistic. Lagrangian models (also known as trajectory models) assume a
moving coordinate system where an observer can follow the movement of air columns as
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they propagate. This is unlike Eulerian models which assume a fixed coordinate system.
Both Lagrangian and Eulerian models are computationally expensive since they are grid-
based models that are solved numerically. Other physics-based models rely heavily on
meteorological and geographic data [25,26]. Computational fluid dynamics simulations,
which are the current state-of-the-art in fluid dynamics modeling, are also not very practical
for us since they require heavy computational resources. As a result, real-time or near-real-
time predictions can be difficult or even impossible to achieve in UAVs which have limited
computational resources.

On the other hand, data-driven models are developed using real-world sensor mea-
surements to learn the model and can account for the many nonlinearities and uncertainties
faced in reality [27–32]. It is also possible to learn such models offline using more powerful
computers and then compute the model online onboard UAVs using their limited computa-
tional power. Machine learning techniques, such as deep learning, are the current state-of-
the-art for modeling highly nonlinear, high-dimensional and complex real-world systems
that cannot be conveniently described by physical laws [33–40]. However, the downside to
these data-driven models is the large amounts of data required to learn the models. This is
not practical for our purposes due to the difficulty in collecting large amounts of chemical
data from wildfire smoke using UAVs with limited flight time.

For smoke plume tracking using model-based control techniques, the requirements of
our model are as follows:

• The model should be a spatiotemporal model, and therefore, be capable of predicting
changes in chemical concentrations in both space and time.

• The model should also be a control-theoretic or parametric model since it is required
for our model-based controller.

• The model should require limited data for learning since it is very difficult to obtain
wildfire chemical data to learn a data-driven model.

• Finally, the model should be computationally inexpensive since it must be computed
onboard the UAVs using limited computational resources.

The requirements for our model limit the use of the many available modeling tech-
niques described above. In order to meet the requirements of our model, this study
investigates a spatiotemporal modeling approach based on subspace identification (SID)
which allows a computationally efficient smoke plume dynamic model to be learned from
the limited chemical data. This is a unique challenge since most of the existing smoke plume
models are either too computationally expensive to compute onboard a UAV or require
too much data that cannot be easily obtained from wildfires. Several studies have been
conducted on utilizing mobile robots to collect measurements about a spatiotemporal field
and then using those measurements to learn a model [41–43]. The method implemented
in this paper is heavily based on the works by [44,45] which propose multiple motion
strategies for efficient data collection in order to learn the dynamics of a spatiotemporal
field using limited data.

Our previous works included developing an octocopter UAV with a customized
air quality sensor package for monitoring wildfire smoke. These studies involved air
pollution data collection experiments and some of these data were used to learn our
model. The model utilizes the minimal data collected at strategic locations using chemical
sensors onboard a UAV during prescribed burns conducted by the California Department of
Forestry and Fire Protection (CAL FIRE) and following two of the motion strategies outlined
by [44]. To evaluate our model, predicted chemical concentrations at different points in
space and time are compared to the actual measured values. Additionally, the results from
our model are then compared to those from the commonly used Gaussian puff model
(GPM), which is a physics-based spatiotemporal model. This model was chosen among
other physics-based models since it also assumes a Gaussian distribution, similar to our
model. It is also computationally inexpensive relative to other models, which makes it
more suitable for comparison with our model.
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2. Materials and Methods
2.1. UAV Platform and Air Quality Sensor Package

Figures 1 and 2 show the UAV platform and air quality sensor package that was used
to collect the chemical data necessary for learning the model. Table 1 outlines the various
sensors used in our air quality sensor package and their specifications. Our previous works
include technical details on the UAV platform as well as the air quality sensor package [12].

Figure 1. Octocopter unmanned aerial vehicle equipped with air quality sensor packaged for chemical
data collection.

Figure 2. Air quality sensor package with six low-cost real-time sensors for chemical data collection.
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Table 1. Air quality sensors used for the sensor package and their specifications.

Sensor Measurement Operating Range

BME680
Temperature −40 to 85 ◦C

Barometric Pressure 300 to 1100 hPa
Relative Humidity 0 to 100% r.H.

SGP30 eCO2 400–60,000 ppm
Total VOC 0–60,000 ppb

SCD41 CO2 400–5000 ppm

PMSA003I Particulate Matter 0–500 µg/m3

SEN0231 Formaldehyde (HCHO) 0–5 ppm

MiCS-4514
CO 1–1000 ppm

NO2 0.05–10 ppm
NH3 1–500 ppm

2.2. Chemical Data Collection

Several data collection experiments were conducted in collaboration with CAL FIRE
during their prescribed burn events. The UAV was flown around and through the smoke
plumes emitted by the fires. Figure 3 shows the UAV collecting data during one of these
data collection experiments. We utilized data from two different experiments for learning
and testing our model. The sensor package can detect a range of chemicals including CO2,
CO, PM2.5 and total volatile organic compounds (VOCs). However, for the purposes of
modeling plume dynamics, the chemical that was used for learning and testing our model
is CO2.

Figure 3. Chemical data collection during prescribed burn using the UAV equipped with the air
quality sensor package.

In order to learn a dynamic system model for a spatiotemporal field using the method
presented by [44], three possible motion strategies were outlined as follows:

(1) Use one mobile sensing robot where the robot must stop at each waypoint for more
than one time step to collect data at that point.

(2) Use one mobile sensing robot and one static reference sensor where the mobile sensor
can continuously move while collecting data and the static sensor continuously collects
data at a specific location within the field being sampled. For this to work, the static
sensor must be the same as the mobile sensor and both must be synchronized in time.

(3) Use multiple mobile robots where all robots start at different waypoints but follow
the same trajectory such that if one robot collects data at a specific waypoint at the
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current time step, another robot will collect measurements at that waypoint in the
future time step.

The first two options were explored in this study. In each case, the UAV must collect
data using a periodic trajectory. This means that measurements must be taken at the
same points in space at different points in time. Figure 4 shows the trajectory executed
by the UAV during the first experiment where the first motion strategy was utilized and
Figure 5 shows the trajectory executed by the UAV during the second experiment where
the second motion strategy was utilized. A static reference sensor that is identical to the
sensor package onboard the UAV was used to collect data within the field being sampled
during the second experiment. A wind sensor (YOUNG Model 91000 ResponseONE™
Ultrasonic Anemometer) was also used to measure wind speed and direction. Both sensors
were mounted on a metal boom 10m high and placed 60 m downwind of the source of the
smoke and along the centerline of the smoke plume. The chemical data from the air quality
sensor package were synchronized with the UAV’s GPS data to produce 3D spatial plots as
shown in Figures 6 and 7. From the first data collection experiment, 332 data points were
used to learn the model and from the second data collection experiment, 840 data points
were used to learn the model.

Figure 4. Periodic trajectory executed by UAV during data collection in first experiment.

Figure 5. Periodic trajectory executed by UAV during data collection in second experiment.
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Figure 6. 3D spatial distribution of CO2 from data collected in first experiment.

Figure 7. 3D spatial distribution of CO2 from data collected in second experiment.

2.3. Spatio-Temporal Modelling

A spatiotemporal field can generally be described by (1) where ϕ can represent any
quantity that changes in both space and time. In our case, ϕ is the chemical concentration at
a specific location within the field, denoted by q, and occurring at a specific time, denoted by
t. This representation can be decomposed into the product of static spatial basis functions
C(q) with time-changing weights xt

ϕ(q, t) = C(q)xt (1)

where C(q) = [c1(q)...cn(q)] and xt = [x1
t ...xn

t ]
T .

The spatial basis functions can take different forms such as Fourier or wavelet kernels.
However, we choose the Gaussian radial basis function which is represented by

ci(q) = Ke−||q−qi ||2/2σ2
c (2)

where K is a scaling coefficient, qi are the centers of the basis functions and σc is a devia-
tion parameter.
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The time-changing weights can be represented using a linear discrete stochastic state-
space model which is a common representation of a dynamical system

xt+1 = Axt + wt (3)

A is a matrix that contains information on the dynamics of the spatiotemporal field.
The eigenvalues of the A matrix will allow us to determine how the time-changing weights
xt evolve over time. wt represents process noise.

From this model of a dynamic spatiotemporal field, the unknown parameters that
must be learned from data are K, qi, σc, and A. The following subsection shows how these
parameters are determined.

2.4. Learning the Spatiotemporal Model from Data

The method used for learning the A matrix is based on subspace identification [46–48]
which is a common method for learning linear state space models. To apply this method to
our specific case, we follow the steps outlined by [44].

Firstly, the data collected by the UAV must be formatted into a stacked column vector
as follows

yt,r|t+d−1 := [yt; yt+1; ...yt+r−1; |yt+r; yt+r+1; ...yt+2r−1; |...|yt + (Kd − 1)r; ...yt + Kdr − 1] (4)

where yt is the chemical concentration measurement at time t, r is the number of time
steps that the UAV stays at each waypoint that it stops to collect measurements and Kd and
d are user-defined parameters. Following a periodic trajectory, multiple measurements are
collected at each waypoint along the trajectory as the UAV continuously returns to each
waypoint. All the measurements can be stacked into a block Hankel matrix as follows

Yt,r|t+d−1 := [yt,r|t+d−1 yt+Tr,r|t+Tr+d−1 ...yt+(N−1)Tr,r|t+(N−1)Tr+d−1] (5)

where Tr is the time taken from one measurement to the next at the same point in space.

The time-changing weights can be stacked into the following matrix

Xt,r = [xt xt+Tr ... xt+(N−1)Tr] (6)

An extended observability matrix, which contains the A matrix, can be defined as

Ot,r|d := [Ct; ...Ct+r−1 Ar−1; |Ct+r Ar; ...|Ct+(Kd−1)r A(Kd−1)r; ...Ct+Kdr−1 AKdr−1] (7)

The block Hankel matrix can also be represented as

Hd
t := Yt+d,r|t+2d−1/Yt,r|t+d−1 (8)

Hd
t = Ot,r|dX̂t,r (9)

The main idea is that the extended observability matrix as well as the time-changing
weights can be learned from the block Hankel matrix Hd

t using singular value decomposition

Hd
t =

(
U1 U2

)(S1 0
0 0

)(
VT

1
VT

2

)
= U1S1VT

1 (10)

Ôt,r|d = U1S1/2
1 , X̂svd

t,r = S1/2
1 VT

1 (11)

Two submatrices are then extracted from the extended observability matrix

Ōt,r|d := [Ct; ...Ct+r−2 Ar−2; |Ct+r Ar; ...|Ct+(Kd−1)r A(Kd−1)r; ...Ct+Kdr−2 AKdr−2] (12)

Ot,r|d := [Ct+1 A; ...Ct+r−1 Ar−1; |Ct+r+1 Ar+1; ...|Ct+(Kd−1)r+1 A(Kd−1)r+1; ...Ct+Kdr−1 AKdr−1] (13)
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The A matrix can then be determined from the two submatrices as follows

Ōt,r|d A = Ot,r|d (14)

A = Ō†
t,r|dOt,r|d (15)

In the case of the second motion strategy where a static reference sensor is used,
the measurements will then be stacked as follows

yre f
t,1|t+d−1 = [yre f

t ; yt; yre f
t+1; yt+1; ...; yre f

t+Kd−1; yt+Kd−1] (16)

where yre f
t represents the measurement taken by the static reference sensor at time t.

The observability matrix will then be represented by

Ore f
t,1|d = [Cre f ; Ct; Cre f A; Ct+1 A; ...; Cre f Ad−1; Ct+Kd−1 AKd−1] (17)

Similar steps as (12) to (15) are then used to learn the A matrix.
The remaining unknown parameters K, σc and qi can be learned using nonlinear

optimization as follows

(q∗1 , ..., q∗n, K∗, σ∗
c ) = argminq1,...,qn ,K,σc

N

∑
j=1

Ns

∑
i=1

∥yi
t+(j−1)T − C(pi

t+(j−1)T)x̂t+(j−1)T∥2 (18)

2.5. Comparison with Existing Model

The predictions from our data-driven spatiotemporal model were compared to the
predictions of the commonly used Gaussian puff model [49–52] which is a physics-based
spatiotemporal model. The model assumes that the concentration at any point within a
field is the summation of the contributions of different puffs that were emitted by a single
source. Unlike the Gaussian plume model which assumes steady state conditions such
as constant emission rate and wind speed, the Gaussian puff model assumes that these
parameters change with time, and therefore, the concentrations at points within the field
change in time. The model is described as

cp(x, y, z, t) =
Q

(2π)3/2σ2
y σz

exp

(
− (x − ut)2 + y2

2σ2
y

)[
exp
(
− (z − H0)

2

2σ2
z

)
+ exp

(
− (z + H0)

2

2σ2
z

)]
(19)

c(x, y, z, t) = ∑
pϵSt

cp(x, y, z, t) (20)

where cp is the concentration of a single puff at point (x, y, z) at time t. Q is the emission
rate from the chemical source. u is the horizontal wind speed along the centerline of the
plume. σy and σz are the standard deviations of the emission distributions in the vertical
and horizontal directions, respectively. Ho is the height of the plume centerline above
the ground. Since we collected chemical, GPS and wind speed data and the deviation
parameters are functions of position, the only unknown parameter in this model is the
emission rate Q, which we cannot measure. Therefore, we utilized the data we collected
to estimate this parameter. This was achieved by using linear least squares regression
which allows us to find the line of best fit that matches the GPS and chemical data collected.
The estimated Q was then used in computing the Gaussian puff model. An average wind
speed was used when learning Q to simplify the process and the model was then computed
using the fluctuating wind speeds that were measured.

To evaluate both models, their predicted values were compared to the actual measured
values. This was conducted using the mean absolute error (MAE) and the root mean
squared error (RMSE) between the predicted and measured values. Both metrics are
commonly used to assess the accuracy of predictive models, each providing its own
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advantages. MAE is more easily interpreted whereas RMSE is more sensitive to outliers in
the data.

Furthermore, since a normal distribution is assumed for both models, a Chi-square
goodness-of-fit test was conducted for each model. This test is commonly used to determine
the likelihood that a variable comes from a specific distribution or not. The test was
conducted based on a null hypothesis that the predicted values form a normal distribution
with a mean and variance that was estimated from the measured data. The associated
p-values for the hypothesis test were also calculated.

3. Results

Figure 8 shows our modeling results using the data collected at the first experiment
to learn the model parameters. The plot shows CO2 concentration predictions of our SID
model and the GPM against the actual measured values at a random point within the
field and at different points in time. In general, closer agreement between the SID model
predictions and the measured values, as compared to the GPM predictions, can be observed.
Specifically, for the SID model the MAE between the predicted and measured values is
6.782 ppm whereas the MAE for the GPM is 25.799 ppm. Also, the RMSE for the SID model
is 8.193 ppm whereas the RMSE for the GPM is 33.068 ppm.

Figure 8. Predicted values for both models vs. the measured values for the first experiment.

Figure 9 shows our modeling results using the data collected from the second exper-
iment to learn the model parameters. Similar to the first experiment, closer agreement
between the SID model predictions and the measured values, as compared to the GPM pre-
dictions, can be observed. Specifically, for the SID model, the MAE between the predicted
and measured values is 30.01 ppm whereas the MAE for the GPM is 104.492 ppm. Also,
the RMSE for the SID model is 47.288 ppm whereas the RMSE for the GPM is 129.493 ppm.
From both experiments it can be concluded that the SID model showed consistently better
performance than the GPM.

A Chi-square goodness-of-fit test was conducted for each model using MATLAB’s
chi2gof function. In this test, the null hypothesis is that the predicted values form a normal
distribution with a mean and variance that was estimated from the measured data. For the
first experiment, the test returned a comment indicating that after pooling, some bins still
have low expected counts and that the chi-square approximation may not be accurate. This
is due to the lack of data from the first experiment. For the second experiment, where more
data were available, the test returned Chi-square values of 15.3587 for the SID model and
12.2009 for the GPM model. The associated p-values for the SID model and the GPM are
0.0047 and 0.0321, respectively.
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Figure 9. Predicted values for both models vs. the measured values for the second experiment.

Figure 10 shows the predicted field from the SID model for all points within a
100 m × 100 m 2D area as they change in time. Snapshots of the field at four different
time steps throughout the simulation (5, 10, 15 and 20 s) are displayed. Figure 11 shows the
corresponding results at the same time steps for the GPM during the simulation.

Figure 10. Subspace identification model 2D field predictions of CO2 concentration at timesteps of
(a) 5 s, (b) 10 s, (c) 15 s and (d) 20 s. The x-axis and y-axis represent longitude and latitude, respectively.



Drones 2024, 8, 169 12 of 16

Figure 11. Gaussian puff model 2D field predictions of CO2 concentration at timesteps of (a) 5 s,
(b) 10 s, (c) 15 s and (d) 20 s. The x-axis and y-axis represent longitude and latitude, respectively.

4. Discussion

From Figures 8 and 9, it can be seen that in both cases, our SID model predicts the
CO2 concentration with a higher accuracy than the GPM. It should be noted that the
testing of the models was conducted at random points along the UAV’s trajectory that
were not used for learning the model, using the same data set. Cross-validation using
an independent data set was not possible due to the limited data collected. Additionally,
based on the limited measurements collected during the first experiment, we can only
validate the model up to nine future predictions. However, for the second experiment,
since much more data were collected, we can validate the model up to 27 future predictions.
Although the GPM is a physics-based model, we used the data collected to learn the one
unknown parameter, which is the emission rate Q. Therefore, the GPM was implemented
in a data-driven manner. This was conducted in order to ensure that the comparison was
as fair as possible. Both our model and the GPM assume a Gaussian distribution of the
chemical concentrations. However, in the case of the GPM, the Gaussian distribution is
along the centerline of the plume in the horizontal and vertical directions whereas for our
model, the Gaussian distribution occurs in all directions (circle for 2D and sphere for 3D).
Furthermore, the distribution is based on several basis centers which can be increased as
the order of the model is increased. For the first experiment, the UAV conducted nine cycles
of a periodic trajectory and these were enough data to learn a fifth-order model whereas
for the second experiment, the UAV conducted 27 cycles of a periodic trajectory and these
were enough data to learn a 10th-order model. To learn a higher-order model, however,
much more data must be collected since the number of data points must be much greater
than the order of the model.

From Figures 10 and 11, as the time steps increase, we can observe the changes
in concentrations throughout the field. The area sampled during data collection was
approximately 60 m in diameter. It should be noted that since data could only be collected
along the trajectory of the UAV, we do not have measurements at other locations within the
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field to validate the entire field prediction for either of the models. We can only validate the
models at specific points in space for different points in time as shown in Figures 8 and 9.
However, for the entire field predictions, we can compare the performance of both models
in terms of the expected behavior of a plume dynamic model. In the case of the SID
model, after 20 s, the concentrations of the chemical pollutants are significant enough to
be observed up to 100 m away, whereas the concentrations predicted by the GPM are
only observed at 20 m away. The main reason for this is that in reality there is no single
source of smoke and smoke was generated at many different locations throughout the fire
perimeter. This can be clearly seen in Figure 3. However, when implementing the GPM,
it is commonly assumed that the smoke is emitted from a single-point source. Another
reason for the differences in predictions is that the GPM depends heavily on wind speed
which is different at every time step. Our wind speed measurements were not taken
onboard the UAV but were taken from the ground at a height of 10m. The wind speed
measurement at the location of the UAV as it moves will of course be different. The GPM
also depends heavily on assumptions of atmospheric stability which affects the calculation
of the standard deviation parameters and, in turn, affects the predicted concentrations.

From the Chi-square goodness-of-fit test, the conclusion that can be drawn from this
result is that both models reject the null hypothesis, and therefore, the predicted values do
not come from a normal distribution. This test was conducted using limited testing data
points and further testing should be conducted to properly evaluate the models using more
data and by evaluating the models based on different distributions.

5. Conclusions

This study focused on developing a data-driven spatiotemporal model for predicting
smoke plume dynamics in both space and time. The model is also a control-theoretic model
which makes it suitable for application to model-based control techniques for smoke plume
tracking. Subspace identification and nonlinear optimization methods were applied to
develop the model. The results generally showed good performance of the model when the
predicted values were compared to the actual measured values. Furthermore, the model
generally outperformed the commonly used Gaussian puff model. The next step in this
work will be to collect data using multiple UAVs in order to learn a more accurate plume
dynamic model. Future work also includes applying this model to a model-based controller
on a UAV to test its capabilities in tracking a wildfire smoke plume.
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