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Abstract: This work studies a two-time-scale functional system given by two jump diffusions under
the scale separation by a small parameter ¢ — 0. The coefficients of the equations that govern
the dynamics of the system depend on the segment process of the slow variable (responsible for
capturing delay effects on the slow component) and on the state of the fast variable. We derive a
moderate deviation principle for the slow component of the system in the small noise limit using
the weak convergence approach. The rate function is written in terms of the averaged dynamics
associated with the multi-scale system. The core of the proof of the moderate deviation principle is
the establishment of an averaging principle for the auxiliary controlled processes associated with the
slow variable in the framework of the weak convergence approach. The controlled version of the
averaging principle for the jump multi-scale diffusion relies on a discretization method inspired by
the classical Khasminkii’s averaging principle.

Keywords: moderate deviation principle; multi-scale stochastic differential equations with jumps
and delay; segment process; stochastic averaging principle; weak convergence approach
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1. Introduction

With a fixed terminal time T > 0 and a certain delay T > 0, we consider in the small
noise limit ¢ — 0 the two-time scale stochastic system given for any t € [0, T] by

AXE(H) = a(XE, YE())dt + ver (XE)dBL(F) + /Xsc(Xf,,z)N%(t,dz);

)

ave(n) = Y ()dt + ig(Xf,Ye(t))de(t)+/Xh(Xf_,Ys(tf),z)N%(t,dz),

Nz

For every ¢ > 0, the stochastic process (X®(t), Ye(t))te[o,T] takes values in
R" := R? x R¥. The initial datum is (X§,Y¢(0)) = (x,y) where x is a given continu-
ous function from [—7,0] to RY (initial delay segment) and y € R¥. The processes X¢ and
Y*¢ are usually designated in the literature as, respectively, the slow variable and the fast
variable of the multi-scale stochastic system (1). We draw the reader’s attention to the use
of the notation X} for the segment process, i.e., Xj := {X*(t+6) | 0 € [—7,0]} for any
t > 0. We refer the reader to Chapters 5 and 6 of the book [1] for an introduction to the
subject of stochastic functional differential equations with Brownian noise and to [2] for
the study of stochastic functional differential equations with jumps. The space of the jump
increments X is Euclidean, the process B = (B!, B) is a standard Brownian motion (BM
for short) with values in R” with first component B! being a standard BM with values in
R? and the second component B2 being an independent R¥-valued standard BM. For every

ol . .
€ > 0, the random measure N¢ is an independent compensated Poisson random measure

with intensity given by ds ® %v(dz), where ds stands for the Lebesgue measure on the real
line and v is a Lévy measure on X. In this work, we consider v possibly with infinite total
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mass but satisfying an exponential integrability condition that reads as the big jumps of
the underlying Lévy process having exponential moments of order 2. The assumptions
on the coefficients of (1) and on the measure v will be specified with full rigour in the
following section.

Multi-scale stochastic systems such as (1) are nowadays very popular in applied
mathematical and physical disciplines since they are successful models for phenomena
exhibiting different levels of heterogeneity /homogeneity that can be asymptotically cate-
gorized by scaling. This technique of understanding diversity exploits the decomposition
of the phase space of the model in two sets of variables, the ones with slow degrees of
freedom and the ones with fast degrees of freedom through a separation scale given by an
intensity parameter measuring this degree of heterogeneity /homogeneity. We refer the
reader to [3] and the monograph [4] for an introduction to the subject. Typical examples are
multi-factor stochastic volatility models in finance [5,6] and the dynamics of proxy-data in
climatology [7] where climatic transitions are understood within the distinction between
slow and fast variables that encode different factors used to build statistical parametriza-
tions. In the description of those climatic models, short/large time scales must be taken into
consideration (e.g., daily weather forecast vs climatic prediction) in order to see interesting
phenomena such as metastability of the slow variable from an equilibrium state of the
deterministic dynamics (cf. Appendix in [7-9]). Often in these multi-scale climatic models,
the slow variable quantifies data related to large time scales (e.g., climatic data). Multi-scale
stochastic systems of the type (1) offer the mathematical formalism necessary to capture
more realistic attributes of the underlying stochastic climate model. The paradigmatic
example in climate dynamics is the coupling of ocean temperature models (slow variable)
with the atmospheric Lorentz equations (fast variable). We refer the reader for more details
to [10]. The presence of an underlying Lévy process drives the stochastic dynamics of
(1) in small noise models abrupt climate transitions. A typical example is given by the
Daansgard—Oeschger events that show statistical evidence of underlying jump noise signals
(cf. Chapter 10 in [10-13]). The dependence of the coefficients of (1) on the segment process
of the slow variable models the memory effects exhibited by energy balance models such
as the ones constructed in [14].

This type of multi-scale system is highly complex and difficult to analyze or simulate.
It is desirable to approximate in a suitable sense the dynamics of the slow variable by
some simpler dynamical system. The idea of the averaging principle performed first by
Khasminkii in [15] is the following. Under strong dissipativity assumptions concerning
the coefficients of the fast variable that ensure the existence of a unique invariant measure
u® for the fast variable process with frozen slow variable { and such that a certain ergodic
property holds for the mixing coefficient a with respect to (w.r.t.) its average against u¢ (cf.
Proposition 3)

20) = [ oyt (ay) @
we have that the (strong) averaging principle states that for any T > 0 and 6 > 0, one has

limIP’( sup |XE(t) — XO(t)] > 5) =0, 3)
e20 N iefo,1]

where X? is the unique solution of the functional averaged differential equation

%Xo(t) a(x?), telo,T];
Xg =X.

(4)

The averaging principle has applications to problems in celestial (stochastic) mechanics
(cf. Chapter 7 in [16]) and climatic energy balanced models (cf. [9]) among others and has a
rich and diverse history in the literature. Khasminkii’s technique was introduced in [15] and
later implemented by Mark Freidlin [17] and Veretennikov in [18] in different contexts, find-
ing huge applicability in a diverse range of problems. We refer the reader to the following
exemplary but not exhaustive works on weak and strong averaging principles: ref. [19-21]
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concerning multi-scale systems constituted by stochastic partial differential equations
(SPDEs for short) driven by space time white noise; ref. [22-25] for multi-scale (finite and
infinite dimensional) systems constituted by jump diffusions; and ref. [26,27] for stochastic
dynamical systems with coefficients functionally dependent with delay. Although the
averaging principle (3) yields an approximation result for small ¢ > 0 of the slow variable
process by the averaged dynamics of X, nothing is said on the rate of convergence. Large
and moderate deviation types of statements provide sharper estimates within the identifi-
cation of a rate of convergence for the limit (3) in an exponentially small scale in ¢ — 0 and
in terms of a deterministic quantity designated good rate function. We refer the reader
to [28-31] for stochastic averaging under the large deviations regime and, respectively,
to [32-34] for averaging under moderate deviation regimes.

The aim of this article is to derive a moderate deviation principle (MDP for short)
for (X¢)e~0 as € — 0. More precisely, we will study deviations of X* from the averaged
dynamical system X; that is,

XstO
ZS::W aSS%O,

for certain families of magnitude scales d(¢) such that d(e) — 0 and b(e) := — 0as

e — 0. Wefix 6 € (%, l) and let b(e) := €%, & > 0. The restrictions on the range of 6 are due

to parametric choices that are used in the course of the proof. This can be appreciated in
the course of the proof of the technical but crucial Lemma 2 in Appendix A. Although we

impose restrictions on the magnitudes d(¢) as stated above, the free parameter 6 € (%, 1)

still covers a big range of moderate deviation intermediary regimes. Assuming specific
hypotheses on the coefficients that guarantee that @ defined in (2) exists, it is Fréchet differen-
tiable with Lipschitz derivative, and that the Lévy measure v satisfies a certain exponential
integrability property, we prove that the family (Z¢),-( satisfies a moderate deviation
principle with speed b(e) — 0 in D([0, T]; R?), the space of cddldg functions endowed with
the Skorokhod topology and the good rate function I : D([0, T]; R?) — [0, o] given by

I(n) := inf 1(/ 2ds+/ (s,2)[2v( dz)ds)

(fm)EL2([0,T]) x L2 (veods) 2

where for every (f,h) € L*([0,T]) x L?(v ® ds) the function 5 € C([—7, T|;R¢) solves
uniquely the skeleton equation:

t

Da(X! ﬂsds+/ (XO)f ds+// Jv(dz)ds, t€[0,T]; 5)

0

and the function X° € C([—7, T];RY) is the unique solution of (4). Here, the coefficients g,
o and c are the coefficients of the stochastic Equation (1).

This means that the functional I has compact sublevel sets {I < ¢} in the Skorokhod
topology for any ¢ > 0 and that for any open set G € B(ID([0, T]); R%)) and closed set
F € B(D([0, T];R?)) the following holds:

liminfe® InP(Z¢ € G) > — inf I(y) and
e—0 neG

limsupe® InP(Z¢ € F) < — inf (7).
e—0 nek

We stress that the moderate deviation regime of speed b(e) = €%, 0 € (%, 1), is an

intermediary regime between the central limit approximation d(¢) = /e and the large
deviation regime d(e) = 1. The moderate deviation regime is a very desirable asymptotic
regime for the sake of applications since the rate function involves a quadratic functional
which is often easier to use in applied problems in comparison with the more involved forms
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of the rate function used in large deviation statements. We refer as examples to ref. [35,36]
for the application of moderate deviation principles in finance, to ref. [37] in statistics and
to ref. [38] where the moderate deviation regime is used to study asymptotics of exit time
results for discrete random dynamical systems.

In order to prove our result, we use the weak convergence approach of Dupuis, Ellis,
Budhiraja and collaborators that rely on the equivalence in Polish spaces between the
definition of the large deviation principle and the variational principle nowadays known
in the literature as the Laplace—Varadhan principle. Initially, Fleming applied in [39,40]
methods of stochastic control to large deviation problems. The control-theoretical approach
was carried out later in order to derive variational formulas for Laplace functionals of
Markov processes in different contexts (cf. [41]). In [42], the authors derive a sufficient
condition for large deviation principles (LDPs for short) for Brownian diffusions and later
for jump diffusions in [43,44] through the establishment of variational formulas for Laplace
functionals of Markov processes. We refer the reader to the recent book [45] for an up-to-
date introduction to the subject. In [46] Budhiraja, Dupuis and Ganguly derive a sufficient
condition for an MDP that was successfully applied in [47,48] to the study of MDPS for
SPDEs. The literature on large/moderate deviation principles for stochastic differential
equations with delay is not so extensive such as in other domains of applications. We refer
the reader to the works [49,50] where the authors apply Freidlin-Wentzell types of LDPs to
the study of the first exit time problem in the small noise limit for Gaussian diffusions with
delay. For the application of the weak convergence approach in the establishment of MDPs
to stochastic differential delay equations, we mention the works [51,52].

Strategy of the proof.

The proof of the main result of this work follows from an abstract sufficient condition
for moderate deviation principles stated as Theorem 9.9 in [45]. In our case, the application
of this abstract condition is not straightforward due to the coupling between the slow
variable X® and the fast variable Y* in (1) with different scaling orders in ¢ — 0.

More precisely, the difficult part is to prove directly the following. Fix B € (0,1),

M > 0, two families of random variables (%)~ and (¢ := 4;(7))»0 such that for any

e > 0 one hasf |&(s)|2ds < Md?(e), where ¢¢ > 0 satisfies fo Jx(¢%(s,2) In¢*(s, z) —
¢(s,z) + 1)v(dz)ds < M P-a.s. obeying the following convergences in law, {¢ = ¢ in the
L?-weak topology and 1 = ¢ in some ball of L?(v ® ds) equipped with the

{lyel<y?
respective L2-weak topology. Codr(1:sider the family 2¢ := & e §<0 e > 0, where (X¢).~0 is
defined for every ¢ > 0O and t € [0, T] by
XE() = (0 +/ (5)) + o (XE)E (s +/ 2)(¢*(5,2) — Dv(dz) ) ds
—i—ﬁ/o o (X¥) dBl(s)—i-e/O /Xc( X ,z)N 9 “(ds, dz); ©)
=C.
and

1 /t(f( JVE()) + (A V4 ()E(s) + / Y(s),2)(¢(5,2) — Dv(dz) ) ds

(X, V¥ (s))dB2 (s +// s—),2)N % ¥ (ds, dz); @

~ 1 .
where for any & > 0 the random measure N¢¢" is a controlled random measure that under

a change of probability measure has the same law of N ¢ under the original probability
measure. This will be rigorously stated in Section 3.

Under the following setting, the main task in the derivation of the MDP is to prove
that Z2¢ = Z where Z solves (5) uniquely in C([—7, T]; R?) for the control (f,g) = (&,¢) €
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L%(]0,T]) x L?(v ® ds). In order to prove that convergence in law, we show that the family
(X%)e>0 satisfies a tightened averaging principle, i.e., for every > 0 the following holds

limsupP( sup |XE(t) — X(t)] > ch(e)) =0, ®)
=0 te[0,T]

where (X¢)¢~¢ is defined for every ¢ > 0 and t € [0, T] by

() = x(0 +/ a(XE) + o (BE)E (s +/ (,2)(¢°(5,2) — Du(dz) )ds
+VE [ o(Eats) ve [ [ e ¥ (ds, dz); ©)
X =c

This will imply by Slutzky’s theorem (Theorem 4.1 in [53]) that (Z¢).~( has the same

weak limit of (Z¢).~o where Z¢ := )2;(_50 , € > 0. Therefore, we are led to the (easier) task

to show that Z¢ = Z (since the dynamics of (9) is decoupled from the dynamics of the fast
variable of the original stochastic system (1)).

The proof that Z¢ = Z as ¢ — 0 relies on classical arguments of weak convergence.
We use localization techniques in order to obtain good estimates for the second moment of
the processes in combination with Bernstein’s inequality for cadlag local martingales given
in the form of Theorem 3.3 of [54] implying the tightness of the respective laws. Hence,
the relative compactness of the laws follows, yielding, due to Skorohod’s representation
together with the well posedness of the skeleton Equation (5), the desired conclusion.

The proof of the tightened controlled averaging principle (8) is inspired on the classical
Khasminkii technique introduced in [15]. In a nutshell, the procedure relies on a discretiza-
tion of the time interval [0, T] and the delay initial interval [—7, 0] in a finite number of
intervals with the same length A(e) — 0 as ¢ — 0 satisfying some growth conditions that
will interplay with the ergodic proPertles of the averaged dynamics via the construction of
auxiliary processes (X¢)¢~q and (J/¢)¢~0. The construction of the auxiliary processes is not
a straightforward generalization of the Khaminkii type of discretization used to prove the
usual strong averaging principle. In our setting, we need to build stable not-straightforward
discretizations (X¢),~g and (J*)e~0 in order to deal with the nonlocal integral terms that
appear in the structure of the respective equations of (X®).~0 and (Y*)¢~0. The proof of (8)
builds heavily on the derivation of stable estimates for the deviations of the segment process
(Xt )telo,7] from the slow variable’s segment (Xf);c(o 1] and, respectively, the deviations

of the approximation (J* (t))te[o,r] from the fast variable controlled process (YV*(t))e[o,1-
We derive asymptotic bounds in ¢ > 0 for the second moment of the deviations of the
fast variable from its discretization in contrast with the way we estimate the respective
deviations of the slow segment from its approximation. Due to dependence on the segment
process given in the dynamics of ('), it turns out to be better to control the probability
of the slow component deviations for the purpose of obtaining (8). This is a technical but
major distinction of the technique for obtaining the strong controlled averaging principle
(8) in comparison with the usual techniques available in the literature.

Our main result shows in particular that (X¢),~( obeys the same moderate devia-
tion principle of (X?).~o where we define the averaged process X* for every ¢ > 0 and
t €10, T] by

+/ XEds+\// o(X)dB (s —i—e// VNt (ds, dz).

One could firstly derive the moderate deviation principle for (X¢).~o and secondly
show that the families (X¢)~( and (X¢)~( are exponentially equivalent, i.e., for every
6 > 0 we have

Iim —— lnIP’( sup ‘ t)‘ > 5) = —oo. (10)

e=0 dz( ) 0<t<T ( )
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This would imply that (X®).~o obeys the same MDP of (X¢).~¢ as ¢ — 0. However,
verifying the exponential equivalence of those families is in general hard. The reasoning
employed in this work illustrates the robustness of the weak convergence approach, pro-
viding a way to reduce the proof of the MDP to the verification of properties concerning
the continuity and tightness of certain auxiliary processes associated with (X¢).~. Such
reduction of complexity in such an endeavour can be appreciated immediately by the
contrast between the 0 scale of the limit (8) with the exponential negligibility demanded in
the establishment of the limit (10).

Notation.

The arrow = means convergence in distribution. Throughout the article, we use
when convenient the shorthand notation A(e) <. B(e) to mean that there exists a constant
¢ > 0 independent of ¢ > 0 and ¢p > 0 such that A(e) < ¢B(¢) for every ¢ < ¢y. We write
A(e) ~¢ B(e) as ¢ — 0 to mean that A(e) <, B(e) and B(e) <, A(e) ase — 0.

Outline of the paper.

In Section 2, we state with full detail the probabilistic framework and the hypothesis
concerning the coefficients of (1) in order to state with full rigour the already announced
MDP for the family (Z¢).~o. We finish that section with some examples. Section 3 contains
the proof of the main result following the already announced strategy with full detail.
Appendix A contains for the reader’s convenience technical auxiliary results that can be
skipped in a first reading.

2. Preliminaries and Statement of the Main Theorem
2.1. The Probabilistic and Functional Setup—The Averaged Dynamics
2.1.1. The Probabilistic Setup and Notation

We follow extensively the probabilistic setup and the notation introduced by Budhiraja,
Dupuis, Maroulas and collaborators in [43,44,46] and systematized in [45]. For any S
topological space, we denote by B(S) its Borel o-algebra. Fix T > 0, n = d + k with
d,k € Nand let W = C([0, T]; R") endowed with the topology of the uniform convergence
which turns out to be a Polish space. Let X = R%\ {0} and M be the space of locally finite
measures defined on (X, B(X)). We endow M with the weakest topology such that for
every f € C.(X) (the space of compactly supported continuous functions) the function
v (v, f) := [ f(u)v(du), v € M, is continuous. This topology is known as the vague
topology and can be metrized such that M turns out to be a Polish space. We refer the
reader to [43].

Fix a measure v € M and let v7 = ds ® v where ds is the Lebesgue measure on
[0, T]. Consider the product space V. = W x M and denote by PP the unique probability
measure on (V,B(V)) under which the first projection B : V — W, B(g,m) = Bisa
standard Brownian motion with values in R” and N : V — M, N (B, m) := m is a Poisson
random measure with intensity measure v7. The corresponding expectation operator will
be denoted by E. We refer the reader to Theorem 1.9.1 in [55].

Let Y := X x [0,00), Y7 := [0, T] x Y; write M for the space of the locally finite
measures defined on Y1 when equipped with its Borel o-algebra and V := W x M. In
a slight abuse of notation and analogously to what was said for M, the space M turns
out to be also a Polish space and there exists a unique probability measure PP defined on
(V, B(V)) such that the maps B : V. — W, B(B, 1) := B is a standard Brownian motion
with values in R” and N : V — M, N(B,m) := i is a Poisson random measure with
values on B(R? x R?\ {0} x [0, 0)) and intensity measure given by ds ® v ® dr, where dr
stands for the Lebesgue measure on ([0, 00); B([0,0)).

For every € > 0, we consider N ¢ the Poisson random measure defined on the probabil-
ity space (V, B(V)) with intensity measure given by 1ds ® v ® dr and N ¢ for its compen-



Dynamics 2023, 3

177

sated counterpart. We also regard when necessary the object N ¢ as a controlled random
measure on (V, B(V)) (and therefore B(V)-measurable) under P by the identity

NE(0,1] x U) : /// 11, (NN(ds,dx,dr), €[0T, UEBX). (1)

We remark that the space Y := X x [0,00) takes into account the jumps and the
frequencies of the underlying Poisson random measure N and refer the reader to [43] for
more details.

For any t € [0, T}, define

Fr:=0{N((0,s] x A);B(s) |0<s <t AeB(Y)}

and denote by T := {Fi}c[o 1) the completion of F := {Fi}c(o 1 under P. Consider P the
predictable o-field on [0, T] x V with the filtration F on (V, B(V)).
We make the following assumption on v € M.

Hypothesis 1. The measure v € M is a Lévy measure on (Rd\{o}, B(Rd\{o})), ie. such that
fo<|z\<1 |z[?v(dz) < oo and satisfying

/|z\>1 e"“z|2v(dz) < oo, forsomen > 1. (12)

Remark 1. We remark that the assumption of Gaussian tails (12) is paradigmatic within the use of
weak convergence approach arguments for the derivation of moderate deviation principles for jump
processes. It is used in the pioneer work [46] and further extensive follow up works that exist in
the literature. The assumption of exponential tails for laws that obey large deviation principles is
a classical ansatz in the literature of large deviation principles. We cite as reference the Donsker—
Varadhan theorem stated as Theorem 3.34 in the monography [56]. The assumption of Gaussian tails
(12) for v is sufficient to the proof of Lemma A1l in Appendix A which turns out to be a technical
fundamental intermediary result that is fundamental in the derivation of the moderate deviation
principle for (X¢)g~o. This restriction still captures a rich class of Lévy measures v, allowing the
occurrence of infinitely small jumps as is exhibited in Section 2.3. We refer the reader to [57] for a
discussion of the large deviation principle for symmetric stable processes that uses a very different
approach than the one we use.

The Space of the Delays and the Segment Function

Fixnow 7 > 0. Given a path x : [—7,T| — R? and t > 0, we use the notation x; for
the segment path defined as x;(0) := x(t +0), § € [—7,0]. Denote by C([—7, T];R?) the
space of continuous paths equipped with the uniform norm. We write C := C([—1,0]; R).
Let D([—7, T]; R?) be the space of the cadlag functions equipped with the topology inherited
by the Ji-metric known as the Skorokhod topology (cf. Chapter 3-p. 111 in [53]). We
write D := D([~7,0];R?). The space D([—7, T|;RY) turn out to be Polish under this
metric. We refer the reader to Theorems 12.1 and 12.2 in [53] for more details. For any

x € D([~7, T|;R?), we write ||x¢||oo := sup |x(s)|, t > 0.
—1<s<t

2.1.2. The Multiscale System

Forevery T > 0, T > 0 and € > 0, we consider the following system of stochastic
differential equations,

Xe(H) = X4(0 +/ a(XE, Y (s ds+\// o(XE)dB (s +£// VNI (ds, dz);
—yt- /fxfyﬁ ))ds + —-

7 /0 9(XE, Y¢(s))dB2(s) (13)

+//X (XE_,Ye(s—),2)Nt (ds,dz), te[0,T];
JO

subject to the initial data
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XG5 =x €,
14
{YS(O) :yGRk, 14

where we write (B(t));cjo,1) = (B'(t), B*(£))iepo,r) With (B'(£))sc(o,r) and (B*())repo,1)/
two independent standard Brownian motions with values in RY and R, respectively. We
stress that the multi-scale system (13) has slow and fast components, respectively, affected
by different Brownian signals in small intensity ¢ and by the same jump noise signal also in
small intensity ¢ > 0 but accelerated in inverse proportion. While the process (B!, B?) is also
a BM in the space R**¥ due to the independence of each component the same does not hold
for Poisson random measures in the respective product space of measures. For this reason,
itis not clear how to use the weak convergence approach developed in [46] that builds in the
derivation of a variational formula for functionals of Poisson random measures established
in [43]. In order to guarantee the existence and uniqueness of the solution for (13), we
assume that its coefficients are deterministic measurable functions a : D x R" — R4,
0:D — R ¢c:DxX — RY, f:DxR" — R™, ¢: DxRE — R"™" and
h:D x R" x X — R" satisfying the following.

Hypothesis 2.

1. There exists L > 0 such that for every ¢, § € D and y,§ € R" the following holds

a(g,y) —a($,7)] < L<t§f‘f§m () = §(t)] + [y —71)
o(g) —(9)] < L(tﬁ[“ﬁ’,o] (t) = a(1)])
[ leto,2) — e(@,2)lv(dz) < L( sup lo) = 9(0))
floy) = f(@9)] < L(tﬁ[“fm o) —g(t) +ly—gl) (5
3(9,y) — 8(¢,9)| < L(teﬁ‘fﬁol lp(t) = @)+ Iy — 71)
[, (@3,2) = (g5, 2)lv(dz) < L sup lg(t) = g(t)] + Iy —71)-

2. The functions ¢(0,z),k(0,0,z) are in L' (v).

Remark 2. Hypothesis 2 implies that the coefficients have sublinear growth; ie., there exists L1 > 0 such
that, forany ¢ € Dandy € R",

(
(
(
o) <Li(1+ sup lp())]+Iyl) (16)
(
(
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The following assumption on the initial delay segment { given in (14) is of great
importance in the establishment of stable estimates for which we derive (8).

Hypothesis 3. The function x € C is Lipschitz continuous with Lipschitz constant A > 0, i.e.,

Ix(61) — x(62)] < A6y — 62|, forevery 61,6, € [—7,0]. (17)

Definition 1. Given T > 0,7 > 0,e > 0, € Candy € Rk we consider the stochastic
basis (V, B(V),F,P). A strong solution of (13) with initial datum (14) is a stochastic process
(X5, Y€)= {(X5(t), Y(t)) bre[—r,7) such that X§ = x, Y*(0) =y, X*(t) is Fo-measurable for
any t € [—7,0], (X*(t), Y(t) ) e(o,1) is F-adapted and solves (13) P-a.s.

We write F; = Fj for any t € [—7,0]. For any t € [0,T] and ¢ > 0, the random
variables X¢(t) € R? and Y¢(t) € RF are called slow and fast variables, respectively, under
the scale separation by the parameter ¢ > 0 in the vanishing limit ¢ — 0. We underline that
the stochastic differential equation for the slow variable X¢ lifts the problem to an infinite-
dimensional setting due to the dependence of the coefficients in terms of the segment
path process.

Given T, 7 >0, m € Nand F := {F}},c[o 1|, we define the space

Sa([-7, T|;RF) := {go :Q x [~1,T] — RF| ¢ is F — adapted with cadlag paths such that

E[ sup |<p(u)|2}<oo}.

—T1<u<T

The existence and uniqueness of the solution process (X®(t), Y*(t))ic|—r1] €
S]%,( [T, T]; RY) x S]%,( [—7, T];R") of (13) with initial data (14) follows from Lemma V.2 and
Theorem V.7 of [58], using the convention that Y*(t) = y for all t € [—7,0]. This is the
content of the following result.

Theorem 1. Fix T, ,& > 0 and y € R, Let us assume that Hypotheses 1, 2 and 3 hold for some
v € Mand x € C. Then, there exists a stochastic process

(X5(0), Y ()ref 1) € Sg([~7, TLR?) x SF([-7, TI;R")
that solves uniquely (13) in the sense of Definition (1).

2.1.3. The Averaged Dynamics

We make the further dissipativity and boundedness assumptions on the coefficients of
(13) that yield the existence and uniqueness of solution for the averaged dynamics given
by (4) and some stable a priori estimates that will be crucial in the derivation of the result
announced in the Introduction.
Hypothesis 4.

1. The function a satisfies a(0,y) = 0 for any y € R¥ and there exists A > 0 such that

18y <A
|h(C,y,z)| < Alz|, foreveryl € D,y € Rf,z e X. (18)

2. There exist constants B1, 82 > 0, such that, forany ,J; € D, y,§ x R¥ one has

20y, £ ) + 8@+ [ Gy, 2Pv(dz) < ~prlyP + BallEl i (19)
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20y =9, f(Gy) — £(Z.9) +18(Cy) — g9+ /X (g, y,z) — h(g,§,2)*v(dz)
< —Bily — 71 + B2l 2115 (20)

and

20y =7, y) — F(CL9) < —Bily — 71>+ B2llg — Q% (21)

Remark 3. We do not consider a more general framework than Hypotheses 14 to derive the
moderate deviation principle for the family of slow variables (X¢)e~q from (13). Although it would
be possible to derive the same result under the setting of locally Lipschitz coefficients and the usual
weaker local versions of dissipativity conditions stated in Hypothesis 4. The reason builds on how
the weak convergence approach bypasses the usual verification of exponential tightness through the
verification of tightness for controlled modifications of the processes X® under which the use of the
usual localization probabilistic techniques works well. Attaining such a degree of generality at the
expense of a more technical text is beyond the scope of our work.

The following a priori estimates are straightforward and we omit their proofs.

Proposition 1. Fix T,T > 0and y € R¥. Let Hypothesis 1—4 hold for some v € M and x € C.
There exists a constant Cy > 0 independent of € > 0 such that for all 0 < e < 1 we have

I_E[ sup |X£(t)\2] + sup I‘E[W(t)ﬂ <Cy. (22)

—Tt<t<T 0<t<T

We consider the equation for the fast variable of (13) whenever the slow component is
frozen and given by { € D in the regime e = 1, i.e., fix y € R¥; for every t > 0, let

V) =yt [ FEYENas+ [ g@YENaB ) + [ [ ey (s-), N (s d2) 23)

We assume that Hypotheses 1-4 hold. We follow [19,20] closely in the argumentation below.

With { € D fixed, we define the transition semigroup on the space B (R¥) of the
bounded measurable functions associated with the jump diffusion defined by the strong
solution of (23) by

P f(y) :=E[f(Y*¥ ()], t>0, yeR~ (24)

In what follows, we discuss the existence and uniqueness of an invariant measure

for the family of linear operators (PE )i>0, i.e., a probability measure u¢ € P(RK, B(RF))
such that

L P ay) = [ Furtay), £ 0,f € By@). 5)

The dissipativity assumption given in (20) yields some C > 0 such that, for any Ty > 0,
the following bound holds:

sup E[Y¥(T)|H] < Ce 2P T (1 + ||| + ly|*). (26)
=10

The estimate (26) implies that the family of the laws of the process { L(Y*¥(T))}r>1, is

tight in P (R¥; B(RK)) when Ty — co. Prokhorov’s theorem implies the existence of a weak
limit 1¢ as Ty — oo and an indirect use of Krylov-Bogliobov’s theorem (Theorem 7.1 in [59])

asserts that ¢ is an invariant measure of (PE )i>0, in the sense of (25). The setting of
assumptions made in Hypotheses 1-4 implies that the semigroup (Pf )t=0 is irreducible.
We refer the reader to Proposition 2.4 in [60]. Proposition 7.5 in [59] implies that ‘ug is the
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unique invariant measure. Due to the estimate (26) and the definition of ;49' in (25), the
simple application of monotone convergence shows, as in Lemma 3.4. in [20], that there
exists C > 0 such that

L vPue(y) < 1181 + 1yP). @)

For any ¢ € D, we can define the averaged mixing coefficient

20) = [, alo, )t (ay) 28)

The proof of the following result concerning the Lipschitz continuity of  is straight-
forward. It follows in the same way the inequality (3.4) in [61].

Proposition 2. Fix T, > 0 and y € R. Let Hypothesis 1-4 hold for some v € M and x € C.
Then, the function a defined by (28) is Lipschitz continuous.

Proposition 2 ensures that the averaged differential equation with initial delay data
x €C,
i _O/X =q _O’X
Ezto)jc (t) a(Xt )’ (29)
Xo =X
has a unique solution X% € C([—, T|;RY).
The following proposition, which reads as a strong mixing property of the averaged
coefficient 4 given by (28), plays a crucial role in the establishment of the moderate de-
viation principle for the family (X¢),~¢ since it is a fundamental ingredient in the proof

of the controlled averaging principle (8). The derivation of this ergodic property follows
Lemma 5.2 of [25].

Proposition 3. Fix T, > 0 and y € R¥. Let Hypotheses 1—4 hold for some v € M and x € C.
Then, there exists some function « : [0,00) — [0,00) such that a(T) — 0as T — co and
satisfying for any t € [0, T|

_11 t+T 7y B 2 5 )
E’f/t a(g, Y*(s))ds —a(g)| < a(T)(1+]Z]% + lyl?) (30)
where the averaged coefficient a is defined by (28).

2.2. The Main Theorem
We make the further assumption on the averaged coefficient @ defined by (28).

Hypothesis 5. The function a : D — R? is Fréchet differentiable and its Fréchet derivative is a
Lipschitz function, i.e., there exists some constant Ly > 0 such that

Da(g) - DaQ)] < La( sup [¢() L)), ¢,EeD. (1)

—1<t<0

T
We define L?(vy) := {g :[0,T] x X — [0, 00) | / /X lg(s,z)[2v(dz)ds < oo}.
0
The main result of this work is the content of the next theorem and the reader can find
its proof in the next section.

Theorem 2. Fix T, > 0and y € R¥. Let Hypotheses 1-5 hold for some v € M and € C. Let

G- L2([0, T|;R) x L?(vy) — C([—7, T|;RY)
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v

= ; o

=0.

such that

g°(f.8) =1,
where for every (f,g) € L2([0, T];RY) x L*(vr) the function j € C([—7, T]; RY) solves uniquely

the skeleton equation

Da(X%) nsds+/ 06) £ (s ds+// X%, 2)¢(s, 2)v(dz)ds, t € [0, T] )

and the function XOX € C([—, T]; R?) is the unique solution of (29).
Forany n € C([—1, T|; R") we denote

Gy = {(£.9) € 20,7 x L2(vr) | &°(F,8) = 0.

Foranye > 0, let d(e) = s%,for some 6 € (%,1).

For every € > 0, let (XXY(t), YSXY (b)) (_<,1) be the unique strong solution of (13) with
initial condition given by (14) and

XEXY — XOXY (t)

Xy .—
Z : 10)

(33)

Then, the family (Z&XY) .~ defined by (33) satisfies a large deviation principle with speed b(e) =
e — 0ase — 0forsome 6 € (%, 1) and the good rate function

C1,T T
H(q)—(f;léggz( | rPas+ [ [ lats,2)Puaz)as). (34)

with the convention that the inf @ = oo.

2.3. Examples
Strongly tempered exponentially light Lévy measures.

Hypothesis 1 covers a wide class of Lévy measures and we point out the following
special benchmark cases.

1.  Our setting covers the simplest case of finite intensity super-exponentially light
. . _ 2
jump measures given by v(dz) = e **I" dz for some « > 1. For every e > 0, the
corresponding stochastic process L} := fot JxzN : (ds,dz), t > 0is a compensated
compound Poisson process.

2. More generally, Hypothesis 1 covers a class of Lévy measures that mimics the class
of strongly tempered exponentially light measures introduced by Rosifiski in [62],
however, with a Gaussian damping in order to satisfy (12). For the polar coordinate
r = |z] and any A € B(X), we define

/
/Rd\{o}/ drR(dz) a' € (0,2),

for some measure R € M such that fRd\ (0} |2|¥R(dz) < co. We point out that, for

every ¢ > 0, the corresponding Lévy process (L{)¢>¢ differs from the compound
Poisson process of the paragraph before not only from the fact that the corresponding
jump measure has infinite total mass but also from the fact that although a com-
pound Poisson process with positive jumps has almost surely nondecreasing paths,
it does not have paths that are almost surely strictly increasing. Such measures and
its corresponding processes were introduced in [63] for the study of dynamical fea-
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tures of stochastic equations perturbed by jump accelerated noises obeying the large
deviations regime.

Invariant measures for the Markov semigroup associated with the fast variable.
1.  Foreverye > 0and t € [0, T}, let us consider the multiscale system

dXe(t) = a(XEYE(t))dt + eo(X§)dBY(t), X§=C€C
dYe(t) = —LYe(t)+ 1dB%(t), Y*(0)=y€ER,

where B! and B? are two independent standard Brownian motions with values in R.
We assume that the coefficients a and ¢ satisfy Hypotheses 2 and 4. For any x € C
satisfying Hypothesis 3, the invariant measure of the fast variable (decoupled from
the slow variable in this case)

dY(t) = —%Y(t) dBY(E), t>0,

2
is given by u(dy) = \/%e_y?dy. Hence, the averaged coefficient a is given for any

¢ € Dby
1 e
10 = = [altw)e =y

The function 4 satisfies Hypothesis 5 if a is C!-Fréchet differentiable with respect to
the first variable (.

2. FixT,t > 0and y € RF. Let Hypotheses 1-5 hold for some v € M and x € C. For
every ¢ > 0 and t > 0, let us consider the multiscale system (13) withd = k = 1.
We take f({,y) = —f1(Q)y and g(g,y) = g(Q) for every { € D and y € RF with
£1(2) > 0and g(Z) > 0 for any { € D. Fix the Lévy measure v(dz) = e *dz
and since this is a finite measure we consider the non-compensated Poisson random
measure Nt instead of N¢. Fixed ¢ € D, the Markov semigroup of the the fast
variable governed by the dynamics

D) = @Y + 5@ + [ (EEe v o)t s da), 120

has a unique invariant distribution given by

Sy | A -0
wdy) = Ay O W

The averaged coefficient 4, given for any { € D by

Q) = [, A )

satisfies Hypothesis 5 if a, f and g are C!-Fréchet differentiable in order {. This
example was inspired by the examples illustrated in [30] and illustrates that the class
of assumptions we make on the coefficients of (13) is not empty.

3. Proof of the Main Theorem

Throughout this section, let the standing assumptions made in Theorem 2 hold. Let
- 1
d(e) = slTe,s >0, forsomeb € (5'1)' (35)

The speed of the MDP is given by b(¢) := d;(e) =e 5 0,ase = 0.
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3.1. The Setup of the Weak Convergence Approach
Notation.

We follow extensively the notation introduced by Budhiraja, Dupuis and Ganguly
in [46].

Let A (resp. A) be the class of all (B(X) ® P)/B([0,)) (resp. (B(X) @ P)/B(R))-
measurable maps from [0, T] x X x V to [0,c0) (resp. R). For ¢ € A, let us define a
counting process N¢ on Xr by

t oo _
NP (U x (0,])(@) := /u /0 /O Vo o0 (N (dx,dr,ds), t€[0,T],U € B(X). (36)

One can think of N? as a controlled random measure with ¢ selecting the intensity for
the points at location x and time s in a possibly random but non-anticipating way. When
@(x,s,1) = 0 € (0,00), we write N? = N?. For more details, we refer the reader to [43].

Define ¢ : [0,00) — [0, 00) by

lr)=rInr—r+1, re|0,00).
Forany ¢ € A, and t € [0, T}, define the quantity

Li(9)(@) := ./; /XE(go(s,z,cD))v(dz)ds.

This is a well defined quantity as a [0, co]-valued random variable.
Let {Ky }nen C X be an increasing sequence of compact sets such that |J;_; K, = X.
Foreachn € N, let

A = {qo e A, | forall (t,@) € [0,T] x 7
¢(t,x,1m) € E,n} ifx € Kyand ¢(t,x,m) =1ifx € Kfl}
and let A, := U,en Ap,,- Considering ¢ as a control that perturbs jump rates away from
1 when ¢ # 1, we see that the controls in A4, are bounded and perturb only off a compact

set where the bounds of the set can depend on ¢.
Consider now the space of random variables

T
Py = {(j 110, T] x V— R" | ¢ is P @ B(R") measurable such that /0 |E(s,w)[2ds < 0 P — a.s.}

andsetU = Py x A..
For ¢ € P, define

L©)(@) =} [ ls@s)Pds@e.

For a given random control u = (&, ¢) € U, define the energy L1(u) := L1(&) + L1 ().
For any M > 0, let

SM:={f e L*([0, T;R") | L1(f) < M}.

Under the L?-weak topology $™ is a compact subset of L([0, T]; R"). Throughout the
rest of this work we consider $M to be endowed with this topology. Let

SM .= {g:[0,T] xX — [0,00) | L7(g) < M}.

For any M > 0 and under the following identity,

SM ~ {1/% e M| V5 (A) = /Ag(s,z)v(dz)ds, A e B([0,T] x X)},
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when considering the vague topology in M the space SM turns out to be compact. For more
details, we refer the reader to Lemma 5.1 in [44].
For any € > 0 and M > 0, let us consider the following tightened sublevel sets

SM, .= {g: 0,T] x X — [0,00) | L7(g) < Md2(e)},
SM .= {h:[O,T]xX—>R|h::gd(_£)1,goesﬂ‘r/{s}
and M ;= {f; 0,T] — R" | Lp(f) < MdZ(s)}.

Define also the random sublevel sets
Uy, = {(p €Ay o(,.,w)est, P- a.s.},
uM .= {1/] cAly(,,w)esSM P— a.s.} (37)

and UM := {C €eP,|E(,w)eSM P— a.s.}.

We reserve the notation B (R) for the closed ball of radius R > 0 in L?(vr) and B,(R)
for the closed ball in L2([0, T]; R").

Fix a given Polish space U. Given a measurable map G° : W x L?(vy) — U, let us
write the set of fixed points of 77 under G°,

St = {(f,8) € W x L2(vr) | = G°(f,9) }
and define the quadratic form

o LT T )
) = ink ([Pt [0 ] lsts2)Per(ds d), gt 69)

Remark 4. We note that a collection {¢*}.~o C A with the property that sup ||¢°||2 < M P-a.s.
e>0

for some M < oo is regarded as a collection of By (M)-valued random variables where By(M) is
equipped with the weak topology on the Hilbert space L?(vt). Since By(M) is weakly compact,
such a collection of random variables is automatically tight. Suppose ¢ € SAf’S, which, we recall,

means that Lt (@) < Md?(g). Due to Lemma 3.2. in [46] there exists k(1) € (0, c0) independent

of € > 0 and such that zpl{ } € By(y/Mx(1)), where i := %'

1
1<

The following set of conditions imply the moderate deviation regime.

Hypothesis 6. Let U be a Polish space. For any ¢ > 0, let G : V — U and GY . W x
L*(vr) — U be measurable maps satisfying the following two conditions.

1. Continuity of the limiting map on the controls. Suppose (fu,gn), (f,g) € SM x By(M)
such that (fu,gn) — (f,g) asn — oo. Then

G%(fu,gn) — G°(f,g) asn — co.

2. Weak law for the map under shifts by random tightened controls. For every M < oo,
let uf := (&¢, ¢¢) € UM x UN.. For some B € (0,1), let us assume that ‘PSI{WKL} =19
d(e)

in By(/Miy(1)) where ¢° := 21 and T8¢ = G as e — 0 in the weak topology of

d(e) ()
L%([0, T];R™). Then,
: 1 ¢
€ B € 9 0 )
g (\/E +/0 ¢8(s)ds,eN >:>Q (&), ase—0
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The following theorem is the moderate deviation principle stated in an abstract manner
and that will be applied to prove our main result.

Theorem 3. Suppose that for every ¢ > 0 the maps G¢ : V — Uand G° : W x L2(vy) — U
satisfy the conditions of Hypothesis 6. Then, the family {Z¢} .~ defined by

7 = gf(\/EB,EN%), £>0, €>0, (39)

satisfies a large deviation principle with speed b(e) — 0 in U with good rate function 1 given
by (38).

Theorem 3 is a particular case of Theorem 9.9 in [45]. In what follows, we apply
Theorem 3 to our setting.

Letusfix T > 0,7 > 0,(Z,y) € C x Rfand forevery e > 0let (X%4¥(t), Y‘“"C'y(t))te[,tﬂ
be the unique strong solution of (13) with initial datum (14). For every € > 0, consider
(Z%)e>0 given by (33). Under the standing assumptions made at the beginning of this
section, for any € > 0, Yamada—Watanabe’s theorem ensures the existence of a measurable
map G¢: V — D([—7, T];R?) such that

Z¢ .= G(\/eB, eN7). (40)

We recall that B = (B!, B?) is a Brownian motion in R¥** due to the independence

of B! and B? and for any ¢ > 0 the Poisson random measure N ¢ s independent of B!
and B? and hence of B, which justifies the existence of the Ito map G¢. The proof of
Theorem 2 consists in checking the conditions (1) and (2) of Hypothesis 6 for (G¢).~o and
GO W x L2(vy) — C([—7, T|;R%), G°(f,g) = n, with g € C([—7, T]; R?) defined by the
skeleton Equation (32). Hence, Theorem 3 allows us to conclude.

3.2. The Skeleton Equations and the Compactness Condition

For any x € C and u = (f,g) € L%([0, T|;R?) x L?(vr), let us denote by Z* €
C([-r7,T); RY) the unique solution of (32). By definition, we have

G°(f.g) = Z2".
Proposition 4. For every M < oo, one has that the set
Ku = {G°(f,2) | (f,8) € Ba(M) x By(M) }
is compact in C([—t, T]; R?).

Remark 5. Proposition 4 is implied by the following. Fix 0 < M < co. Let (fu,8§n)nen C
By(M) x By(M) such that (fu,gn) — (f, ) as n — co weakly. Therefore,

G(fu,gn) — G°(f,g) asn — .

The proof of the sentence of Remark 5 that implies Proposition 4 is standard. We refer
the reader to Lemma 4.1 in the seminal work [46].

3.3. The Weak Limit of the Controlled Auxiliary Processes
3.3.1. The Equations for the Controlled Auxiliary Processes

This section serves the purpose of verifying the second condition in Hypothesis 6
for G¥ and the family {G¢ : V — D([—, T];R%) }.~0. For every ¢ > 0, recall the random
sublevel sets UM and Z;{f\r/fg given by (37) and let uf := (&%, ¢¢) € UM x Z;{ffg. Set ¢ = %
The definition of @ makes sense since one has ¢¢ € A, P-a.s. For any t € [0, T|, we define
the F-martingales
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te[ T,

N\*—‘

E(E)(1) = exp /té“(S)dB(S)* [ 1e)Pas) and
E(¢°)(t) :=exp /// In @ (s, z)N(ds, dzdr))
/// (s,z +1)dsv(dz)dr)

For every t € [0,T], let £(uf)(t) := E(&) () E(¢°)(
form of Theorem I11.3.24 of [64] ensures that (& (uf)(¢
the probability measures defined on (V, B(V)) by

t). Girsanov’s theorem stated in the
))te(o,7) is an F-martingale. Hence,

Q%(G) ::/Gs‘(uf)(ndﬁ», forall G € B(V)

are absolutely continuous with respect to P. Under Q%,, the stochastic process
t
BE(t) == B(s) — / & (s)ds, tel0,T],
Jo

is a standard Brownian motion and eN ¢ is an independent random measure with the
1 _
same law of eN'= under IP. We recall that

((0,¢] x U) /// 1[%4’] N(ds,dz,dr).

For every ¢ > 0 and t € [0, T], we write &(t) = (&,&5)(t) € RY x RF. For any
(x,y) € C x RK, we define the slow controlled process (X ¢(t))tefo,) and the fast controlled
process (V*(t))¢c|o,7) given as the strong solutions of (6) and, respectively, (7) with respect
to P (since QF < P). )

For every ¢ > 0, we define (X*(t));c(o 1] the fast averaged controlled process as the

strong solution under PP of the controlled stochastic differential Equation (9).
For every € > 0, let

xe— X0 : 1
€.__ _ (€ € H%
ZE = o g (\/EB+/0 ¢8(s)ds, eN ) 41)
and, respectively,
- xe— X0
€ .__
ZE = 7d(£) . 42)

The weak limit for the maps under shifts by random tightened controls.
Let M < coand B € (0,1). Let (&%, ¢°) € UM x UM, such that IP£1|¢€|< g =
@

in By(y/Mxy(1)) where ¢ := W and C = & in By(M). The conclusion in the

second statement in Hypothesis 6 for (G* ) e>0 and GY reads as Z¢ = Z, as ¢ — 0, where
Z € C([—7, T]; R%) solves uniquely

S)ds + / 5)ds + / / s, z)v(dz)ds, te[0,T] (43)
0].

In order to prove that Z¢ = Z, as ¢ — 0, we proceed as follows.

1. This step passes through two intermediary tasks. Firstly, one shows that the laws of
(Z)e=0 are tight in P(C([—7, T];R?)) (since compact sets in the topology generated
by the uniform convergence are also compact sets in the Skorokhod topology). Then,
it follows that there exists Z € C([—7, T];R?) such that Z¢ = Z as e — 0. Passing to
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the pointwise limit in the equation satisfied by Z¢ and due to the uniqueness of the
solution of (43), we conclude that Z = Z.
2. We prove the following strong (controlled) averaging principle:

hmIF"( sup |Z5(t) — Z5(¢)| > 5) =0, foranyd > 0.
e=20 Nielo,T

From the limit above and Theorem 4.1. in [53], commonly known as Slutzsky’s
theorem, we can identify Z as the weak limit of (Z¢), as ¢ — 0.

3.3.2. A Priori Estimates and a Localization Procedure
For every ¢ > 0, let R(e) > 0 such that R(e) — oo and d(e)R?*(¢) — O ase — 0.
For example, R(e) := %, e > 0 does the job. Consequently, v/eR?(¢) — 0 and

therefore eR?(¢) — 0 as e — 0. For every e > 0 and this choice of R(e), we define the
[F-stopping times

TR(e) = inf{t € [0, T] | X°(f) & Br(¢)(0)}. (44)
and

Tr(e) = inf{t € [0, T] | X*(t) & Br()(0)} (45)

The following list of propositions and lemmas are fundamental estimates used in the
strategy described above to obtain the conclusion that Z¢ = Z as ¢ — 0.

Proposition 5. Let the standing assumptions of Theorem 2 hold. For any 0 < M < oo,
(&5, 9%)es0 C UM, x UM, R : (0,1] — (0,00) such that R(e) — oo and d(e)R*(e) — 0
as ¢ = 0and T, > 0, we have the following. Given (X*(s))sc(—<,) defined by (6) and
(/’?E(s))se[,T,T] by (9), there exists 0 < ey < 1 and a constant C > 0 such that for every
0 < & < gy the following estimates hold:

IF’( sup |X¢(s)| > R(e)) <2e72R() 4 CeR () (46)
0<t<T
and
P( sup |X(s)| > R(s)) <2e72R() 4 CeR () (47)
0<t<T

The proof follows the same reasoning employed in Lemma 2.1 of [63].

Proposition 6. Let M > 0. Fix a function R : (0,00) — (0,00) satisfying the assump-
tions of Proposition 5 and for every € > 0 let f%(s) defined by (44). Under the assumptions of

Hypotheses 1-5, there exists some eg > 0 such that the following bound holds:

sup (E[ sup |X€(t)|2}+ sup E{|y€(t)|21{r%(s)>ﬂ]) < oo. (48)

O<e<eg (g,q,)gggM Xz,{iffg —‘L'Stﬁf;z(g) —1<t<T

The proof follows from applying successfully Ito’s formula, BDG inequalities and
Lemma A1 presented in Section A.1.1 of Appendix A.

Proposition 7. Fix M > 0, R : (0,00) — (0, o0) satisfying the hypotheses of Proposition 5 and
for every e > 0 let T;?,(g) be defined by (45). Under Hypotheses 1-5, there exists some ey > 0 such
that the following holds:

[(M) := sup sup E| sup \Xe(t)ﬂ < oo. (49)

0<e<en (gg)etli Ul T<t<th
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The proof of Proposition 7 follows analogously from the proof of (48). For this reason,
we omit it.

Lemma 1. Fix M > 0, R : (0,00) — (0, 00) under the hypotheses of Proposition 5 and for
every e > 0 let ’L_'%(s) defined by (45). Under the assumptions of Hypotheses 1-5, there exists some

g9 > 0 such that the following holds:

[3(M) := sup sup E| sup |Z€(t)|2} < oo, (50)

0<e<eq (¢,9)cliM Xz,{i/{s —rgtgf%(s)

The proof of (50) is straightforward and we omit it.

3.3.3. Identification of the Weak Limit

Given M < coand ¢ > 0, let &€ € UM, ¢f € UM, and write ¢ := %. Assume that
for some B € (0,1) the following convergences (in law) are satisfied
1

wgl{\lpﬂgm}:lp and @CS:Q ase — 0.

Then, the following result holds.

Proposition 8. Letf the standing assumptions of Theorem 2 hold for some v € M and ¢ € C. For ev-
erye > 0, let (Z°(t))se|_~,1) be defined by (42). Then, the family (27, %ée, ¢€1{|¢€|< 8 })£>0 is
=d(e)

tight in D([—7, T|; R?) x By(M) x By(\/Mxy (1)) for some B € (0,1) and xy(1) given in the
Remark 4. Furthermore, any limit point in law (Z, &, ) satisfies (43).

The proof follows with standard arguments used by the weak convergence approach
to moderate deviation principles for stochastic differential equations with jumps. We refer
the reader to Lemma 4.9 in the seminal work [46].

3.4. The Controlled Averaging Principle

The main result of this section allows us to identify the weak limit of (Z¢),~( with the
weak limit of the family (Z£¢).-¢ as ¢ — 0.

Theorem 4. Let the hypotheses of Theorem 2 hold. Then, given the families (Z)e~o and (Z¢)e=o,
defined, respectively, by (41) and (42), we have for any 6 > 0
limIP( sup | ZE(t) — Z5(1)| > 5) —0. (51)

e—0 =
OStST%@

The reader can find the proof in Section 3.4.4. km

3.4.1. Khasminkii’s Auxiliary Processes

We follow the technique introduced in [15] with the required modifications to our
settings in order to deal with the nonlocal components of the auxiliary processes (X*)¢~0
and ()*)¢~0 given, respectively, by (6) and (7).

Let [—7, T] be divided into intervals of the same length parametrized for every ¢ > 0

A = A(e) := e7d?*(¢)|Ing|P, for some 7y € (0,9 - %) and p > 0. (52)

where the scale d(¢) is given by (35).
We note the following convergences that follow directly from the choice of A = A(e)

in (52):

Ale)

2 (e)

A
Ae) = 0; — 0; and % —o00 ase—0. (53)
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Forany t € [—7, T], we denote t5 := | £ |A.
We construct the auxiliary processes ()*
following equations: for any ¢ € [0, T], let

(t))tefo,r) and (et ))tcfo,r] by means of the

~ 1 rt N ~ ~
V() = ¥(ta) + [ (8, D7)+ (X PN (s + [ (X, I7(5),2) (9 (5,2) — Dvldz) s

+\}g/t:g(thA,yg(s))de(s)—I—/t:/xh(XfA,yg(s—), Z) N9 (ds, dz) (54)
and
£0)+ [ (a(¥e, 3(9) + (A s +/ ,2)(9°(5,2) — 1)u(dz) ) ds
+\f/ o(XE)dB (s +s// 7 (ds, dz). (55)

3.4.2. Auxiliary Estimates
For every ¢ > 0, let us recall the F-stopping time % R(e) given by (44) for the fixed

parametrization R given in Proposition 5. The following lemmas are essential a priori
bounds that we use in the proof of the controlled averaging principle stated in Theorem 4.

Lemma 2. Forevery e > 0, let R(e) >0, b(e) := d%(g) and A(e) > 0 be fixed as above. Then, for
any (ge)eso such that g(e) ~. d(e) as e — 0, the following asymptotic regime holds:

P( sup || — X, |]oo >g£) < E(e) 50, ase—0, (56)
Ogtgf’%(g)

where

E(e) := b(e)

€ 829—1—2"/ 829—1—7

| Ine|?P * |Inel2P—9 + |Ine|P—a

+ &7 7% Ine|?,g > 29 +3, £>0. (57)

The proof is given in Section A.2.1 of Appendix A.

Lemma 3. For every € > 0, let R(¢) be fixed as in Proposition 5 and A(e) given by (52). Then,
the following convergence holds,

_ . C(e) _240)
I3 e e < =\< 11
Oi?ngE[W t) - (t)|1{T<TR(S)}} Segg? * Mwemo (58)

for some C(g) — 0as e — 0 uniformly in the initial condition (x,y) € C x R¥.
The proof is given in Section A.2.2 of Appendix A.

3.4.3. Khasminkii’s Technique
Proposition 9. For any é > 0, we have

limsupP( sup |X¥(t) — X(t)] > (Sd(£)> =0. (59)
=0 0<t<Th ) 2

Proof. The definitions of (V*(t))c[o,r) and (ye(t))te[oj] given in (7) and (54), respectively,
combined with Hypothesis 2 yield for every ¢ > 0 and t € [0, T|] that

‘ﬁm—xﬂw:AX<sNy<»—u&nﬂ@0@
t ' t
< L./O ||X§A—X§||oods+L/0 1% (s) — V4(s)|ds.
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The asymptotic behaviour (53) of A(e) > 0 fixed in (52) combined with Lemma 2,
(A14) and (A15) of Lemma 3 yield some C = C(L, T) > 0 such that

B s 1) - ) > ) SP(/()TA%)' (X8, %(5)) — (s, 37(s)) ds > 1)

0<t<Th
<P( sup || - AF||w > Cd(e) )
OStST/\f%(S)
D T V)€ € 2 2
P [ 17%(5) = Y(5) PLrseqiony ds > Co(e))
S8+ [ E[9°(0) V() ey ]
~E — dz(E) 0 {T<TR<€)}
Cz(S) _A@E)
< = =7 € +1 .
<e (£)+A(e)d2 8)e 2 —0ase—0
This finishes the proof of (59). O
Proposition 10. For any § > 0, we have
limsupP( sup | X(t) — XE(t)| > (Sd(e)) =0. (60)
e—0 0<I<Ts 2
Proof. Foreverye > 0,t€[0,T],{ €D, €l i/fe and ¢f e U ﬁ’fg, we define the function
t
O = [ (o056 + [ @2 (52) ~ Dv(d)).

The definitions of (X*(t)),c[,r) and (X £(t))tejo,1] 8iven, respectively, in (6) and (55)
combined with the definition of b° given above imply for every t € [0, T| and ¢ > 0 the
following identity P-a.s. on the event {T < T (e) %

A — t A -
() - 2(t) = | (bS(XS) — b)) ds
+/ xe,P )fﬁ(Xs))ds
+ / a(xs) ds + / — Ez(??f))ds (61)
n \// o(XE) — U(XS))dBl(s)
—I—s/ / — (X, 2) )N (ds, da).

Hypothesis 2, Proposition 2 and (61) yield some constant C = C(L, T) > 0 such that
on the event {T < T, } we have P-a.s.

N _ t N 2
sup |X¢(s) — XE(s)|? < C(/ sup |X¢(u) — X¢(u)|*ds + sup ’/ XY, (X,f))du‘
0<s<t 0 o<u<s 0<s<t

+t:}ég] |]1( )| 1{T<Tg }+ Sl[lp] |]2( )| 1{T<f7€2(£)})’

where for any € > 0 we write
t
B(t) = Ve [ (o(x) —o())dBy(s) and
t ~1 €
J5 (1) ::s/o /X(c(xs_,z)—c(zeg_,z))m@ (ds, dz).
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Gronwall’s lemma implies for any & > 0 that

2
sup [ X5(8) = X ()1 ey ) < e (sup | [ (aleg,, Y0 = a0 )| 1y
—T<t<T O<s<t
+ swp [EOP+ sup  [BOP). (©2)
Ogth/\T%(s) Ogth/\f%(e)

The estimate (62) yields for any J > 0

P ve Ve d(g) i _ /e 2 (52d2(£)€72CT
B sup |5t = 5(1)| > Z22) <P sup | / i VE() = 8(X0) )du Lyroge > =)

0<I<Th 0<s<t

(52(12 (S)E_ZCT> (63)

+P( sup (P> S
0§t§TAf7€z<€)

) 5242 (¢)e—2CT
£B( swp P,
0<tSTATY

Burkholder-Davis-Gundy’s inequalities and the sublinear growth of o given by (16)
in Remark 2 yield some constant C; = C(6,Cy,Ly,T1,T2) > 0, where I'y, T, are given,
respectively, by (48) in Proposition 6 and (49) in Proposition 7, such that

_ §2d2 € e—ZCT 12€2CT _
P(_sup 15O > THG ) < B swp (07
0SISTAT 0SISTA,

€
— . 4
_Czdz(s)—>0, ase — 0 (64)

Analogously, due to Burkholder-Davis-Gundy’s inequalities and (A1) given in Lemma A1
of Appendix A—Section A.1, there exists some constant C3 = C3(J,Cy, L1, T'1, T2, M) > 0 that
may change from line to line, such that

_ 52d2 E)EiZCT 1282CT
p( sup s ZEE )
OStST/\f%@

< E su J5(H)?
62d? (e) {O<t<T/I\)f€()| (1) }

_d2 C3 861;}1?4/ /|z|gsz (dz)ds (65)
ggmaq+f@»%a

We estimate now the first term on the right-hand side of (63). For every ¢ > 0 and
€ [0, T], we write P-a.s. on the event {T < f;z( e)}

t L£J71
[ (ot ey —atenas) = 3 [ (a7 — ) s
B
+ L /kikH)A (alxgy) — a(x) ) ds (66)
+ / X5 () - a(xs) ) ds
= I I+ I,

It follows from (66) that
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- 6%2d?(g)e—2CT - od(e)e €T
€ — 1< ¢ ~¢ e
Osgigt’/ Xy Vi) —a(X; ))du’ Lrem, ) > 13 ) _P(OiltlgT|11(f)|1{T<TR<€)} > o3 )
- od(e)e €T
€
—HP’( sup |12(t)|1{T<f7s€<€>} > o3 ) (67)

0<t<T
_ od(e)e=CT
‘HP( sup |I§(t)|1{T<f§a<€>} > (63@)

0<t<T

We estimate I5.
We observe that for any € > 0

= /O“ (a(xs) - a(x0) ) ds.

Proposition 2 and Lemma 2 imply for some C4 = C(T) > 0, any § > 0 and & > 0 small
enough that

- . od(e)eCT
P( sup |Il(t)|1{T<f%<g>} > W>

_ t
o B( sup las - x> Cid(e)) S B(e) »0 ase—0.  (68)
te|0, T

0<t<th 0

IN

We estimate 5.

Hypothesis 2, Proposition 2 and Proposition 6 yield some constant Cs = Cs(L,I'1(M)) > 0
that may change from line to line such that, for every ¢ > 0 small enough and any ¢ > 0,
one has

P( sup |I§(t)|1{T<T7€€(S)} > 5d(22CT) < 2 ) sup ‘/tA (s)) — (XS))ds’ ]

te[0,T] O<t<T5

' 2 2 2
Ef/o (1+||X:||oo+||xsz||w+|y€<s>| Jigrez, | (©)
7) — 0, ase—0,
)

due to (53).

We estimate I]. We construct a new process Z := Y*(X},, V*(kA)) where the notation
that is displayed here stresses that the process is the fast variable process }* with frozen
slow component X}, and initial condition }*(kA)). It is a classical fact in the course of the
Khasminkii technique employed in [15] for the proof of the strong averaging principle that
for every s € [0, A] we have

s
(X, V¥ (s + kD)) = (X, V¥ (X0, Y (kD)) (3) )-
We may assume in addition that the fabricated noises above are independent of X,

and Y*(kA). For the proof of the statements above, we refer the reader to Section 5 in [25].
Hence, Proposition 3 together with the Markov property of (X}, Y(t));c[o,r] implies for

everyk =0,...,| %] the following:

‘/kkH (a2, 3(5)) — (i) )as|| < aB ] / a(Xp Z >a<XfA>)dsH
s2[R[|S [ ae, 24 -20)||6v) = (x5 Y 0a)I]] @0

B 2) (14 Bl |+ EID<(Ra))).

o>

IN
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_( sup |li|1(r<z )} > o3

0<t<T

lim sup ]f”( sup |Z%(t)

0<t<T

e—0

Proposition 3, Proposition 6, (53) and (70) yield, for any § > 0 and € > 0 sufficiently
small, that

5d(£)e—CT 1 = € 2
7> Se WE[ sup [I1(1)] 1{T<f%<s>}}

0<t<T
1 (k+1)A
e dZ(S) ’/k a(Xip, Y (5)) = a( X)Ly, }dSD (71)
A
Sedz((?) <£>H0a58%0

The convergence above follows from the choice of the parametrization A = A(e) fixed
in (52) and « constructed in Proposition 3. O

3.4.4. Proof of Theorem 3.2
For any e > 0, fix R(e) > 0 such as in Proposition 5 and recall the definition of 7, @
in (44).
For any 6 > 0, we have
sup |X¢(t

ZEH)| > (5) <limsupP ‘1)) > 5d(8))

e—0 <O<t<T
<limsupP ( sup \Xe — XE(t)] > M(E))
e=0 0<H<E, 2
+ limsup P ( sup |X€ t) — X(t)| > Jd(g)) (72)
e—0 O<t<-rS 2
+ limsu
e—0 P ( )

:O,

due to Propositions 5, 9 and 10.
O

3.5. Conclusions
Conclusion-Proof of Theorem 2

We recall the collection of measurable maps (G¢)~¢ introduced in (40) and G° defined
by means of the skeleton Equation (32). We note that Proposition 4 reads as Condition 1 of
Hypothesis 6 for (G®)e~o and Gv. Proposition 8 combined with Theorem 4 yield, due to
Slutzky’s theorem, that Condition 2 of Hypothesis 6 is verified for (G¢)~o and G°. Hence,
the result follows from Theorem 3.

O

Conclusion from the main result.

The work presented in this article shows how robust the use of the weak convergence
approach is in the proof of a moderate deviation principle for a slow—fast system of
stochastic equations given by (13). More precisely, the work presented here reduces the
usual proof of exponential tightness for the family (X¢).~¢ to the proof of a controlled
stochastic averaging principle (Theorem 4) that follows from the Markov property of the
system and easier weak compactness arguments.
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Appendix A
Appendix A.1. Auxiliary Results for the Derivation of the Moderate Deviation Principle
Appendix A.1.1. Integrability Properties of the Controls

The following lemma is heavily used in the derivation of the moderate deviation
principle stated in Theorem 2. We refer the reader to Section 3.1 for notation.

Lemma Al. Fix M > 0and v € M a measure satisfying the Hypothesis 1. The following holds.
1. There exists T > 0 such that for all ¢ > 0 we have

gseg? /I/X|z|2g(s,z)v(dz)ds<T(d2(e)+|1|), (A1)
s | [ 12llg(s,2) = 1lv(dz)ds < (a(e) + 1) (A2)

and there exists T > 0 yielding for all e, > 0 some c(f) — 0as p — oo and such that

sup /I/X |z| |k (s, z) |v(dz)ds < f(\/\TH_ 11| +d(e) + c(B)), (A3)

hesM

for any Borel measurable I C [0, T|.
2. Foreverye >0, let ¢ € UM. We assume that for some B € (0,1) the following convergence

in law holds, lp€1{\¢fl<i} = 1 in the compact ball By(\/Miy (1)), where x3(1) is given by
d(e)
Remark 4. Then, the following convergence in distribution holds, for every t € [0, T],

/Ot/X|Z|l/Jg(S,Z)V(dz)ds_>/Ot/x|z|’¢(s,z)v(dz)ds. (A4)

For the proof of the first statement we refer the reader to Lemma 2.1 in [63]. The
conclusion of the second statement is proved as in Lemma 4.8 of [46].

Appendix A.2. Auxiliary Estimates for the Controlled Averaging Principle
Appendix A.2.1. Proof of Lemma 3.2

For any ¢ > 0 we fix A := A(¢) given by (52), d(e) givenin (35) and R(¢) > 0 such as in
Proposition 5. We recall that due to Proposition 6 we have for any € > 0 small enough that

sup B sup ||| < oo, (A5)

0<e<eg ~0<t<Th,

where T% ©)

Let us work on the event {T < T3 ) }. Fixe > 0, ¢ € [0,T] and t5 := | 5| A. For
every ¢ > 0, let K, := {ﬁJ € Nand N; := {ﬁJ € N. Foranyk =0,...,K.—1and
m=0,...,Ne — 1welabel If := [kA; (k+1)A] and J;, := [—(m + 1)A, —mA)].

Given t € [0,T] and 6 € [—7,0], let k,m > 0 such that t € [kA,(k+1)A] and 6 €
[—(m+1)A, —mA]. It is immediate that

is the F-stopping time defined by (44).

F+0e(k—m—1)A, (k+1—m)A] andts+6 € [(k—m—1)A, (k— m)A].

We have to distinguish three possible cases:
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i m<k-1;
(i) m>k+1and
(iii) m = k.

It follows that

sup |[Xf — [ = sup sup |X*(t+06) — X%(ta +0)
0<I<T 0<I<T —7<6<0
= sup sup | XE(t+0) — XE(tp +0)).
K:—1 1¢ Ne—1 e
te Uty I e U, 20 Tk

Let us fix (g¢)e>0 such that ge ~ d(e) as e — 0. It follows that

IP( sup |Xf — XL | > g T < "I'%(S)) < N.K max P( sup |[XE(t+0) — X(ta+0)| > ¢ T < f%(s)>
0<t<T )ﬁz%ffve*_ll kA<t<(k+1)A

—(m+1)A<0<—mA
= KeNe(pf + 15+ 15

where

e
—n
Il

a<]]

sup |XE(E+6) — XE(tp +0)] >g5;m§k—1;T<T7sz(€))
kA<t<(k+1)A
—(m+1)A<0<—mA

( sup |XE(t+0) — XE(tp +0)| >gg;m2k+1;T<f7€€(£)) and
kA<t<(k+1)A
—(m+1)A<<—mA
py =P sup |XE(t+0) — XE(tp +0)| >gg;m:k;T<f§3(€)).
A<t< (k+1)A
—(m+1)A<0<—mA

=
N ™
I
2=l

Case (i): m <k —1.
In this case we have that t + 60 > 0 and tp 4+ 6 > 0. Then, we have that
t+6

XE(E+6) — Xty +6) = /
tA+6

(a2, 7°(5)) + o (XE ) + [ (5, 2)(97(5,2) — Dv(dz) ) ds

t+0 t+0 1.
v Ve[ o(X)dBi(s) + ¢ / (X, 2)NE (ds, dz).
tA+0 tA+0

Let us fix the parametrization L = L, > 0, given by

d*(e)
L=L>0:= el forsomeg >2y+3, &>0. (A6)

The Bernstein inequality given in the form of Theorem 3.3. in [54] implies for every
€ > 0 that

2
Pt <ce ke +1p>([xe — XE(ta+0) ey ama > Lem <k LT < T%(S))
Due to (A5) it follows for any € > 0 on the event {T < f%(e)} that

(k+1)A—mA

(% = 25 (tn + )]y ma Se €A1+ R3()) + ¢ [ 2PN (ds, d2)

tAf(m+1)A
= e(1+R%(e))A+ szlkarl)AfmA'

Due to the choice of L in (A6) and A(e) in (52) let &g > 0 sufficiently small such that
for any ¢ < eg we have e(1 + R?(e))e?|Ine[P~7 < 1. Then, it follows that
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d*(e) L
et = 2 (A7)

e(1+R?(e))A = e(1+R?(e))e”| Ine|P 1

for every e < g.
The estimate (A1) in Lemma A1 (Section A.1 of the Appendix A) implies for any & > 0
small enough such that (A7) holds that

~ = L
P([Xe — XA+ 0)]er1)a-ma > Lesm <k—=1,T < T;?,(s)) < P<€21(€k+1)AfmA > f)

< Lol
ST [ (k+l)AfmA}

|z|2¢¢ (s, z)v(dz)ds

€
~ Le

< L%(dz(s) + A).

e ktD)A—mA
n/tAf(erl)A

Due to (53), (A6) and d(e) — 0 as ¢ — 0 we conclude for every ¢ > 0 small enough that

Pl See e + Li(dz(s) + A(S)) —0 ase—0. (A8)
€

The case m > k + 1.

In this case we have that t -6 < 0 and 5 + 8 < 0. Since the initial delay x is Lipschitz
continuous (cf. (17)) it follows that

| A5 (E+0) — X°(ta +0)[ = [x(t+60) — x(ta +0)]

< At —tal.
Then, for any £ > 0 we have
pi:]P’( sup |XE(t+0) — XE(tp +0)[* > (gg)4;m2k+1;T<’T’%(£))
kA<t<(k+1)A
—(m+1)A<O<—mA
_ 4
< 1 415[ sup |XE(t+0) — XE(ta +9)|4] < (@) 50 ase—0, (A9)
(8e) kA<t<(k+1)A 8e

—(m+1)A<6<—mA
due to the definition of A(e) in (52) and g¢ =~ d(e) as e — 0.

The case m = k.
In this case we have t + 60 € [—A, A] and tp + 6 € [—A,0]. It is immediate that

XS (E+0) = X(ta +0)| = [X°(E+60) — X(ta +0)[1 {1190y + [X(E+6) — X(ta +0)[1 (1400}

Due to the two previous cases already analyzed we have, for any ¢ > 0 small

enough, that
BEP( sup XN 0) — X(ta +0)] > gL sop T < Ty )
kA<t<(k+1)A
—(k+1)A<0<—kA
+ IF’( sup |XE(E+0) — X5(ta +0)| > gei Ljprpcop T < T;Q(s)) (A10)
kA<t<(k+1)A

—(k+1)A<6<—kA

<e €§%+L€(d2(s)+A)+(gA)4HO ase — 0.
£ &
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Combining (A8)—(A10) it follows, for A(e), L, given by (52) and respectively (A6) and
any ¢ > 0 small enough, that

IF’( sup |Xf — Xf | > g T < f%(g))

0<t<T
L% (dz(s) + A) + (gA£>4)

Se (A(t))z (ef‘h‘e'q +éellne|? +b(e)|Inel1A + (2((;))4>

el € €
Se oy T A TR =
e2vat(e)|Ine|?  e2va*(e)|Ine?P—1  eva*(e)|InelP—1
20—1-2y 8267177
< 2 € €
S U e T Tnepr ey

2
SE NeKe (e_fs +

+ d?(e)e*7| Ing|*?

+e7el 70 Ine|?P =: E(e).

Since v € (0,9 - %), d(e) =¢ 2 0e ( 1), b(e) = d%(s) we conclude that E(e) — 0
as ¢ — 0. This finishes the proof.

O
Appendix A.2.2. Proof of Lemma 3
Ito’s formula yields for any t € [t, ta + 1] and P-a.s.
Vet = YA
2 gt N -
=, V(X VH) = (A5, VE(s), VP(s) = VE(s) s
2 gt - N
+o tA((g(XtZrye(S)) = 8(&S, V¥(5)))8a(s), Yi(s) — V*(s))ds
2 [ta A .
t3 /t /thfwys(s)'z) —h(X$, V5(s),2), V(s) = Y°(5)) (% (s,2) — 1)v(dz)ds
2 gt N A
A (§(XF, V¥(5)) = (AL, V¥(s)), (V°(s) — V<(5))dB(s))
1 t N
+2 /tA 18(X, Ve(s)) — g(XE, Ve(s)) [Pds
top 1
+ [ 20 D )~ WA Y2, Y~ VN (s d2)
[ gD -, V2, B8 - e PN (s )
P g 9Y5(5)) B, 4(6)) Py s, 2l
8
= Z I¢
i=1
Using (21) in Hypothesis 4 yields for any € > 0 and t € [tp, tp + 1]
150 < =22 [ 94(6) - v P+ 225 g — 2. (A1)

The boundedness of g given by (18) in Hypothesis 4, the fact that ¢¢ € UM and
Cauchy-Schwartz’s inequality imply for any ¢ > 0 and t € [ta, tp + 1] that

s < M (4 e -y Pas). (A12)



Dynamics 2023, 3 199

Analogously, (21) in Hypothesis 4 together with (A1), (A2) given in Lemma A1 of
Section A.1 of the Appendix A combined with the numeric fact xA < xZ 4+ %, x,A > 0yield
some C; = C1(M, A) > 0 such that for any € > 0 and t € [tp, ts + 1] we have

() < Sh(d(e) +A) + @/ 95(s) — Y5(s) P@¥(s)ds  and
HOESHORS (dZ(s) + A) (A13)
where ©°(t fo lz||¢®(s,z) — 1|v(dz), t€[0,T].

The estlmates (A11)—~(A13) imply for t € [tp,tpn + 1], > 0and A = A(e) > 0 fixed
below the following P-a.s. bound on the event {T < f%(g) }:

PO =Y OR S [ 3 (-1 + MO () 9(s) = 34(5) s+ Cale) + (1) + 4(0) + 500,
where

Cale) gg1(A(s)n2(s>+d(s)+jii%(lﬂ(s))w%e)ﬂ(s)) ase — 0. (Al4)

Due to Gronwall’s lemma, the estimate (A2) in Lemma A1 (Section A.1 of the Appendix A)
and the fact that E[If] = E[If] = E[If] = 0 it follows, for any ¢ > 0, A = A(¢) = ¢ and
£ € [ta, tp + 1] that

—Ae)

€

B[|9() = () PLiresy )] Se Cale)exp (——2(1 - d(e)) +d(e) + A(e) ).

Let ¢y > 0 small enough such that 1 — d(e) > } and d(e) + A(e) < 1 for any ¢ < .
Therefore we have for any € > 0 small enough and ¢ € [0, T] that

NN Co(e Ale)
E H))S(t) — V(1) |21{T<f%(€)}} <e z((e)) e” 21 50 ase—0, (A15)
due to the choice of A(e) fixed in (52).
O
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