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Abstract: In chaos control, one usually seeks to stabilize the unstable periodic orbits (UPOs) that
densely inhabit the attractors of many chaotic dynamical systems. These orbits collectively play
a significant role in determining the dynamics and properties of chaotic systems and are said to
form the skeleton of the associated attractors. While UPOs are insightful tools for analysis, they are
naturally unstable and, as such, are difficult to find and computationally expensive to stabilize. An
alternative to using UPOs is to approximate them using cupolets. Cupolets, a name derived from
chaotic, unstable, periodic, orbit-lets, are a relatively new class of waveforms that represent highly
accurate approximations to the UPOs of chaotic systems, but which are generated via a particular
control scheme that applies tiny perturbations along Poincaré sections. Originally discovered in
an application of secure chaotic communications, cupolets have since gone on to play pivotal roles
in a number of theoretical and practical applications. These developments include using cupolets
as wavelets for image compression, targeting in dynamical systems, a chaotic analog to quantum
entanglement, an abstract reducibility classification, a basis for audio and video compression, and,
most recently, their detection in a chaotic neuron model. This review will detail the historical
development of cupolets, how they are generated, and their successful integration into theoretical
and computational science and will also identify some unanswered questions and future directions
for this work.

Keywords: chaotic system; controlling chaos; cupolets; unstable periodic orbits; targeting; steering;
impulsive controls; entanglement; mutual stabilization; compression

1. Background

The motivation that led to the discovery of cupolets came from the analysis of secure,
chaotic communication schemes. The seminal work of Pecora and Carroll [1] showed that
a chaotic transmitter-receiver pair could be created where the receiver could be driven
into synchrony with the transmitter, and this was done simply by transmitting one of the
dynamical variables from the chaotic transmitter circuit as the carrier for the message. The
synchronization property was robust enough that the carrier signal could be modified by
adding in a small message signal without breaking the synchrony. The receiver circuit
could then remove the carrier, and the hidden message would be revealed.

Many further developments followed, with notable theoretical and practical improve-
ments being developed by Oppenheim and Cuomo [2,3], He and Vaidya [4], and also
by Wu and Chua [5], where the synchrony was shown to be guaranteed by Lyapunov
functions. In the Wu and Chua work, the synchrony was established even in the presence
of the hidden message signal.

In a related area, Hayes, Grebogi, and Ott (HGO) showed that one could analyze the
dynamics of a chaotic system to learn about its symbolic dynamics [6], particularly if the
system had a two-lobe structure like the double scroll system (also known as the Chua
oscillator), shown in Equation (1).
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C1v̇C1 = G(vC2 − vC1)− g(vC1),

C2v̇C2 = G(vC1 − vC2) + iL, (1)

Li̇L = −vC2 ,

where

g(v) =


m1v, if − Bp ≤ v ≤ Bp,
m0(v + Bp)− m1Bp, if v ≤ −Bp,
m0(v − Bp) + m1Bp, if v ≥ Bp.

If the lobes were labeled 0 and 1, then the symbolic dynamics were equivalent to the
visitation sequence traced out by the dynamical system over time. This can be seen
in Figure 1, where the control planes are seen edge-on, with the lobe labels indicated.
The parameters used in the figure were the same as those used by Hayes et al.: C1 =
1
9 , C2 = 1, L = 1

7 , G = 0.7, m0 = −0.5, m1 = −0.8, and Bp = 1. The double scroll system
is known to be chaotic for this parameter set, and its Poincaré maps, Lyapunov exponents,
and bifurcation diagrams have all been extensively studied [7–10].
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Figure 1. Double scroll attractor projected into the vC1 − iL plane, with control planes intersecting
lobes 0 and 1 [11]. Reproduced from Kevin M. Short and Matthew A. Morena, “Signatures of quan-
tum mechanics in chaotic systems”, Entropy 21(6), 618 (2019) https://doi.org/10.3390/e21060618
(accessed on 9 March 2024), with the permission of MDPI.

This work revealed that it was possible to learn the “grammar” of the chaotic system
by studying the space of sequences generated by the symbolic dynamics, where the space
could be defined as sequences of up to P visits to the lobes of the attractor for some chosen
length P. The grammar is equivalent to the space of accessible (or possible) sequences
generated by the chaos. To ascertain this information, HGO passed control planes through
the two lobes of the attractor, where the intersections were essentially one-dimensional
lines (hence, we will use “control planes” and “control lines” interchangeably). Then, the
control planes were divided up into some large number of bins, call it N subdivisions,
where N = 2000 in most investigations, so the control bins were very small. Then, the
center of each bin was taken as an initial condition, and a simulation was run to allow the
orbit starting at that initial condition to evolve around the attractor until it had visited
P-many lobes. Each time the orbit visited a lobe, the binary value associated with that lobe
was appended to the symbolic dynamic sequence associated with that bin. Thus, each bin

https://doi.org/10.3390/e21060618
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was associated with a binary symbolic sequence b1, b2, b3, . . . , bP. Then, one could look at
neighboring bins and see if they had the same symbolic dynamics for length P sequences.

To make the analysis more tractable, the symbolic dynamic sequences were turned
into a function based on binary fractions, rP(x), where x is a variable representing position
along the control line. For a given position, x0, suppose that the future visitation sequence
results in the binary sequence b1b2b3 . . . (where bi is either 0 or 1, representing a visit to
lobe 0 or lobe 1, respectively), then the visitation sequence is mapped to the binary decimal
0.b1b2b3 . . . given by

rP(x) =
P

∑
n=1

bn

2n (2)

for tracking the trajectory forward in time for P trips around the attractor. When plotted as
r(x) versus x, one sees plateaus where neighboring control bins all have the same visitation
sequences for P trips around the attractor. The great insight of HGO was that by perturbing
a trajectory when it passed through a bin, b0, so that it “falls off the plateau” and is shifted
to nearby bin b1, one can change the future evolution of the chaos so that after P trips
around the attractor, the trajectory will be on a different lobe of the attractor. Importantly, if
one is willing to wait for a greater number of trips around the attractor (i.e., by setting P to
a larger value), then the impact of a small perturbation would be amplified, and the r(x)
function would have smaller plateaus and more fractal-like structure along the plateaus.
An example of this is given in Figure 2, where we plot r5(x) and r12(x) for comparison. For
most of the research done with cupolets and the developments described in the rest of this
review, it turned out that P = 12 was generally sufficient.
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Figure 2. Comparing the r(x) function for P = 5 (red) future intersections with Poincaré surfaces and
P = 12 (blue) future intersections with the Poincaré surfaces.

The key point of the HGO approach was that any binary message bit string could
be transmitted by steering the chaotic attractor to visit the different lobes of the attractor,
so long as the first P − 1 bits were discarded as initialization bits. Hence, one can take a
text, such as a Shakespearean play encoded as ASCII bits, and induce the chaotic system
to trace out the entire text simply by applying perturbations along the control planes. If
the trajectory hits the control plane in position x0, the algorithm finds rP(x0) and looks at
the last bit value. If that bit value is the same as the first bit that the text requires, then the
trajectory is allowed to pass through the bin unhindered. However, if the text requires a
different bit, then the trajectory is perturbed to the nearest bin on the control plane that
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has the correct final bit. In this way, the chaotic system can be directed to trace out any
desired text, and since the perturbations are, in general, very small (and can always be
made smaller by choosing P to be larger), the system would trace out a nice signal that
creates the desired text.

There are a few technical details that are specific to the dynamical system chosen for
the HGO approach. First, each dynamical system has a “grammar” that determines the
possible sequences of visitations that may occur. In the double scroll system, it means that
every time a trajectory visits one of the lobes, it loops around that lobe at least once before
transitioning to the other lobe of the attractor. Hence, a binary visitation sequence like 010
will never occur, so it must not be allowed to occur in the text sequence. This conflict can be
avoided by defining a protocol that would pre-process the text so that, for example, every
block of identical bits would have a bit of the same type appended to the block. Thus, 010
would turn into 001100 and would then be consistent with the grammar of the attractor.
Secondly, since the HGO scheme is not intended for secure communication, the presence
of the kicks, while small, can still be detected in the chaotic trajectories, even if only one
dimension is considered as the signal (for example, the first derivative reveals the timing of
the perturbations). For secure communication, this would not be desirable. Nonetheless,
the work of HGO showed that with subtle nudges to the chaotic system, a great deal of
control over the future evolution of the chaos could be achieved.

2. Discovery of Cupolets and Applications to Secure Communication

In the late 1990s, A. Parker and Short (APS) began investigating secure communica-
tion techniques that used chaotic systems as the carrier signal. In most of the published
approaches to chaotic secure communication, the transmitted signal was a combination of
a chaotic carrier and a (hidden) message signal, and then the transmitted signal was used
to drive an identical chaotic system into synchrony at the receiver end of the communica-
tion channel [1–5,12–21]. Using prior work developed for predicting chaotic dynamics in
the presence of noise, e.g., to detect hidden simulated nuclear test explosions in seismic
background noise [22], they began looking at whether the hidden message signals could
be treated as noise, so that if a robust prediction of the chaotic carrier could be made, it
would be possible to extract the hidden messages from chaotic communications. These
efforts were successful, and in a series of papers, it was shown that the hidden messages
in chaotic, secure communications could be detected and extracted by reconstruction and
prediction [23–28], or other methods [29].

The main idea behind the approach to breaking secure chaotic communications was
that since a diffeomorphic version of a chaotic attractor could be reconstructed from a
one-dimensional time series [30], the chaotic carrier signal used in secure chaotic communi-
cations could be used to reconstruct a distorted version of the attractor, albeit perturbed by
the presence of the message signal. The perturbations effectively acted as noise in the sys-
tem, and the behavior of the message was inconsistent with the regular geometric structure
of the attractor. Then, using local coordinate systems erected around every sample of the
attractor, singular value decomposition techniques could be used to define local coordinates
and then project down to the dominant subspace in the region. This transformation largely
rejected the message signals, so a robust prediction of the carrier dynamics could be made
and, when removed, revealed the hidden message signal.

Since the methods for breaking secure, chaotic communications exploited the fact
that the chaotic carrier revealed the geometry of the original chaotic system (through
reconstruction), APS looked for a way to build a chaotic communication scheme that
never revealed the chaos in the communication channel. They realized that if an identical
chaotic system were set up at both a transmitter and receiver, and if the HGO method was
employed to steer the separate chaotic attractors from the same initial state, then a message
could be transmitted if the required binary kicks could be transmitted. The only transmitted
message that would be required would be the information about whether to perturb the
chaotic system when it hits a Poincaré control plane, and this information is independent
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of the message being sent. Further, the control information was purely binary—e.g., “Kick”
or “Don’t Kick”—so the communication link could be a typical modern digital data stream.
The key challenge was finding a way to initialize the chaotic transmitter/receiver systems
into the same state.

The digital communication aspect of the secure communication approach was de-
pendent on the steering mechanism proposed by HGO, but the initialization required
remotely defining a common initial state. Other researchers at this time were looking at
ways to stabilize UPOs, and several approaches had been developed [6,31–36]. While it
is a bit of an oversimplification, in most of these approaches, one needed to analyze the
Jacobian of the system as it moved around the attractor and carefully access the stable
and unstable manifolds to push the trajectory back toward the desired UPO. This was a
successful strategy and had been used to stabilize a small number (order 10 or so) of UPOs
in common chaotic systems. For the purposes of initialization, however, APS was looking
for an approach that could be applied exclusively along the control planes.

Just prior to this period, there was some work published by Bainov, Lakshmanikan-
tham, and Simeonov [37] on impulsive differential equations that looked at the behavior of
chaotic systems after being perturbed in various ways. Other references looking at impul-
sive controls are in [38–40]. This work inspired APS to explore the behavior of the double
scroll system under sequences of perturbations determined by kicks that corresponded to
the kicks in the HGO control method. The investigation started with the control planes
of the HGO method, divided into 2000 bins, and developed the appropriate r(x) function
that tracked the future visitation sequence for all of the bin centers for P loops around the
attractor. The method followed the protocol of HGO so that when a kick was applied, it
pushed the dynamic system into the nearest bin center that had a single bit difference in
the future visitation sequence, and this was called a macrocontrol. One slight alteration was
that even when the algorithm called for no kick to be applied, a microcontrol was applied to
shift the trajectory to the center of the current bin (of size on order 10−4). This was done to
simplify processing and avoid the need to ascertain bin edges with great precision.

With this setup, the investigation proceeded by sending in control bit strings that
would determine whether the system applied kicks upon intersection with a control plane,
and the bit strings were applied periodically until the system response was evident. Thus,
a control bit string like 01011 meant that when a 1 was processed, the system applied a
kick (i.e., a macrocontrol) at the next intersection with a control plane, and when a 0 was
received, only a microcontrol was applied at the next intersection with a control plane. Since
the controls were repeated periodically, the input was a bit string 01011010110101101011 . . .,
and the system response was noted. It quickly became clear that the system would transition
through a chaotic transient but then settle down into a periodic behavior, and that periodic
behavior had a period that was some integer multiple of the length of the control string.
Further investigation involved starting the application of the controls in every possible
starting bin on the control plane and revealed a surprising and exciting result that held in all
but one case—the resulting periodic orbits of the chaotic system were in one-to-one correspondence
with the control strings, and this was independent of the initial conditions or starting bin. This
is rarely the case with chaotic systems, given their high sensitivity to the choice of initial
conditions. This meant that once the control scheme was set up, one could input a control
string that would lead the chaotic system to stabilize on a periodic orbit that was uniquely
tied to the control string, and it did not matter what was the initial state of the chaotic
system. This solved the initialization problem for the chaotic communication scheme, since
the transmitter and receiver did not need to be synchronized through communication of
the chaotic system dynamics. All one needed to do was drive the transmitter-receiver
pair of chaotic systems with the same initializing, periodically applied control string, and
the transmitter and receiver would then be on the same periodic orbit—these periodic
orbits that arise in the control scheme were dubbed cupolets, indicating that they are chaotic,
unstable, periodic, orbit-lets. Explicitly, cupolets are periodic orbits that result from the
specified control scheme when driven by a prescribed sequence of perturbations. Cupolets
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support a one-to-few connection between the given sequence of perturbations and the
small number of resulting cupolets.

A side benefit of the cupolet stabilization approach was that thousands of cupolets
were quickly found, and these were close approximations of true UPOs in most cases.
Because the control scheme was driven by N-bit codes, it was fairly simple to write code
that would exhaustively run through all possible control codes, and, in practice, codes of
up to 16 bits in length were explored. For example, using the 16 bit codes and P = 12 loops
around the attractor to define the symbolic dynamics, more than 8000 cupolets were found
for the double scroll system. This allowed for the creation of a large library of cupolets that
could be examined and used for further applications.

With the introduction of cupolets as the initializing states of the communication
scheme, it was thus possible to develop a communication protocol that was simple and
effective [41]. A message transmission, involving a preamble that gave the initializing code,
would be used to create the initial periodic cupolet in both the transmitter and receiver.
The remaining bits of communication would then follow the HGO method to steer the
receiver away from the cupolet so that it would visit the appropriate lobes of the attractor
to trace out the text of the message. The communication channel only ever transmitted
digital data corresponding to “control” or “no control”, and so the chaotic system used was
never revealed. Further, so long as a new message uses a different cupolet as the initializing
state, the transmitted bit stream would be different even if the same text was retransmitted.
This work is described in greater detail in [42,43]. This approach was extended into a
key generation scheme, whereby a session key could be produced by chaotic means at
both transmitter and receiver, and then used in any standard communication protocol [44].
Finally, the presence of cupolets in other standard chaotic systems, as well as a cupolet
analog in 2-D chaotic maps, is discussed in [42].

3. Cupolet Spectra Resemble Musical Instrument Spectra

After the discovery of cupolets in the double scroll system, APS created a digital
library of all of the thousands of double scroll cupolets that had been found, up to cupolets
with 16 bits in the control string. Each cupolet was stored in an ascii file with the name of
the file incorporating the cupolet control code, so a file named C00101.txt indicated that
the cupolet was created using the control string 00101 applied repeatedly to the double
scroll system. Care was taken during the creation of this library to store each cupolet with
1024 samples taken from a single period of the cupolet with equal time steps. This had the
benefit that multiple periods could be created simply by appending copies of the cupolet,
and it simplified manipulation in the frequency domain since each oscillatory component
of the cupolet would be perfectly periodic over the 1024 samples, so problems with spectral
leakage would be avoided.

Two undergraduate students, Kimo Johnson and Dan Hussey, began an investigation
of the properties of cupolets. Since cupolets evolve in 3-space, their x-, y-, and z-components
each provide a time series representing nonlinear oscillatory behavior. The simplest cupo-
lets, e.g., see Figure 3, are only slightly distorted sine waves, but more complicated cupolets
have much more complex oscillatory patterns. Since each cupolet was produced with
16 bits of control information, it seemed that the production of complexity with just a
few bits might be a way to compress information, so an examination of the spectra of the
cupolets was conducted. Figures 3–7 show an original cupolet plotted in 3-D, labeled with
the control code used in the production of the cupolet. In the center column, the x-, y-, and
z-components are plotted for a single period, and in the rightmost column, the spectra of
four periods of the signal are plotted (restricted to only 200 bins of the spectrum). In these
figures, one can observe the vast diversity of behavior in cupolets, and these are just a small
selection from over 8000 options.
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Figure 3. Plot of the simplest cupolet, C00. Phase space plot in left column; time series plots for
x−, y−, and z− coordinates in center column; Magnitude FFT spectrum of four periods of the
corresponding x−, y−, and z−time series in right column.

Figure 4. Plot of cupolet C000101. Phase space plot in left column; time series plots for x−, y−, and
z− coordinates in center column; Magnitude FFT spectrum of four periods of the corresponding x−,
y−, and z− time series in right column.

After observing many different cupolet spectra, Johnson and Hussey concluded that
the spectra resembled those of musical instruments and subsequently wrote software
to use the cupolets as digital instruments. Of further interest is the fact that a cupolet
like C01011, seen in Figure 6, is perfectly symmetric and leads to spectra with only odd
harmonics, whereas non-symmetric cupolets contribute all harmonics. These can be seen in
the separation of the spectral lines in the figures; symmetric cupolets like C01011 have twice
the spacing between the lines. This important feature is present in musical instruments as
well, such as the differences in spectra between (approximately) closed-tube and open-tube
woodwind instruments. Finally, some cupolets are very asymmetric, such as C01011011
seen in Figure 7. The net effect was that cupolets could be used like midi instruments to
compose music and create a chaotic digital synthesizer, as described more fully in [45].
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Figure 5. Plot of cupolet C00101. Phase space plot in left column; time series plots for x−, y−, and
z− coordinates in center column; Magnitude FFT spectrum of four periods of the corresponding x−,
y−, and z− time series in right column.

Figure 6. Plot of cupolet C01011. Phase space plot in left column; time series plots for x−, y−, and
z− coordinates in center column; Magnitude FFT spectrum of four periods of the corresponding x−,
y−, and z− time series in right column.

The creation of synthesized music using cupolets as midi instruments provided a wide
range of options for the composer. The cupolets themselves played the role of the musical
instruments (the x−, y−, and z− components would each be accessible separately), and
with over 8000 cupolet options, only a subset has likely ever been examined, but among the
options were cupolets that sounded like (synthesized) guitar, harpsichord, organ, chimes,
and saxophone, with various versions of distortion effects on the instruments. Once the
instrument was selected for a composition, one would then select the note to be played. The
required pitch shifting was accomplished by taking the single period cupolet (or its spectrum)
and resampling it to have the correct frequency and duration for the chosen musical note.
In practice, this can be done most efficiently in the frequency domain, especially if the notes
are cross-faded with a synthesis window like a Hanning window. In this case, the spectral
elements of the single period spectrum are true delta functions, and to create an (almost)
exact pitch, one can simply convolve the Fourier transform of the synthesis window (i.e.,
the Hanning window) with the pitch-shifted harmonics of the cupolet spectrum. The root
frequency of the cupolet would be shifted by a factor of α to the exact desired frequency, with
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all of the harmonics shifted to the appropriate multiples of α, and then the delta-function
spectrum would be convolved with the transform of the synthesis window and resampled
onto the appropriate sampling grid. This process is simple and efficient and can produce
cupolet-synthesized music at the exact desired frequencies.

Figure 7. Plot of cupolet C01011011. Phase space plot in left column; time series plots for x-, y-, and
z-coordinates in center column; Magnitude FFT spectrum of 4 periods of the corresponding x-, y-,
and z-time series in right column.

Since each cupolet requires only 16 bits of information, the synthesized music exists
naturally in a very compressed form. Along with the 16-bit control code defining the
cupolet, the auxiliary metadata needed to produce the music would include the desired
frequency and duration of the note, the loudness level, and any of the other common
annotations in music (e.g., attack, decay, etc.). In fact, one side project that was never
published involved simply composing on a graphic display using a standard musical staff
and musical notation. Once the cupolet instruments were selected, all of the information
needed for the transformations could be taken directly from the musical score.

4. Audio and Video Compression with Cupolets

Once it was demonstrated that cupolets could produce reasonably realistic synthe-
sized instrument sounds, the natural next question was whether cupolets could be used
to represent recorded audio, image, and video data. In order to address this question,
the problems encountered in the music synthesis described in the previous section were
somewhat reversed. In order to use cupolets to represent natural recordings, one had to
first analyze and understand the content of the recordings and then consider whether there
were cupolets that could efficiently and accurately represent the signals. More interesting
was the question of whether the cupolets could represent the signals efficiently enough to
provide a commercially valuable form of compressed audio, images, and video.

Thus, the problem of compressing audio, images, and video with cupolets was divided
into two parts: front-end processing to identify the signal content in the source material,
and then backend processing to identify which cupolets were most suitable to substitute
in as replacements for the original signal. The subject of this paper is restricted to the
history of cupolets, so the signal processing required for the front end analysis will not
be included here. However, this work required much greater resolution than is normally
provided by the fast Fourier transform (FFT), so a family of super-resolution frequency
techniques was developed, called the complex spectral phase evolution (CSPE) family of
algorithms [46–50]. In practice, when applied to modern recorded pop music, for instance,
these techniques provided something like 200 times better frequency resolution than the
FFT. Further details about these techniques can be found in [51].
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As illustrated in the previous section, cupolets are very rich in structure and may
be used to generate a variety of different waveforms, ranging from a simple sine-like
wave with a single dominant spectral peak to more involved waveforms consisting of
many harmonics. Figure 8a illustrates another example of the high diversity in spectral
signatures found among cupolets. The data is taken from the FFT of a single period of
oscillation for each cupolet. The corresponding cupolets in the time domain can be seen
in Figure 8b. It is clear from comparing the figures that the simplest cupolet at the top
of the figure is essentially sinusoidal, while a much richer structure is apparent in the
other cupolets. Cupolets may thus be used to produce signals by using cupolet spectra to
replace (part of) a signal’s spectrum. Each of these cupolets may be produced using very
little information; typically, 16 bit control codes suffice. This makes cupolets especially
suited for signal approximations and data compression, where efficiently representing
real-world signals (e.g., audio and video) is important and can aid in achieving faster
convergence rates.
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Figure 8. Illustrating the diversity in cupolets with (a) their spectral variation among cupolets and
(b) their time-domain variations [52].

A key step in using cupolets for compression of audio, image, and video signals is
a front-end analysis of the signal to detect groupings of spectral elements that have a
harmonic relationship, as well as components of the signal that are more broadband. This
front-end analysis was done using the CSPE family of algorithms and allowed groupings
of spectral elements to be extracted from the original signals. Each harmonic group is
converted into a vector of harmonics so that it can be compared with the harmonics of the
library of cupolets. This is accomplished by placing all of the single period spectra of the
cupolets into a large matrix, suitably normalized, and then the selection of the best cupolet
match can be done by multiplying the matrix with the vector of harmonics from the signal
and selecting the maximal result. Specifically, if a matrix C holds the harmonics of each
cupolet in a row of the matrix, with each row normalized to unit magnitude, then if v⃗h
contains a list of harmonics from a portion of a signal, then max(|Cv⃗h|) corresponds to the
row with the best-fit cupolet to match the signal. In practice, this is usually done with just
the magnitude of the spectral elements, with phase information derived from the original
signal, and is similar to methods of matching pursuit or fitting with an overdetermined basis
set. The broadband elements were matched in a similar way, but without the decomposition
into harmonic groupings.

For example, in [52,53], Short et al. describe a high-quality, low-bitrate audio com-
pression technology, one of the first practical applications of cupolets, which formed the
basis for the launch of a company that pioneered downloading music to cellphones. As
described in the previous paragraphs, cupolets with the spectral characteristics closest to a
given signal component were chosen and adjusted in frequency, phase, and amplitude for
the reconstruction. This allows cupolets to reproduce an audio sample since multiple bins
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in the sample’s FFT may be represented by a single cupolet. In practice, certain key signal
elements were produced exactly, since the cupolet matches were less precise, but quite
sufficient for the broader components of the signal. The original signal was thus rebuilt at
a very low bitrate using this cupolet representation without significantly compromising
signal quality and was the basis for the *.koz audio compression format that was used for
music downloads to cellphones in one of the very first smartphone apps ever developed.
The practical consequence of this technology was that it allowed efficient transfer of music
over so-called 2.5G mobile networks, before 3G, 4G, and 5G networks were available,
using the very first smart phones and even phones from previous generations. Numerous
industry awards resulted from these efforts [54–57].

The use of cupolets as basis functions for approximations of many objects that have rich
spectral content has been very successful. Several patents resulted from this work, including
an audio compression method [51] that was the basis for the music download services and
an image and video compression method [58] that was never commercially marketed.

5. Compact Cupolets for Compression

In a further application, the rich spectral content of cupolets allowed for manipulation
of the phases of the cupolet components to create a compact form of a cupolet. This led
to the development of an image compression method where the basis functions could
span a continuum between a wavelet-like state and a sinusoidal-like state [59–61]. The key
result here is that a phase transformation applied to cupolets can transform them from an
oscillatory mode to a wavelet-like mode that can be used in a manner similar to wavelets
for image compression. However, if we allow for phase fitting as well, we can generate an
approach that is a hybrid of Fourier-like and wavelet-like representations.

A significant theoretical result is found in the investigation of Zarringhalam and Short,
who demonstrate how to transform cupolets from their natural oscillatory state resembling
the sinusoidal basis of Fourier analysis into a compact cupolet state [59]. Compact cupolets
are wavelet-like since their energy is concentrated around a single maximum. From there,
an adaptive basis for the space of real-valued functions of a discrete variable may be
constructed from only a few compact cupolets. Fourier and wavelet transforms are two
common techniques used in image compression, but compact cupolets combine the most
useful features of both methods.

Zarringhalam and Short then extended this multiresolution analysis using compact
cupolets to image compression [60]. The compression of a sample image using compact
cupolets is illustrated in Figure 9. The size of the image is 256 × 256 pixels, and the size
of the data window is a single line scan, or 256 points. The number of basis elements per
data window is 24, 56, and 120, respectively. At the third resolution level with 120 basis
elements, the reconstructed image is essentially perfect. The convergence is extremely
rapid when considering that such a low number of basis elements is needed.
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Figure 9. Cont.
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Figure 9. (a) Original 256 × 256 image and incremental resolution levels. The number of basis
elements in each resolution level is (b) 24 (c) 56 and (d) 120 per window [60]. Reproduced from
Kourosh Zarringhalam and Kevin M. Short, “Generating an adaptive multiresolution image analysis
with compact cupolets”, Nonlinear Dynamics, 52, 51-70 (2008) https://doi.org/10.1007/s11071-007-
9257-7 (accessed on 9 March 2024), with the permission of Springer Publishing.

6. Theoretical Connections to Unstable Periodic Orbits (UPOs) and Shadowing

The connection of cupolets to true UPOs is advanced in the theoretical work included
in the thesis by Zarringhalam [59]. Important shadowing theorems had previously been
developed in [62,63], showing that computed orbits of chaotic systems can be considered
reliable estimates of the true trajectories of the chaotic systems. Also, the method of contain-
ment developed by Grebogi, Hammel, Yorke, and Sauer [64], and later extended to higher
dimensions by Hayes and Jackson [65,66], advanced the idea of looking at Poincaré sections
erected along the trajectory of a dynamic system. Then, the development of Zarringhalam’s
more flexible shadowing theorem was greatly aided by the work of Coomes, Koçak, and
Palmer [67,68], where they developed the idea of a δ-pseudo orbit, whose deviations from
a computed orbit to the true solution were bounded by some δ at each Poincaré section
erected perpendicularly to the trajectory. This shadowing theorem combined the mappings
from Poincaré section to Poincaré section and used the Brouwer fixed-point theorem to give
conditions under which one can conclude that there is a true orbit shadowing the computed
δ-pseudo orbit. Branching off from these approaches, Zarringhalam realized that since a
cupolet’s orbit involves small kicks, the limits on δ implied by the Brouwer fixed-point
theorem were impractical to prove the shadowing of cupolets. Further, it was necessary
to build in a mechanism to control the twisting and rotation of the stable and unstable
manifolds relative to the trajectory as a cupolet fulfills its orbit. The solution was to apply
the Browder fixed-point theorem along cupolet trajectories, as well as continued establish-
ment of flow-aligned local coordinates. In essence, at each sample along a (cupolet) orbit,
the flow direction given by the dynamical equations provided one reference coordinate,
with a hyperplane defined perpendicular to that direction. Singular value decomposition
(SVD) was used to establish orthogonal coordinates on the hyperplane that was continually
rotated to align with the stable and unstable directions. The combined mapping from the
hyperplanes (e.g., Poincaré sections) could then be used with the Browder fixed-point theo-
rem to establish conditions under which one can test whether a cupolet orbit is shadowed
by a true solution of the dynamical system that would be one of the true UPOs of the
system. It still remains to implement this proof in algorithmic form.

7. Targeting in Chaotic Systems Using Cupolets

The theory and application of cupolets was further advanced by the steering and
targeting work developed by Morena, Short, and Cook (MSC) in 2014 [69]. This work relied
on the propensity for cupolets to intersect at selected locations along the control planes.
MSC developed an algorithm that would induce the underlying chaotic system to transition
smoothly between the orbits of two intersecting cupolets, so long as the transition occurred

https://doi.org/10.1007/s11071-007-9257-7
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precisely at their point of intersection. For non-intersecting cupolets, the technique would
find a sequence of pairwise intersecting cupolets that would provide a path of smooth
transitions between the original two cupolets. In this way, a chaotic system could be steered
around its attractor by riding along the known orbits of its cupolets and jumping from
one cupolet to another, as desired. This would allow the chaotic system to be made to
acquire a specific orbit or to be steered to a specific region of phase space simply by using
the cupolets as steps along a directed path to the desired target.

Steering and targeting the trajectories of nonlinear systems has long been the focus of
several engineering applications. As an example, consider the scenario in which you are
piloting a spacecraft in order to explore some moon, planet, or asteroid. Suddenly, one of
the spacecraft’s engines malfunctions and its fuel supply begins to dwindle, jeopardizing
your return mission home. After a brief moment of panic, you now need to know: Is there
a path along which I can safely navigate the spacecraft home? If so, can I identify a safe return
trajectory that is also the most fuel-efficient? These two questions largely drive research into
applications of low-energy transfer, unstable ballistic capture, and spacecraft guidance [70].

Cupolet intersections are allowed by the control method described in Sections 1 and 2
because whenever a chaotic trajectory is being directed onto a cupolet, a sequence of
macrocontrols or microcontrols is applied whenever the trajectory passes through a control
plane. These controls reset the trajectory to the center of a control bin, which permits
some cupolets to intersect if they are steered through the same bin center. To initiate the
transition between two intersecting cupolets, from an initial cupolet to a target cupolet,
the controls of the initial cupolet must be replaced by a specific cyclic permutation of the
controls of the target cupolet precisely when the initial cupolet passes through the cupolets’
intersection bin. This is because the bits of a cupolet’s control code are order-specific to
the particular bins through which that cupolet passes. If the transition is not implemented
precisely, then the incongruous control will steer the chaotic system away from the orbit
of the original cupolet and along a transient path that will behave chaotically until a
new cupolet is pursued. This means that the control code for the target cupolet must be
cyclically rotated until its leading bit is precisely the control that defines the perturbation
of the initial cupolet at this particular control bin. This is known as a controlled transition
because, when it is implemented, the orbit of the initial cupolet is instantly redirected
onto that of the target cupolet via the control scheme, eliminating the risk of incurring any
wayward transients during the changeover. Intersecting cupolets are known more formally
as switchable cupolets, given that it is possible to switch between them simply by switching
control codes.

Figure 10 illustrates the difference between a transient-free transition and a lengthy
transition between cupolets C00 (period-1) and C01 (period-4). Figure 10a shows the
underlying chaotic system destabilizing from C00 and subsequently evolving along a
transient. Figure 10b illustrates a transient-free transition from C00 to C01, which can be
carried out provided that the appropriate permutation of controls that govern C01 are
applied at the cupolets’ common bin of intersection. Otherwise, as Figure 10c,d show,
the cupolets’ transition may involve a significant transient in order to be completed. The
transition seen in Figure 10c,d requires 24 additional loops around the attractor before the
target cupolet C01 is acquired.

Transient-free transitions cannot be expected between non-intersecting cupolets. This
is because the absence of an intersection means there is no way for the underlying sys-
tem to simultaneously destabilize from the initial cupolet and stabilize onto the target
cupolet. Instead, the system reverts to evolving chaotically around the attractor during
an unpredictable transient phase that will eventually conclude with the target cupolet’s
acquisition, assuming that the controls for the target cupolet are being repeatedly applied
all the while. However, one may still transition smoothly between non-intersecting cupo-
lets by identifying a chain of pairwise-switchable cupolets that link the initial and target
cupolets together and by performing a series of controlled transitions along the chain until
the system ultimately acquires the target cupolet. The entire transition is directed along
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known segments of other cupolets, thereby avoiding the unpredictable transients that can
crop up otherwise.
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Figure 10. (a) Cupolet C00 (blue orbit) destabilizes to a chaotic transient (purple orbit) when the
implementation of its control sequence is disrupted, (b) a smooth, transient−free transition from C00
to C01 (red orbit), (c) a lengthy transition from C00 to C01 that involves multiple intermediary loops
around the attractor, (d) time series showing the transition seen in (c). Reproduced from Matthew A.
Morena, Kevin M. Short, and Erica E. Cooke, “Controlled transitions between cupolets of chaotic
systems”, Chaos 24, 013111 (2014) https://doi.org/10.1063/1.4862668 (accessed on 9 March 2024),
with the permission of AIP Publishing.

Cupolets and UPOs are found densely embedded around the attractor of a chaotic
system, which means there are bound to be numerous sequences of pairwise-switchable
cupolets that collectively link two nonintersecting cupolets together. To determine the
optimal transition sequence, MSC [69] devised a graph-theoretic approach that models
the interconnectivity of cupolets around an attractor as a weighted directed graph, where
control bins represent the graph’s vertices and cupolets represent its edges. Here, “optimal”
refers to the particular transition sequence that collectively passes through the Poincaré
section the least number of times, which determines the length of a transition sequence.
For the double scroll system and its twin-lobed attractor, this is equivalent to the number
of times the orbit of the transition sequence circumnavigates either of the attractor’s two
lobes. As illustrated in Figure 11, two control bins are connected if there is a cupolet whose
orbit passes from one of the bins to the other. The edges between two vertices are weighted
according to the integer number of intermediary bins an associated cupolet visits when
connecting the two associated bins. If multiple cupolets connect the same two control bins,
the cupolet passing through the least number of intermediate bins is used, ensuring that at
most one edge connects any two vertices.

MSC deployed Dijkstra’s shortest path algorithm from algebraic graph theory to
determine the path with the least cumulative weight between any two vertices. In terms of
cupolet transitions, this represents the shortest path between the associated bin pair. To

https://doi.org/10.1063/1.4862668
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determine the shortest transition sequence from an initial cupolet to a target cupolet, the
MSC algorithm compares all possible bin pairs between the two cupolets and selects the
bin pair that can be connected by the least weighted sequence of intermediate cupolets, as
determined by Dijkstra’s algorithm. The optimal transition sequence between the initial
and target cupolets would begin and end at the bins of this bin pair.
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Bin 3 Bin 4
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Cup F−2
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Figure 11. A weighted digraph showing the interconnectivity of cupolets as edges and control bins as
vertices. Reproduced from Matthew A. Morena, Kevin M. Short, and Erica E. Cooke, “Controlled transi-
tions between cupolets of chaotic systems”, Chaos 24, 013111 (2014) https://doi.org/10.1063/1.4862668
(accessed on 9 March 2024), with the permission of AIP Publishing.

In this way, the problem of targeting UPOs in chaotic systems reduces to the search
for optimal paths through a graph. Path searching is a well-developed topic in computer
science, and a number of algorithms exist that have remarkable efficiency. This is important
because studies involving cupolets often rely on large libraries of pre-stabilized cupolets.
This research also introduces certainty into the control and steering of chaotic systems.
Although the prediction of chaotic systems is possible in the short term, the hypersensitivity
of chaotic systems to perturbation makes accurate long-term predictions all but impossible.
However, the technique for determining and implementing controlled transitions permits
a chaotic orbit to be navigated purposely to multiple locations of an attractor simply by
traversing along concatenated segments of known periodic orbits. This allows for the
formulaic control of a chaotic trajectory beyond the standard predictability horizon.

It remains to be seen if the metric for describing the length of a transition sequence
produces equivalent results if the length were computed differently. In MSC [69], the length
of the transition sequence is determined by counting the number of times the underlying
Poincaré section is pierced by a transition sequence. In this framework, a path that traverses
back-and-forth across the attractor but that only intersects the Poincaré surface a handful of
times would be weighted far less than a path that makes numerous Poincaré intersections
in quick succession. There are other means to compare two transition sequences. The flow
time and the path length, for instance, are two other metrics worth exploring. Both of these
would assign more weight to paths that travel longer and farther and may produce results
that relate better to the application at hand. Another approach would compute the local
Lyapunov exponent along the path that connects two control bins, providing a sense of
how chaotic the path is and the effort involved in directing the system along this path. It
would be interesting to compare the results produced by all these different ways of defining
a transition length.

https://doi.org/10.1063/1.4862668
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8. Fundamental Cupolets

During the course of the targeting work, it became apparent that a transition sequence
could be made to close up on itself and produce a closed loop around the attractor [71]. By
interlacing the control sequences of the cupolets used in the transition sequence, the new
orbit was seen to be a cupolet that had been created separately from the control method and
was instead constructed by amalgamating the orbits of existing simpler cupolets. In some
cases, the synthesized cupolet turned out to already exist in the working set of cupolets;
in other cases, the new cupolet had been created beyond the working set of previously
stabilized cupolets.

These observations inspired the development of a new irreducibility property that
distinguishes the cupolets whose orbits can be decomposed by sequences of switchable
cupolets from those cupolets whose orbits cannot be broken down in this manner [71].
Cupolets for which no decomposing set of cupolets can be found are said to be irreducible
with respect to a working library of cupolets and are called fundamental cupolets. The
cupolets that are amalgamations of fundamental cupolets are known as composite cupolets,
and the set of fundamental cupolets that decompose a composite cupolet is known as its
fundamental decomposition. Thus, the fundamental cupolets comprising the fundamental
decomposition of a composite cupolet are all pair-wise switchable with each other, and,
together, their entire orbits will exactly reconstruct the full orbit of the associated composite
cupolet via a single sequence of controlled transitions. The sequence of controlled tran-
sitions is determined using the graph-theoretic technique described in Section 7. Since a
fundamental cupolet can only be decomposed by itself, its fundamental decomposition is
simply the set consisting only of itself.

Figure 12 illustrates the amalgamation of the period-16 cupolet C0001111101110111,
by three, simpler “fundamental” cupolets, C000110111 (period-9), C01111 (period-5), and
C11 (period-2). These three fundamental cupolets are pairwise switchable, and so their
orbits can be spliced together at their intersections with transient-free controlled transitions
that collectively assemble C0001111101110111. By doing so, the fundamental cupolets give
the fundamental decomposition for this cupolet (see [71] for more details). The symbols
shown along the cupolets’ orbits of Figure 12 serve simply to further distinguish the orbits
of these cupolets.
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Figure 12. Illustrating the amalgamation of composite cupolet C0001111101110111 (period-16)
by simpler, fundamental cupolets C000110111 (period-9), C01111 (period-5), and C11 (period-2).
Reproduced from Matthew A. Morena and Kevin M. Short, “Fundamental cupolets of chaotic
systems”, Chaos, 30, 093114 (2020) https://doi.org/10.1063/5.0003443 (accessed on 9 March 2024),
with the permission of AIP Publishing.
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Identifying the fundamental cupolets from within a large, working library of cupolets
allows a chaotic system to be analyzed from a completely new perspective. The fundamen-
tal cupolets effectively serve as basis-like building blocks for higher-order cupolets, which
allows for a significant portion of a cupolet library to be completely collapsed onto its set
of fundamental cupolets without incurring any information loss. For instance, the study
described in [71] utilized a library of 13,896 cupolets, of which 2414 were composite cupo-
lets whose fundamental decompositions were completely determined by the algorithm.
This means that 2414/13,896 ≈ 17% of the original cupolet library was superfluous and
could be discarded without losing any dynamical information. Reducing the cardinality of
a cupolet library offers several advantages. This greatly simplifies the process of obtaining
higher-order cupolets, since these tend to be composite cupolets whose orbits may instead
be acquired by splicing together sequences of simpler, fundamental cupolets via controlled
transitions. Also, a cupolet library reduced to its smaller subset of fundamental cupolets
will expedite many investigations involving large numbers of cupolets. This is because
these investigations have involved iterating over each member of a cupolet library, so if
the essential cupolets can be separated from the redundant cupolets, then these algorithms
could be streamlined.

Future work will examine the suspicion that the fundamental cupolets will provide
highly accurate approximations to several measures of chaotic systems, such as dimension,
Lyapunov exponents, and natural measure. These measurements are typically formulated
as orbit expansions over a specific set of irreducible UPOs, known as the prime UPOs.
Prime UPOs are those that exhibit irreducible symbolic sequences and provide highly con-
vergent approximations to these calculations. One could examine whether these dynamical
measurements could be computed via orbit expansions over the fundamental cupolets.
If the fundamental cupolets compare favorably to the results obtained via true UPOs,
then subsequent work could be devoted to developing a new, cupolet-based framework
for analyzing a chaotic system as an alternative to that which has been demonstrated
with UPOs.

9. Chaotic Entanglement

Chaotic entanglement represents an emerging and interdisciplinary new area of cupo-
let research. In chaotic entanglement, two chaotic systems interact in such a way that
the interaction is mutually stabilizing and each system stabilizes onto a cupolet so that
the cupolets’ stabilities become deterministically linked; disturbing one cupolet from its
periodic orbit subsequently affects the stability of the partner cupolet, and vice versa. In
the related papers [11,72,73] the two chaotic systems interact via an interaction function
that exchanges control information so that one system perturbs the other system. The
interaction function takes in the symbolic dynamics information from one cupolet, e.g.,
its aforementioned visitation sequence, and outputs information as an emitted sequence that
will be used as controls on the partner system. The perturbations in the partner system are
made in accordance with the control technique that is used to stabilize cupolets.

The transition from chaotic behavior to stabilized cupolets has implications for the
entropy in the systems. As it evolves, a free-running chaotic system generates information
(e.g., Kolmogorov entropy) at a positive-finite rate. This information is typically encoded as
symbolic dynamics for the system, which would simply be a list of the lobes of the attractor
visited over time for the double scroll system. An example of this is a cupolet’s visitation
sequence, which records the sequence of visits the cupolet makes to each control plane; of
course, once stabilized onto a periodic cupolet, the visitation sequence becomes periodic,
with entropy zero. A chaotic system thus naturally produces a binary information sequence
that can be used as the argument to an interaction function that is meant to mimic the local
environment, resulting in controls that impact the partner system, and vice versa, so that
the two systems engage in a two-way exchange of information. The surprising discovery
was that the two systems that would naturally exist in disordered, chaotic states often
mutually stabilize each other onto the periodic orbits of their cupolets.
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Figure 13, reprinted from [11], provides step-by-step illustrations of chaotic entan-
glement forming between two cupolets of the double scroll system. Table 1 provides the
control, visitation, and emitted sequence of each cupolet. The cupolets’ entanglement
process begins in Figure 13a with two chaotic systems, System I and System II, evolving
without control and in close proximity to each other. A control sequence, e.g., 000011111, is
applied from an external source to System I, causing the system to stabilize onto a particular
cupolet, C000011111 in this case. Figure 13b shows this cupolet evolving about the attractor
and generating its visitation sequence V000111111. The visitation sequence is then passed
through an exchange function, where it is converted into an emitted sequence by way of a
binary operation. In this example, V000111111 is converted to E011101111 by interpreting
the bits of the visitation sequence as binary energy and imposing an energy threshold on
the visitation sequence [72,73].
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Figure 13. Step-by-step formation of chaotic entanglement for the double scroll system [11]. (a) An ex-
ternal control is applied to System I. (b) This subsequently stabilizes System I onto cupolet C000011111,
which then begins producing symbolic dynamics information in the form of its visitation sequence.
(c) An interaction function converts the visitation sequence into the emitted sequence E011101111 and
transmits this information as a control to System II. This induces System II to stabilize onto cupolet
C011101111. (d) Cupolet C011101111’s visitation sequence is then converted to the emitted sequence
E000011111 and transmitted as control information back to System I, replacing the external control.
Each emitted sequence exactly matches the corresponding cupolet’s control sequence, which locks
both systems onto the persistent, periodic orbits of their cupolets. The cupolets’ entanglement will
perpetuate as long as the exchange function continues mediating the exchange of control information
between the systems. Reproduced from Kevin M. Short and Matthew A. Morena, “Signatures of quan-
tum mechanics in chaotic systems”, Entropy 21(6), 618 (2019) https://doi.org/10.3390/e21060618
(accessed on 9 March 2024), with the permission of MDPI.

Figure 13c shows the interaction function transmitting the emitted sequence over to
System II, where it is applied as a control sequence. This induces System II to stabilize

https://doi.org/10.3390/e21060618
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onto the cupolet governed by the controls that make up the emitted sequence, which is
cupolet C011101111 in this example. The cupolets’ interaction now reverses direction
when System II transmits control information back to System I, as seen in Figure 13d. As
C011101111 winds its way about the attractor, its visitation sequence V000000000111111111
is passed through the same interaction function, which outputs a second emitted sequence,
E000011111. In a similar manner, this emitted sequence is fed back and applied as control
instructions to cupolet C000011111 of System I. In some special cases, the emitted sequence
produced by one cupolet exactly matches the control sequence of its partner cupolet, and
vice versa. When this happens, the two cupolets are dynamically driving each other’s
stability and generating the necessary control instructions themselves in a mutually self-
stabilizing feedback loop. With this, the two chaotic systems are said to be chaotically-
entangled. In fact, the original external control can be discontinued because a persistent
feedback loop has been established between the two chaotic systems, whose stabilities are
guaranteed as long as their two-way interaction is not disturbed.

Table 1. (Color online) Summary of the entanglement seen transpiring in Figure 13. Cupolets C000011111
and C011101111 entangle because the control sequence for C000011111 is contributed by C011101111
via its emitted sequence, E000011111. Similarly, the stability of C011101111 is maintained by the emitted
sequence, E011101111, which C000011111 generates. The interaction function mediates the entanglement
functions by applying a ‘preponderance’ condition on the bits of each visitation sequence [11].

Cupolet Visitation Sequence Emitted Sequence

Chaotic System I C000011111 V000111111 E011101111
Chaotic System II C011101111 V000000000111111111 E000011111

All of this is mediated by the intermediary interaction function (also called the ex-
change function in [11,72,73]), which defines the interaction between the two chaotic
systems. Interaction functions are described more thoroughly in [72,73], but essentially
represent the environment or medium in which the interacting chaotic systems are found.
A variety of interaction functions have been developed and tested, including integrate-
and-fire models and several logic operations, demonstrating the interdisciplinary nature
of chaotic entanglement. One interaction function used successfully in this work is based
on Racicot’s empirical study of integrate-and-fire dynamics that are exhibited by firing
neurons [74]. Some fifty pairs of entangled double scroll cupolets were found using this
function, and its use inspired the subsequent study of mutual stabilization in neuronal
systems described in Section 11 below. Another pair of chaotically-entangled cupolets,
C000011 and C000111, is shown in Figure 14, and the visitation and emitted sequences of
these cupolets are listed in Table 2. The interaction function that induces this entanglement
is derived from the integrate-and-fire dynamics of firing neurons [72,73]. Overall, virtually
every interaction function or class of interaction functions led to entangled cupolets, so it
may be a robust property of certain chaotic systems.

Morena and Short then extended the original framework of chaotic entanglement so
that it allows for the entanglement between more than two chaotic systems [75]. In the
new framework, a given chaotic system can mutually stabilize with multiple other chaotic
systems through localized interactions at specific locations of the attractors. For chaotic
systems with multi-lobed attractors, such as the double scroll and Lorenz systems, each lobe
is free to individually send and receive control information. This makes each lobe available
to entangle with a lobe of another chaotic system. From here, networks of entangled chaotic
systems have been assembled into various geometric structures with chaotic entanglement
playing the role of a bonding agent between each pair of interacting systems. This is
known as multi-system entanglement, and Morena and Short have developed a number of
different topologies and arrangements that range in complexity from a simple tripartite
lattice to loops and other types of networks.



Dynamics 2024, 4 413

(a) (b)

Figure 14. Cupolets (a) C000011 (period 24) and (b) C000111 (period 18) can be induced into chaotic
entanglement via an integrate−and−fire interaction function. The cupolets’ visitation and emitted
sequences are listed in Table 2.

Table 2. (Color online) Summary of the entanglement that forms between cupolets C000011 and
C000111, seen in Figure 14. These cupolets entangle because the control sequence for C000011 is
contributed by C000111 via its emitted sequence, E000011. Similarly, the stability of C000111 is
maintained by the emitted sequence, E000111, which C000011 generates. The interaction function
that mediates this entanglement derives from the integrate-and-fire dynamics of firing neurons.

Cupolet Visitation Sequence Emitted Sequence

C000011 V000000111111111111111111 E000111
C000111 V000000111111111111 E000011

10. Parallels with Quantum Mechanics

Chaotic entanglement is a relatively recently discovered phenomenon, but it has al-
ready played a pivotal role in several interdisciplinary applications. In [72,73,76], Morena
and Short used chaotic entanglement to establish a new correspondence between classical
and quantum mechanics. The notions of wave function collapse, entanglement, entropy
readings, superposition of states, nonlocality, and the measurement problem are all fun-
damental to quantum mechanics, but have conventionally been considered incompatible
with chaotic systems due to their inherent nonlinearities and sensitivity to perturbation.
However, a similar framework of superposition and wave function collapse is supported in
chaotic systems whose state vectors are provided by the cupolets (e.g., UPOs). This relates
to the theoretical work of Grebogi, Yorke, and Ott, who characterized a chaotic system’s
natural measure as being concentrated on its set of UPOs [34]. The dynamics of a chaotic
system are thus locally dependent on these orbits, with each UPO or cupolet providing a
nonzero contribution to the overall state dynamics, so that a UPO’s influence is strongest
when the system is evolving in its near vicinity and weaker otherwise.

This framework allows a chaotic system’s state vector α⃗ ∈ R∞ to be defined as the
weighted contribution of each cupolet:

α⃗ = (α1, α2, . . . , αk, . . .), (3)

with each αk providing the contribution of the system’s kth cupolet at a particular time.
Letting Ψ = Ψ(t) denote the state of the chaotic system, the associated wave function is:

Ψ =
∞

∑
k=1

αkψk, (4)
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where ψk = ψk(t) denotes the state space coordinates of the kth cupolet at time t ∈ R, where
k ∈ N. If the system evolves on or extremely nearby its kth cupolet, then Ψ ≈ ψk because at
this moment αk ̸= 0 and αl ≈ 0 for all l ̸= k. If the state of the system is evolving in a region
bounded by neighboring cupolets, then those nearby cupolets provide the greatest nonzero
contribution to Equation (4), while cupolets located elsewhere contribute negligibly.

In this way, a freely-evolving chaotic system exists as a superposition of its cupolet
states [76]. When the system is controlled by one of its cupolets, the controls that it
repeatedly receives serve as the measurement process that leads to the collapse of its wave
function. This occurs precisely when the chaotic system stabilizes onto a cupolet, ψk, say,
in which case αk = 1 and αl = 0 for all l ̸= k. This reduces Equation (4) to Ψ = ψk and
Equation (3) to α⃗ = (0, . . . , 0, 1, 0, . . .), whose only nonzero component is αk. Following
the collapse, the chaotic system can be described uniquely by a single cupolet state.

As with quantum entanglement, chaotic entanglement is also highly sensitive to
measurement. Disruptions to the interaction between two entangled cupolets will almost
always destroy the entanglement unless a great deal is known about the control scheme.
By measurement, we mean a perturbation that could be as subtle as the microcontrols or
macrocontrols that are implemented by the aforementioned control scheme, or as general
as an arbitrary perturbation applied to one of the two parent systems. As an example,
consider the subtle effect of interchanging a ‘0’ bit for a ‘1’ bit in the control sequence
of one of the two entangled cupolets. Control sequences are unique since they direct a
chaotic system onto one specific cupolet. Disturbing the control sequence would perturb
the cupolet into a different bin on the control plane and effectively destabilize it from its
periodic orbit. This would result in the cupolet generating a different visitation sequence
that would no longer guarantee the stability of the partner cupolet, likely destroying their
entanglement. However, should the appropriate controls for the first cupolet be restored
and continue to be periodically applied, then the two cupolets would eventually restabilize
via the restarted entanglement process.

Finally, in the context of chaotic entanglement, the idea of “collapse of the wavefunc-
tion” is quite natural. Since interaction equals measurement, any measurement made on a
chaotic system induces perturbations to the chaotic system and these might effectively
act like controls applied to the system, directing it into a cupolet state. So, before the
measurement, the system exists in a mixed state determined by local cupolets and chaotic
dynamics, but after the measurement, a periodic cupolet state results.

Cupolets and chaotic entanglement also provide new perspectives for the measure-
ment problem in quantum mechanics. The sensitivity of a quantum wave function to
measurement makes it very difficult for researchers to prepare accurate experiments with
quantum systems. This is problematic for studies in which multiple quantum systems
must all be synchronized in advance. The systems must be prepared in the same state
immediately prior to each measurement in order to ensure consistency and accuracy across
the experiment. The new perspective on this problem comes from the cupolet-stabilizing
control technique, which allows the user to determine the state of an evolving chaotic
system by repeatedly applying controls since the resulting cupolet is independent of the
initial condition. Or, provided one has access to measurement tools smaller than the scale of
the control bins, a measurement could be designed whose effects would be subtle enough
that they would not perturb an evolving cupolet to a new bin center on a control plane.
The microcontrols would correct the deviation the next time the cupolet intersects a control
plane. This technique can be extended to a pair of entangled cupolets, whereby a subtle
measurement could be applied to one of the cupolets without jeopardizing their underlying
entanglement. This would allow one to explicitly determine the state of the other cupolet,
thus synchronizing the two systems and aiding in state preparation prior to an experiment.

It is perhaps not surprising that chaotic entanglement evokes so many connections
to its quantum namesake, considering that a number of recent studies have detected sig-
natures of chaos in quantum systems. Though seemingly incompatible, since chaos is
considered nonlinear in classical physics while quantum physics is linear and supports
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superposition, one signature linking chaos and quantum is the sensitivity of some quantum
systems to perturbation. This has been seen in experiments tracking quantum states that
are evolving under slightly different Hamiltonians, whereby the differences in state evolu-
tion are associated with the positivity of a classically-derived Lyapunov exponent [77,78].
Chaudhury et al. experimentally observed that the differences could be related to whether
the initial conditions correspond classically to chaotic versus regular regimes [79]. Another
signature of chaos is present in the phenomenon of quantum scarring, where a quantum
system’s associated wave function is concentrated on paths that correspond to periodic
orbits in the classical limit [80–83]. This gives another area where periodic orbits and
quantum effects are connected.

Quantum entanglement is also considered to be a reliable indicator of classical chaos [84,85].
Several kicked-top experiments of cesium (133Cs) atoms have produced phase plots re-
vealing islands of regular motion surrounded by a sea of chaos [79]. If entropy measures
are used to assess the strength of the entanglement, stronger entanglement develops be-
tween atoms whose initial states are prepared from a chaotic regime, whereas weaker
entanglement develops between atoms that evolve from regular regions. It appears that
the quantum regime reflects properties of the underlying classical system [86].

In addition to these similarities, Short and Morena also discussed several properties
of quantum mechanics that are incompatible with classical, chaotic systems [11,75]. For
starters, superposition in quantum mechanics pertains to the linear combinations of state
vectors that separately satisfy Schrödinger’s equation and that collectively describe the
state of an associated quantum system. This is not supported in chaotic systems due to
their inherent nonlinearities, meaning that any linear combination of periodic orbits could
not be expected to be a solution to their parent chaotic system. Superposition for chaotic
systems instead refers to the state of a chaotic system existing as a mixture of its periodic
orbits, even though, collectively, any linear combination of these orbits would not outright
satisfy the governing equations. That said, the fundamental cupolets themselves effectively
play the role of basis elements, albeit as an overdetermined basis. Further, if examined
using spectral methods, it might appear that sinusoidal modes can be used to create “states”
of a chaotic system. This would be wrong, since the states thus created would not lie on the
chaotic attractor unless chosen to correspond to a cupolet or UPO. Thus, a Hilbert space
like the Fourier basis can be misleading if an intimate knowledge of the nonlinear dynamics
is not known.

Quantum entanglement also allows for spontaneous, nonlocal interactions, often
referred to as instantaneous or “spooky” action at a distance. The communication between
two quantum-entangled particles is both instantaneous and distance-independent. This is
not supported in classical mechanics. For chaotic entanglement to occur, the two chaotic
systems must be evolving in close proximity to each other in order to interact and exchange
control information; for cupolets, we would say that interaction equals measurement, and any
interaction could potentially trigger mutual stabilization. That stabilization would persist
as long as a communication link remains between the systems, and if the communication
is broken, the entanglement would decay on a time scale related to the local Lyapunov
exponents of the cupolets. However, it would not be a truly instantaneous action at
a distance, as supported in quantum mechanics. The chaotic entanglement does not
materialize instantaneously nor decay instantaneously because a period of transition is
required in order for a chaotic system to stabilize or destabilize fully from a cupolet, but on
such a short time scale, this may not be easily accessible in experiments.

11. Cupolets in Neuron Systems

Over the past few decades, there has been increasing interest in developing mathemat-
ical models of neurons. The most comprehensive model is the Hodgkin-Huxley model [87],
which is based on careful analysis of the biochemistry and biophysiology in the neuron, but
the model is four-dimensional and has so many parameters that it is somewhat unwieldy.
Simplified models have been developed that can reproduce the observed spiking behavior
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of neurons. A two-dimensional model called the Fitzhugh-Nagumo (FHN) model [88–90]
can reproduce the spiking behavior of neurons, but since it is two-dimensional, it cannot
reproduce the chaotic behavior sometimes exhibited by neurons (although coupled FHN
neuron models can behave chaotically [91]). A popular three-dimensional model that has a
closer connection to physical neurons and can display chaotic behavior is the Hindmarsh-
Rose (HR) neuron model [92], given in Equation (5). The parameter values used are a = 1,
b = 3, c = 1, d = 5, s = 4, and xr = −8/5. Typically, the r and I parameters are varied and
can be selected from a chaotic regime, if desired.

ẋ = y − ax3 + bx2 + I − z,

ẏ = c − dx2 − y,

ż = r(s(x − xr)− z),

(5)

In this model, the x variable represents the neuron’s membrane voltage that produces
the spiking behavior called the action potential, while the y and z variables govern the
recovery or refractory period between the action potential spikes. The z variable has a
slower characteristic timescale than the y recovery variable. As discussed in [92], the HR
system can exhibit periodic firing, bursts, and random firing. The dynamics of the HR
system are quite similar to those of biological neurons, and typically the x variable goes
through a sequence of consecutive spikes (action potentials) before entering the refractory
period. The system will produce chaotic dynamics when r = 0.006 and I = 3.25, and that is
the regime studied in [93,94] and the three-dimensional attractor of the HR neuron appears
in Figure 15. The bursting behavior, particularly of the x variable time series, is illustrated
in Figure 16.
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Figure 15. Numerical integration of Equation (5) with r = 0.006 and I = 3.25 so that the model
is in a chaotic region [93]. (A) 3-Dimensional phase space plot of the x, y, and z dynamics. Projec-
tion of (A) onto (B) the x-y plane, (C) the x-z plane, and (D) the y-z plane. Reproduced from
John E. Parker and Kevin M. Short, “Cupolets in a chaotic neuron model”, Chaos 32, 113104
(2022) https://doi.org/10.1063/5.0101667 (accessed on 9 March 2024), with the permission of
AIP Publishing.
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Since the HR neuron model can behave chaotically, Parker and Short chose it for the
first study of cupolets outside of the standard chaotic attractors found in the chaos/nonlinear
dynamics literature. In this investigation, they found that cupolets exist in the HR neuron
model [93], and further, there is evidence that mutual stabilization (e.g., chaotic entan-
glement) is possible within the HR model [94]. This recent development is potentially
quite important since communication between biological neurons is via impulsive action
potentials, and it is natural to equate the impulsive kicks applied along control planes
in cupolet research with idealizations of the action potentials passed over the synapses
of neurons.
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Figure 16. One dimensional time series of each dynamical variable (A) x, (B) y, and (C) z in Figure 15
and Equation (5). Reproduced from John E. Parker and Kevin M. Short, “Cupolets in a chaotic neuron
model”, Chaos 32, 113104 (2022) https://doi.org/10.1063/5.0101667 (accessed on 9 March 2024), with
the permission of AIP Publishing.
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The procedure for finding and stabilizing cupolets in the HR model followed the same
approach as for other chaotic systems. The attractor was intersected by two planes, as
indicated in Figure 17. This system was analyzed to find the symbolic dynamics of points
along the control planes, and the appropriate r(x) function was created (it was similar but a
bit simpler than that for the double scroll system), and the system was driven by sequences
of repeating control codes. The result was a rich array of around 7000 cupolets; a selection
is displayed in Figure 18.

x

1.0
0.5

0.0
0.5

1.0
1.5

y

6
5

4
3

2
1

0

z

3.0

3.1

3.2

3.3

Figure 17. Plot of the Hindmarsh-Rose dynamical system in chaotic regime with control planes [93].
Reproduced from John E. Parker and Kevin M. Short, “Cupolets in a chaotic neuron model”, Chaos
32, 113104 (2022) https://doi.org/10.1063/5.0101667 (accessed on 9 March 2024), with the permission
of AIP Publishing.
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Figure 18. Selection of Hindmarsh-Rose cupolets: (A) C11, (B) C0110, (C) C1010010, and
(D) C01010010 [93]. Reproduced from John E. Parker and Kevin M. Short, “Cupolets in a chaotic
neuron model”, Chaos 32, 113104 (2022) https://doi.org/10.1063/5.0101667 (accessed on 9 March
2024), with the permission of AIP Publishing.
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One interesting discovery in the HR system was that not all cupolets were in one-to-
one correspondence with the control codes. Instead, the development of the final cupolet
was dependent on the initial condition, and such related cupolets were called homologous
cupolets. The set of initial conditions that led to different homologs was similar to a
fractal basin boundary. Cupolet C01000111 was found to support the greatest number of
homologous cupolets, and Figure 19 shows four such multiplicities of this cupolet. One
can see that some of the kicks along the control plane are large (e.g., Figure 19a, and this is
related to the simpler structure of the HR attractor compared to the double scroll system
and the fact that the associated r(x) function has several large flat plateaus [95].
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Figure 19. (a–d) Homologous cupolets from the Hindmarsh-Rose system. All four cupolets derive
from the control code 11100010, and the resulting cupolet is dependent on the initial condition.

In subsequent work, Short and Parker found that HR neurons could be made to
mutually stabilize in a manner equivalent to that described previously in Section 9 on
entangled cupolets. In this work, it was shown that when HR neurons communicate over a
synapse, mediated by an interaction function, the interaction between HR neurons could
be mutually stabilizing so that each separate neuron would converge onto a cupolet, and
they would become locked into those cupolets by the interaction. This implies that the
information passed into the HR neurons is trapped as long as the mutually stabilizing
feedback loops continue—this may be an example of memory in a nonlinear system. This
mutual stabilization was found in a variety of topologies and would be robust unless an
interruption was injected into the system. The topologies considered include a bidirectional
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mutual stabilization between two HR neurons; stabilization that runs along a chain of HR
neurons; and a chain feedback mutual stabilization where the output from the end of the
chain of HR neurons feeds back to an earlier link in the chain, and stabilization ensues.

12. The Future of Cupolet Research

The research effort into cupolets has been very fruitful over the last 25 years. The
simplicity of the control scheme and the abundance of stabilized cupolets have been
surprising outcomes. In some sense, the discovery of cupolets amounts to allowing the
chaotic system to tell us how it likes to behave, rather than going through an intensive
control method that continually steers the trajectories back toward a desired outcome.
The property that cupolets in the double scroll system are in (essentially) one-to-one
correspondence with the control code and that the development of a given cupolet is
independent of the initial conditions remains a remarkable and mysterious property of
chaotic systems. It is true that some HR cupolets developed homologs that were not
independent of initial conditions, but this work is still rather new and deserves further
study. It may be that the rP(x) function needed to be computed for greater values of P,
or it could simply be that the attractor structure was simpler for the HR system. Further,
while this paper focused on the double scroll system, with a brief mention of the HR
system, cupolets have also been found in the Rössler and Lorenz systems, as well as in
2-D unimodal maps. These systems have not been studied as extensively, but it appears
that the stabilization properties leading to cupolets may be common in chaotic systems.
Certainly, it would be an interesting topic for further research.

The connections between chaotic entanglement and quantum entanglement remain
interesting. The notion of a Hilbert space of states in quantum mechanics does not carry
over to chaotic systems and may be misleading for chaotic systems since the chaotic systems
are inherently nonlinear and the attractor geometry provides specific constraints. Future
research may provide insight into how to use cupolets or UPOs to build up an appropriate
mathematical formalism to replace Hilbert spaces for nonlinear problems.

The relationship between measurement, cupolet stabilization, and collapse of the
wave function would be particularly intriguing if it could be tested in an experiment, but
simply showing that interaction equals measurement in the context described here would
be a conceptual advance. To explore the implications of spooky action at a distance, it
would be useful to study the rates of decay of entanglement loss in quantum systems
and compare it to what would occur in a chaotic entanglement scenario. Finally, in tests
of quantum mechanics, the preparation of a consistent initial state is important to get
clear results, but it is unclear how to do so from a classical perspective. It might be an
interesting experiment to see if some sort of periodic pulsing of the initial state prior to
an experiment can produce different results, with the assumption being that if the system
exhibits some chaotic behavior, then the pulsing may cause the chaotic system to stabilize
onto cupolets. In summary, since chaotic systems have the potential to entangle, future
experiments in quantum entanglement should consider whether the results could have
chaotic explanations.

One of the limitations of the cupolet research has been that the kicks along the control
plane are effectively instantaneous. This information-theoretic approach allowed for much
more extensive testing and the isolation of so many thousands of cupolets. However, to
connect more closely with physical systems, these kicks should be converted to a distributed
impulse over a small range, for example, in a thin region after the control plane. If this
were implemented, then the perturbations would be fully continuous.

For the latest work on the HR neuron models, the use of kicks along the control
planes is much more closely aligned with the expected behavior of neurons, since the
signaling across a synapse is by impulses. Hence, it would not be surprising if these
models were closer to a physical implementation. In fact, the initial use of integrate-and-fire
interaction functions in the double scroll system was inspired by neuron behavior, so it
has been rewarding to see that cupolets exist in HR neuron models as well. There remains
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a great deal of work that can be done in neuron models, including the incorporation of
parameterized time delays in the feedback loops to examine more closely the impact on
the development of mutual stabilization. Overall, it is intriguing to observe HR neurons
locking into persistent states that might have some connection to memory. Perhaps the
most exciting target for future work would be to examine the Hodgkin-Huxley model to
see if it supports the development of cupolets and chaotic entanglement, since that model
is more closely tied to the biophysiology and biochemistry of actual neurons.

There has been great interest in the development of quantum computers in the
past decade. In particular, researchers have recently shown that the chaotic Belousov-
Zhabotinsky reactions can be used in a manner similar to a quantum computer [96]. An-
other interesting avenue of future research would thus be to see if any quantum or chaotic
computing frameworks could be designed around cupolets and their properties.
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