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Abstract: 5G Cell Search (CS) is the first step for user equipment (UE) to initiate communication
with the 5G node B (gNB) every time it is powered ON. In cellular networks, CS is accomplished
via synchronization signals (SS) broadcasted by gNB. 5G 3rd generation partnership project (3GPP)
specifications offer a detailed discussion on the SS generation at gNB, but a limited understanding of
their blind search and detection is available. Unlike 4G, 5G SS may not be transmitted at the center
of carrier frequency, and their frequency location is unknown to UE. In this work, we demonstrate
the 5G CS by designing 3GPP compatible hardware realization of the physical layer (PHY) of the
gNB transmitter and UE receiver. The proposed SS detection explores a novel down-sampling
approach resulting in a 60% reduction in on-chip memory and 50% lower search time. Via detailed
performance analysis, we analyze the functional correctness, computational complexity, and latency
of the proposed approach for different word lengths, signal-to-noise ratio (SNR), and down-sampling
factors. We demonstrate end-to-end 5G CS using GNU Radio-based RFNoC framework on the USRP-
FPGA platform and achieve 66% faster SS search compared to software. The 3GPP compatibility and
demonstration on hardware strengthen the commercial significance of the proposed work.
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1. Introduction

In a cellular network, user equipment (UE) performs initial access (IA) to establish
communication with the base station (BS) every time it is powered ON [1–6]. The IA com-
prises the downlink and uplink synchronizations. The downlink synchronization involves
the cell search (CS), and acquisition of minimum system information (MSI) at the UE [2,7–9].
The first step, CS, allows the UE to obtain cell identity and synchronize with the BS in terms
of symbol, slot, subframe, and frame timings [7–9]. After the CS, MSI acquisition provides
information such as access type (barred, restricted, or unrestricted), carrier frequency and
bandwidth, cell selection information (minimum receiver level), scheduling information,
downlink/uplink configurations, etc. [2,10–12]. The uplink synchronization, via physical
random access channel (PRACH), allows the base station to locate and instruct the UE to
fine-tune the uplink timings such that uplink transmissions from multiple UEs are aligned
in time irrespective of their distances from base-station [10,13,14]. In [15], CS is moved
from UE to BS via code-book-based approach. However, this approach is not compatible
with existing 3GPP standards.

The CS is the first and foremost step of the 5G IA and the focus of the work presented
in this paper. It is accomplished via synchronization signals (SS) broadcasted by 5G
node B (gNB). 5G 3rd generation partnership project (3GPP) specifications offer a detailed
discussion on the SS generation at gNB, but limited understanding about their blind search
and detection at UE is available [7–10,16–18]. Historically, it is left to be designed by
equipment manufacturers.

The CS in 5G substantially evolved from 4G Long Term Evolution (LTE) [19–23]. The
significant difference is the location of SS in the frequency domain. In 4G LTE, the SS
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is transmitted over the subcarriers in the middle of the carrier [19]. In 5G, the location
is not fixed and is unknown, which means the UE needs to blindly search the SS over
the entire carrier bandwidth [10]. To simplify the blind search, 3GPP introduced Global
Synchronization Channel Number (GSCN) in 5G, which pre-defines possible positions
where gNB can transmit SS. The SS bandwidth and overall transmission bandwidth in 5G
are significantly wider; hence, SS detection requires multiple large-size correlators [4]. This
makes the blind search computationally complex and time-consuming. Deep learning for
CS may not be suitable for low latency applications [24]. Other blocks of the CS physical
layer (PHY), including message generators, channel encoders, data modulators, scramblers,
interleaves, and their counterparts in the receivers, are redesigned in 5G [25,26]. Thus,
efficient design of 5G CS and in-depth performance analysis are essential to understand
computational complexity and identify the limitations for future standard releases.

The work presented in this paper aims to innovate algorithms and architecture for
accurate and reliable 5G CS. The proposed 5G CS PHY is based on the Release 16 of the
3GPP standards [16–18]. The main contributions of the paper are summarized as follows:

1. We develop and integrate various building blocks of the 5G CS PHY of the gNB
transmitter and UE receiver for realization on hardware. Along with the conventional
baseband PHY operations, we design the gNB scheduler to broadcast the SS signals
as per the 3GPP specifications.

2. We demonstrate the design and FPGA implementation of signal processing blocks
such as primary SS (PSS) and secondary SS (SSS) detection, demodulation reference
signal (DMRS) detection, and cell identity (CI) estimation at UE as per 3GPP standard.
Multiple instances of the detected PSS, SSS, and DMRS signals are used to detect the
frame, sub-frame, and symbol boundaries in the received signal.

3. To speed up the blind SS search, we propose a new PSS detection approach that
explores a novel down-sampling approach resulting in a 60% reduction in on-chip
memory and 50% lower search time.

4. Via detailed performance analysis, we analyze the functional correctness, computa-
tional complexity, and latency of the proposed approach for different word lengths,
signal-to-noise ratio (SNR), and down-sampling factors.

5. We demonstrate the functionality of the proposed end-to-end 5G CS PHY on the
GNU Radio and Universal Software Radio Peripheral (USRP) based radio frequency
network-on-chip (RFNoC) platform from Ettus Research [27,28]. We demonstrate
the 66% reduction in SS search time by efficiently utilizing the Field-Programmable
Gate Array (FPGA) available on USRP compared to conventional GNU Radio-based
software implementation.

The proposed demonstration on hardware and 3GPP compatibility strengthens the
commercial significance of the proposed work. Please refer here (https://tinyurl.com/A2
AIIITD (accessed on 12 August 2023)) for source codes and supporting tutorials. The list of
abbreviations used in the paper is given in Table 1.

The rest of the paper is organized as follows. We discuss the 3GPP specifications
for 5G CS and review the relevant works in Section 2. The downlink transmitter and
receiver physical layer architectures are presented in Sections 3 and 4, respectively. The
experimental results and complexity analysis is done in Section 5. In Section 6, we discuss
the realization of CS using GNU Radio based RFNoC framework followed by experimental
results. Section 7 concludes the paper.

https://tinyurl.com/A2AIIITD
https://tinyurl.com/A2AIIITD
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Table 1. Execution Time and Resource Utilization Comparison for PSS Search

Parameters Word Length
DPSS

1 6 10

Execution Time
(ms)

SPFL (32 bits) 29.3 19.2 19.1
Fixed Point {32,2} 13.3 6.9 6.85
Fixed Point {24,2} 13.3 6.8 6.84

On Chip Memory
(18 KB BRAMs)

SPFL (32 bits) 156 108 100
Fixed Point {32,2} 144 106 96
Fixed Point {24,2} 108 82 80

Embedded
Multipliers

(DSP48s)

SPFL (32 bits) 137 137 137
Fixed Point {32,2} 107 107 107
Fixed Point {24,2} 104 104 104

6-input
Look-Up-Table

(LUT)

SPFL (32 bits) 42.7 K 42.6 K 42.6 K
Fixed Point {32,2} 41.5 K 41.3 K 41.3 K
Fixed Point {24,2} 31.1 K 30.9 K 30.9 K

2. Specifications of 5G CS and Literature Review

In this section, we discuss the 3GPP specifications for 5G CS PHY and review the
works related to the hardware implementation of CS PHY.

2.1. 5G CS PHY

We consider the n78 frequency band (3300–3800 MHz) in the frequency range 1,
i.e., FR1 (410–7125 MHz) as it is being widely chosen for initial deployment of the 5G
networks [5,6]. As per the 3GPP specifications, the maximum transmission bandwidth in
the n78 band is 100 MHz, and sub-carriers (SC) spacing (SCS) is fixed to 30 kHz for SS [17].
Thus, the maximum number of SC in the n78 band is 3276. In 5G, a resource block (RB) is
the smallest bandwidth unit for resource allocation and 1 RB consists of 12 SCs. Thus, the
maximum number of RBs available in the n78 band is 273.

The 5G PHY is based on orthogonal frequency division multiplexing (OFDM) based
waveform modulation [25]. Each OFDM symbol consists of the number of SCs which
must be a power of two due to IFFT/FFT operations. This results in 4096 SCs per OFDM
symbol in n78 [17]. In the time domain, each frame duration is 10 ms, and it consists
of 10 sub-frames. Each sub-frame consists of 2 slots, and each slot consists of 14 OFDM
symbols. Then, a single frame of 10 ms comprises 280 OFDM symbols. Then, the symbol
duration is 33.33 µs with a cyclic prefix size of 2.86 µs for the first symbol of each slot and
2.34 µs for the remaining 13 symbols. Different size of cyclic prefix allows a common frame
structure for multiple SCS newly introduced in 5G [5,25].

The SS signals are transmitted in a burst, known as SS burst (SSB), and the size,
duration, and periodicity of the SSB depend on the operating frequency range. For n78,
SSB is transmitted in every other frame, and each SSB comprises 8 SS [7–10,16,18]. In a
frame, the starting OFDM symbol of the SS is {4,8,16,20,32,36,44,48}. The duration of each
SS is 4 OFDM symbols which means SSB spans over 52 OFDM symbols in a frame of
280 symbols.

Each SS consists of 240 sub-carriers (SC) in the frequency domain, i.e., 20 resource
blocks (RBs) and 4 OFDM symbols in the time domain [7–10,16,18]. As shown in Figure 1,
the middle 127 SC of the first and third OFDM symbols are occupied by PSS and SSS,
respectively. Since PSS and SSS are the first signals detected by UE during IA, they are
carefully designed to enable blind detection with high reliability. 3GPP has adopted m-
sequences to generate PSS dPSS(n) and SSS dSSS(n), 0 ≤ n < 127 [16]. The rest of the
113 SCs of the first symbol are fixed to zero. The PSS and SSS allow the UE to detect the
physical cell ID (PCI). In 5G, there are 3 candidate PSS sequences and 336 candidate SSS
sequences which means the PCI range is from 0 to 1007 [16,18]. In the third symbol, there
are 7 upper and 6 lower SC adjacent to the SSS fixed to zero, and the remaining SCs are
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occupied by a physical broadcast control channel (PBCH) carrying MIS and DMRS. The
DMRS occupies 25% of the remaining SC, i.e., 144 SC. Since DMRS is quadrature phase
shift keying (QPSK) demodulated, it consists of 288 bits which are generated using 3GPP
defined pseudo-random sequence generator using two parameters: (1) PCI, NCell

ID , and
(2) SS index, SSi, of the SS in SSB, SSi i ∈ {1, 2, . . . , 8} [16,18]. At UE, DMRS is detected
after PSS and SSS detections which means DMRS allows estimation of the SS index which
is critical for a frame, sub-frame, slot, and symbol synchronization. DMRS also allows
channel estimation for MIS reception via PBCH [11,12,23].

The location of all SS in SSB among 4096 SCs is not fixed in 5G and it is decided
by the GSCN value. Furthermore, gNB can dynamically change the GSCN of the SSB.
As per 3GPP specifications, there is a one-to-one mapping between the GSCN value and
corresponding SSB center frequency [16,18]. In n78, the GSCN range is from 7711–8051 and
the frequency resolution is 1.44 MHz. For example, the carrier frequency of 3305.28 Mhz is
assigned a GSCN of 7711. Then, the GSCN of 7712 corresponds to the carrier frequency of
3305.28 + 1.44 = 3306.72 MHz. The last GSCN of the n78 band is 8051 and it corresponds
to 3794.88 MHZ [16,18]. Such a GSCN raster of 1.44 MHz resolution allows UE to quickly
detect SS by limiting the search over a limited number of center frequencies compared to
the search over carrier frequencies with a channel raster of 15 kHz resolution.
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Figure 1. Details of 5G SSB scheduling and SS build blocks [16,18].
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2.2. Review: Mapping of 5G CS PHY on Hardware

The design, theoretical analysis, and simulation-based performance evaluation of 5G
PHY have been an active research topic in the last few years [7–9,13,14,29,30]. Various
works on the design and optimization of PHY sub-blocks such as channel encoders [31–34],
OFDM modulator [35,36], beamforming [37,38] and channel estimation [39–41] have been
explored to improve the PHY performance compared to 4G PHY. However, only a few
works have focused on 3GPP standards and further improvements without compromis-
ing the compatibility with existing and previous standards [7,8,13,14,19,30]. From 5G
CS perspectives, works in [8,9] provide an in-depth understanding of the SS generation
while [7] offers an innovative intelligence-based CS approach. However, these works do
not highlight the challenges in SS detection and applications of SS detection for timing
synchronization. The work presented in this paper aims to bridge this gap.

Another important aspect of 5G PHY deployment is an efficient implementation on the
software and hardware platforms. Compared to 4G, there are numerous scenarios that have
resulted in the split of PHY depending on positions of radio, distribution, and centralized
units [42–44]. This demands hardware-software co-design of the PHY. In [45,46], authors
have explored the hardware-software co-design of IEEE 802.11 PHY on Zynq system-on-
chip (SoC) platform. In [35,47], authors have explored reconfigurable OFDM waveform
with dynamically controlled out-of-band emission. In [48], authors have proposed reconfig-
urable OFDM-based PHY to support multi-standard operations. However, none of these
works consider 3GPP compatible 5G PHY. The work in [26] is limited to OFDM-based
transceivers but does not consider various control and data channels in 5G while the work
in [49] is limited to software-based CS implementation using USRP. In this work, we design
software and hardware IP cores of 3GPP compatible 5G PHY and demonstrate the 5G CS
operations by developing the receiver PHY. We also demonstrate end-to-end 5G CS PHY
using RFNoC based USRP-FPGA platform.

3. Downlink Transmitter PHY for CS

In this section, we present the design details and architecture of the downlink trans-
mitter PHY for CS. As shown in Figure 2, the PHY consists of multiple scheduling and
baseband signal processing tasks such as frame scheduler, SS scheduler, SS generation,
4096-IFFT, CP addition, and windowing or filtering. Among them, the last three blocks
perform convectional OFDM modulation and are designed using FFT and filter IPs shared
publicly by AMD-Xilinx. As discussed in Section 2, the CP size depends on the location of
the OFDM symbol in a slot, and hence, slot and OFDM symbol indexes are given as input
to the CP addition block.

PSS

4096-
IFFT

CP
Addition

Windowing/
Filtering

SS
RAM 
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Figure 2. Block diagram of CS transmitter PHY.

SS scheduler is the most important unit of the CS PHY and it is responsible for
generating the stream of OFDM symbols with embedded SS signals at the desired time



Chips 2023, 2 228

and frequency locations as shown in Figure 1. The SS scheduler mainly consists of a frame
scheduler, generation blocks for PSS, SSS, DMRS, and PBCH, memory to store one instance
of SS and a resource mapper. The output of the SS scheduler is modulated using OFDM
modulation. The 5G frame scheduler block is designed to generate multiple signals to keep
track of frame, sub-frame, slot, and OFDM boundaries. This is done using a modulus-4096
counter which is configured by the MAC layer. At the end of each cycle of this counter,
the OFDM symbol index is incremented by 1. OFDM symbol index is tracked using the
Modulus-14 counter and at the end of its cycle, the slot index is incremented by 1. In this
way, slot index, sub-frame index, and frame index are generated using modulus-2, modulus-
10, and modulus-1024 counters, respectively. The frame scheduler also generates the SS
index, SSi, to generate appropriate SS signals and keep track of active SS transmission. The
SSi is calculated using the OFDM symbol and frame indices as discussed in Section 2. The
final task of the frame scheduler is to generate the address generator so that 960 symbols
corresponding to an upcoming instance of SS are stored in the memory. It is designed
using a modulus-960 counter as shown in Figure 2. Though each counter is shown as
an independent unit in Figure 2, all counters are carefully implemented to maximize the
shared hardware reuse and counters are synchronized so that the signals are generated as
per the 3GPP timing requirements.

For SS generation, PCI and GSCN values are configured by the MAC layer in the
internal register via the AXI-Lite interface. The first sub-block is the PSS generator which
outputs a 127-length binary phase shift key (BPSK) modulated sequence for a given PCI. It
is based on the 3GPP specification in [16] and given by

PSS(n) = 1− 2PSSre f ((n + 43NCell
ID %3)%127) n ∈ {0, 1, . . . , 126} (1)

where
PSSre f (i + 7) = [PSSre f (i + 4) + PSSre f (i)]%2 i ∈ {0, 1, . . . , 126} (2)

Here, PSSre f (6 : 0) = {1,1,1,0,1,1,0}. The first step is to obtain a reference PSS binary
sequence, PSSre f of 127 length, using the first seven fixed bits. As shown in (1), (i + 7)th
bit of the PSSre f depends on the (i + 4)th and (i)th bits. Since PSSre f is fixed, we can
pre-calculate it and store it in the memory as shown in Figure 3. Thereafter, PSS is obtained
by reading the reference PSS sequence in the particular order, and this order is based on
the input PCI, NCell

ID as shown in Figure 3. For instance, when NCell
ID = 0, PSS is BPSK

modulated version of PSSre f since X = 0 and for NCell
ID = 1, PSS is BPSK modulated version

of 1-bit shifted version of the PSSre f since X = 1. Also, the modulus by three operations
indicates that there are three different PSS sequences.

127-bit ROM
for PSSref

Part Select 
(X:127)43  Mod(127)  PCI Part Select 

(0:X)

Bus Creator

Mod(3) X

127

PSS

127

Figure 3. Architecture for generating the 3GPP PSS.

Similarly, SSS is also a 127-length BPSK modulated sequence, and one of the 336 candi-
date sequences is chosen using the input PCI, NCell

ID , as shown in Figure 4. In SSS generation,
two reference 127-lengths sequences, SSSre f 0 and SSSre f 1, are stored in the memory, and
they are calculated as
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SSSre f 0(i + 7) = [SSSre f 0(i + 4) + SSSre f 0(i)]%2 i ∈ {0, 1, . . . , 126} (3)

SSSre f 1(i + 7) = [SSSre f 1(i + 1) + SSSre f 1(i)]%2 i ∈ {0, 1, . . . , 126} (4)

Here, SSSre f 0(6 : 0) = SSSre f 0(6 : 0) = {0,0,0,0,0,0,1}. These reference sequences are read
in a particular order followed by element-wise multiplication to obtain SSS. Mathematically,
SSS is calculated as [16],

SSS(n) = [1− 2SSSre f 0(m0)][1− 2SSSre f 1(m1)] n ∈ {0, 1, . . . , 126} (5)

where

m0 =

[
n +

(
15

⌊
NCell

ID
336

⌋
+ 5NCell

ID %3

)]
%127 (6)

m1 =

[
n +

(
NCell

ID
3

)
%112

]
%127 (7)
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+
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127
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127
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Figure 4. Architecture for generating the 3GPP SSS.

The DMRS is 144-length Quadrature Phase Shift Keying (QPSK) modulated sequence
generated using the PCI, NCell

ID and SS index, SSi as shown in Figure 5. Due to dependence
on the value of SSi, the DMRS is different for each SS in a SS burst. The DMRS generation
involves pseudo-random binary sequence (PRBS) generation of length 288 which is then
QPSK modulated to obtain the final DMRS. The PRBS generation is based on length-31
Gold sequence and it needs the initial seed, PRBSinit, which is calculated using the PCI,
NCell

ID and SS index, SSi [16].

PRBSinit = 211(SSi + 1)

(⌊
NCell

ID
4

⌋
+ 1

)
+ 26(SSi + 1) + (NCell

ID %4) (8)

Using the PRBSinit, PRBSseq of length 288 is generated using length-31 gold se-
quences [16]. The detailed steps and algorithm for PRBS generation have been discussed
in [16] and the corresponding proposed hardware architecture is given in Figure 5. The
final step in SS generation is the PBCH. Since it is not needed for the first phase of CS, we
have randomly generated 432 complex symbols that are placed on the resources allocated
for PBCH.
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Figure 5. Architecture for generating the 3GPP PBCH-DMRS.

The generated SS block, i.e., four OFDM symbols each of 240 complex symbols, is then
stored in the memory. The resource mapper block generates the stream of OFDM symbols
of size 4096 SCs with an embedded SS at the desired time and frequency location. The
frequency location is controlled by the GSCN configured by the MAC layer while the time
location is as per the 3GPP specifications discussed in Section 2: Figure 1. Next, the design
of the downlink or UE receiver PHY is presented.

4. UE Receiver PHY for CS

The downlink, i.e., UE, receiver PHY for CS needs to blindly detect the SS and identify
the transmitted PCI, NCell

ID , and the index of the detected SS block, SSi. It also helps the UE
to locate the starting sample of each frame, sub-frame, slot, and symbol which is critical for
receiving the MSI and establishing the uplink communication with the gNB.

The block diagram of the receiver PHY is shown in Figure 6. The first step is to
identify the presence of CP so that the receiver can group the received samples in a packet
of 4096 samples comprising a single OFDM symbol. In this work, we assume ideal
synchronization between BS and UE [50]. This is done via a conventional auto-correlation-
based approach where the received signal is auto-correlated with its delayed version since
CP is the initial section of the OFDM symbol appended at the end. The CP detection enables
the identification of symbol boundaries so that 4096 complex symbols corresponding to a
single OFDM symbol are extracted for the PSS search task. Since CP detection is a well-
known task in wireless PHY, we skip the discussion on its architecture. Note that the CP
detection is an optional step in CS PHY but it helps to reduce the number of samples to be
processed by the PSS search block thereby speeding up the PSS search. The CP detection
may fail when SNR is poor and in such cases, all the samples are forwarded to the PSS
search block.
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Figure 6. Block diagram of the CS receiver PHY.
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The next step is to identify the OFDM symbols containing the SS block. Though SS is
transmitted in pre-defined OFDM symbols, the receiver is not aware of the index of the
detected OFDM symbol, and hence, blind detection of SS is needed. We first detect the
presence of the PSS using the PSS Search block and identify the detected PSS sequence,
PCI_2 ∈ {0, 1, 2}. The PSS detection also enables the extraction of symbol boundaries
whenever CP detection fails. The OFDM symbol containing PSS can also be detected using
the f rame_tick signal generated by the boundary search block. However, in the beginning,
f rame_tick signal may not be available and hence, accurate and fast detection of PSS is
critical for CS PHY. The SS OFDM Symbol Extractor block extracts the four OFDM symbols
containing one instance of SS and forwards them to the OFDM demodulator containing the
CP removal and 4096-FFT. After FFT, 960 symbols of the detected SS instance are extracted.
Among them, samples belonging to SSS in the third OFDM symbol are sent to the SSS
search block to identify the SSS sequence, PCI_1 ∈ {0, 1, . . . 335}. Using the PSS and SSS
search, we can estimate the PCI as 3*PCI_1 + PCI_2. The extracted 144 DMRS symbols
are forwarded to the DMRS search unit to identify the SS index, SSi ∈ {1, 2, . . . , 8}. In the
end, the boundary search block exploits the timing information of the multiple SS blocks to
identify the frame, sub-frame, and slot boundaries. Next, we present the architecture of the
PSS search, SSS search, DMRS search, and boundary search blocks of the receiver CS PHY.

4.1. PSS Search

The PSS Search is the most important part of CS PHY as it helps the receiver to
identify the presence of the SS block. The challenges in the PSS search are unknown symbol
boundary, multiple locations since GSCN is unknown, and large transmission bandwidth
of 100 MHz out of which SS occupies only 7.2 MHz resulting in large-size correlators.

To detect the transmitted PSS index, PCI1 ∈ {0, 1, 2}, the cross-correlation is performed
between the three reference PSS signals and the received signal. Since the location or
GSCN of the received PSS is unknown and SS bandwidth is small compared to total
transmission bandwidth, direct cross-correlation between the received signal and reference
PSS is computationally complex and time-consuming. Furthermore, generating separate
PSS reference signals for each of the 340 different GSCN needs huge on-chip memory.
To address these challenges, we propose a novel architecture for PSS search as shown in
Figure 7. In the proposed architecture, instead of generating reference PSS for every GSCN,
we generate three reference PSS with the lowest GSCN, i.e., 7711. Thus, the received signal
need to be down-converted to the lowest GSCN so that cross-correlation can be performed
to detect the presence of the PSS. Since the GSCN of the received signal is not known, we
need to perform down-conversion for all possible GSCN values and hence, a scheduler
is used to generate appropriate down-conversion frequency, fGSCN , sequentially till the
PSS is detected. Since PSS occupies only 7.2 MHz bandwidth, the size of correlators can
be reduced by downsampling reference as well as received signals. We have achieved
these operations via a digital down converter (DDC) which downconverts the received
signal to the GSCN value selected by the scheduler followed by the low-pass filtering to
remove aliasing and down-sampling by the chosen factor, DPSS. Since the downsampling
results in a loss of signal and may affect the detection probability of the PSS, it should
be chosen carefully based on the received signal-to-noise ratio (SNR). Empirically, higher
SNR allows the use of larger DPSS which in turn leads to faster PSS search and lower
memory requirement. The final task after the PSS detection is to locate the starting sample
of the OFDM symbol containing the PSS and generate an appropriate tick signal for further
synchronization. This is done using the location of the correlation peak for the detected
PSS and corresponding GSCN value.
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Figure 7. PSS Search Architecture.

4.2. SSS Search

In SSS Search, the received 240 samples extracted from the third OFDM symbol of
the detected SS are correlated with 336 reference SSS sequences to detect the PCI2 ∈
{0, 1, . . . , 335}. Instead of storing all reference sequences, we have used the SSS generator
in Figure 4 to generate the desired sequence. Since PCI is not known, the scheduler is
used to cycle through all possible SSS sequences. The sequential SSS search architecture
is shown in Figure 8. Depending on the given resource and latency constraints, we can
explore serial-parallel architecture by using multiple SSS generators and correlation blocks
in parallel.

SSS Search Scheduler

SSS Generator 
(Fig. 4)

Corr_SSS SSS
Detector PCI_1127 

Samples
SSS Rx
Buffer

PCI_temp

Figure 8. SSS Search Architecture.

4.3. DMRS Search

The DMRS search block identifies the SSi ∈ {0, 1, . . . , 7} by correlating the 144 samples
of received DMRS with eight candidate reference DMRS generated using the PCI detected
by PSS and SSS search blocks. There are two ways to realize the DMRS search architecture:
(1) Use the DMRS generator in Figure 5 to generate reference DMRS, and (2) Store all
possible DMRS, i.e., 1008*8 = 8064 sequences each consisting of 144 QPSK modulated
samples which demand 9.3 MegaBytes of on-chip memory. Due to memory constraints
on ZSoC, we have selected the first option and the corresponding architecture is shown
in Figure 9. Similar to the SSS search, we can explore serial-parallel architecture by using
multiple DMRS generators and correlation blocks in parallel.
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Figure 9. DMRS Search Architecture.

4.4. Boundary Search

The aim of this block is to generate various time reference tick signals to locate the
starting samples of the OFDM symbol, slot, sub-frame, and frame. These are critical for
MSI reception and uplink synchronization. Such signals are also needed in 5G repeaters to
accurately extract the data samples for re-transmission.

Since the SS signals are transmitted at fixed OFDM symbols and the DMRS search
block has already identified the index of the detected SS signal, we can directly infer the
OFDM symbol number for a detected Symbol_tick by PSS search and SS Block extraction
blocks. Since each slot, sub-frame, and frame consists of a certain number of OFDM
symbols, corresponding ticks are appropriately generated as shown in Figure 10. For
instance, the detection of SSi = 2 corresponds to OFDM symbol number of 8 for PSS which
lies in slot 0 of the even frame. Using this information, Slot_tick is detected which goes
high after Nslot_edge = 6 OFDM symbols from the detected PSS. Similarly, the detection
of SSi = 3 corresponds to the OFDM symbol number of 16 for PSS which lies in slot
1 of the even frame. Using this information, Slot_tick is detected which goes high after
Nslot_edge = 12 OFDM symbols from the detected PSS. Thereafter, Slot_tick is generated
after the interval of every 14 OFDM symbols. For every two low-to-high transitions of
the Slot_tick, Sub-frame_tick is generated and for every 10 low-to-high transitions of the
Sub-frame_tick, Frame_tick is generated.

Look
Up

Table

Down Counter 
(Nslot_edge -> 0)SS_i

Nslot_edge Mod 280
Counter==0

Reset

==0

Symbol_tick

Frame_tick Slot_tick

==28

Sub-Frame_tick

==14

Figure 10. Boundary Search Architecture.

5. Performance and Complexity Analysis

In this section, we present the functional correctness and complexity analysis of
the proposed architecture for different SNR, WL, and PSS down-sampling factors. We
specifically focus on the PSS Search, SSS Search, and DMRS Search blocks using the data
samples generated by the transmit PHY. We consider the wireless PHY with specifications
in Section II.A and Additive White Gaussian Noise (AWGN) channel between BS and UE.
For comparison, we use reference 3GPP 5G CS PHY with DPSS = 1 and floating-point WL.

5.1. PSS Search

The main task of the PSS Search is to identify the PCI_2 and GSCN. Since the identifi-
cation of PCI_2 also confirms the correct identification of the GSCN, we limit the discussion
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on the probability of detection of PCI_2 for different SNRs and DPSS = {1, 6, 10, 12, 14}. It
is referred to as PPSS

D . In Figure 11, PPSS
D obtained from the experimental results on single-

precision floating-point (SPFL) architecture for SNR ranging from −16 dB to 8 dB and
DPSS = {1, 6, 10, 12, 14} are shown. It can be observed that PPSS

D increases with the increase
in SNR and DPSS. The degradation in the PPSS

D is not significant for DPSS ≤ 10 even at low
SNR when compared to PSS Search without any downsampling, i.e., DPSS = 1. At SNR
higher than 5 dB, it is possible to perform PSS Search with DPSS of 14 as well. Experimental
results show that PSS Search fails for DPSS ≥ 14 due to the insufficient number of samples
available for correlation with reference PSS.
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Figure 11. Effect of SNR and DPSS on the probability of detection, PPSS
D , for PSS search architecture.

Next, we analyze the effect of WL of the PSS search architecture on the PPSS
D . We

consider two fixed-point architectures with a total WL of 32 and 24 bits. The WL of 32 bits
is selected to keep the number of bits the same as that of SPFL architecture. Experimental
results showed that the PSS detection fails for any WL lower than 24 bits and hence, second
architecture with a WL of 24 bits is selected. In each fixed-point architecture, the number of
bits allocated to integer and fractional parts is carefully selected to maximize the probability
of detection. In Figure 12, we compare the difference in PPSS

D for SPFL and fixed-point
24-bit architecture for SNR ranging from -16 dB to 8 dB and DPSS = {1, 10, 14}. It can be
observed that the error is small and negligible for DPSS ≤ 10 even at low SNR.

The architecture with lower WL and higher DPSS offers significant savings in resource
utilization and execution time. In Table 1, we first compare the execution time in millisec-
onds (ms). It can be observed that the execution time decreases with the increase in the
DPSS. Also, fixed-point architectures offer a 2–3 factor reduction in the execution time over
SPFL architecture. Similarly, higher DPSS leads to lower utilization of on-chip memory,
i.e., FPGA block RAM, due to a few samples of the received and reference PSS. The use
of lower WL also offers a further reduction in on-chip memory. Interestingly, the effect of
DPSS on the number of embedded multipliers and FPGA LUTs is not significant since the
correlation block is realized in a sequential manner due to the limited number of memory
ports. However, lower WL offers further savings in multipliers and LUTs since the size
of multipliers and accumulators is smaller for lower WL. Overall, the proposed approach
offers a 60% reduction in on-chip memory and 50% lower latency, i.e., PSS search time. To
summarize, the appropriate selection of DPSS and WL is important to meet the desired
execution time, functional accuracy, and resource utilization constraints. For such analysis,
the proposed work of mapping complete transmit and receiver PHY on the SoC is critical.
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Figure 12. Effect of WL on the probability of detection, PPSS
D , for PSS search architecture.

5.2. SSS Search

The main task of the SSS Search is to identify the PCI_1 which along with PCI_2 from
PSS Search gives PCI. The SSS Search is computationally less complex than PSS Search due
to the small correlation size and hence, there is no need for down-sampling. We analyze
the effect of WL on the probability of detection of PCI_1, referred to as PSSS, for different
SNRs. We consider four different WL as shown in Figure 13 and corresponding execution
time and resource utilization results are given in Table 2. It can be observed that SPFL,
half-precision floating-point (HPFL) and fixed point architecture with 24 bits offer nearly
identical detection performance. On the other hand, execution time decreases by half as
we move from SPFL to fixed-point architecture. In addition, there are significant savings
in resource utilization as well. Further savings in resource utilization is possible using a
fixed-point architecture with WL of 16 bits but it incurs slight degradation in detection
performance. When compared to PSS search, SSS search is significantly faster and requires
lower on-chip memory due to a smaller correlation size. The higher number of DSP48s
and LUTs is due to the serial-parallel realization of correlators as a complete SSS search
involves 336 correlation operations compared to 3 in the PSS search.

Table 2. Execution Time and Resource Utilization Comparison for SSS Search.

Parameters SPFL HPFL Fixed Point
{24,2}

Fixed Point
{16,2}

Execution Time (µs) 33.4 18.8 16.6 16.6

On Chip Memory
(18 KiloBytes BRAMs) 58 49 44 31

Embedded Multipliers
(DSP48s) 651 573 573 558

6-input Look-Up-Table
(LUT) 84,052 33,696 32,574 28,878
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Figure 13. Effect of WL on the probability of detection, PSSS
D , for SSS search architecture.

5.3. DMRS Search

Similar to PSS and SSS search, we compare the probability of detection of SS index,
referred to as PDMRS

D , for different WL and SNRs. As shown in Figure 14, we can observe
that WL of 16 offers nearly identical performance to that of SPFL and HPFL architecture.
As shown in Table 3, DMRS search architecture with WL of 16 offers 33% reductions in
execution time along with significant savings in resource utilization as well.

For all the results presented in this section, we have used the transmitter PHY with
a WL of 16. This is done by observing the power spectral density of the transmitter
output and performance of PSS search with SPFL WL for different WLs of transmitter PHY.
Corresponding results are not included here to avoid repetition of results.
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Figure 14. Effect of WL on the probability of detection, PSSS
D , for DMRS search architecture.
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Table 3. Execution Time and Resource Utilization Comparison for DMRS Search.

Parameters SPFL HPFL Fixed Point
{16,2}

Fixed Point
{8,2}

Execution Time (µs) 6.7 6.1 2.1 1.9

On Chip Memory
(18 KiloBytes BRAMs) 83 60 60 42

Embedded Multipliers
(DSP48s) 85 71 70 66

6-input Look-Up-Table
(LUT) 50,311 39,956 38,933 28,069

6. PHY Deployment on RFNoC Platform

In academia as well as industry, GNU Radio is widely used for prototyping wireless
systems and integration with the radio front-end of the USRP platform for demonstration
in a real-radio environment. Since the GNU Radio tool is deployed on the host processor,
the performance of signal processing algorithms is limited due to its sequential nature. To
address this issue, Ettus Research developed the RFNoC tool that enables the acceleration of
GNU Radio algorithms on hardware such as USRP FPGA [27,28]. It offers a seamless tight
interface between GNU Radio software and FPGA for data transfer thus enabling hardware-
software co-design between a host processor and FPGA. Like GNU Radio, RFNoC is free
and open-source software.

In this work, we design complete software realization of the CS transmitter and
receiver PHY using GNU Radio. Next, we have modified the AXI-Stream compatible
hardware IPs discussed in Sections 3 and 4 for different building blocks of the CS transmitter
and receiver PHY, respectively, into the custom RFNoC hardware IPs. Then, we have
verified the functional correctness of these IPs using custom test benches and an out-of-tree
module-based approach which allows integration and verification of RFNoC blocks in
GNU Radio. For instance, one of the configurations with CS transmitter PHY in GNU Radio
and CS receiver PHY on USRP FPGA is shown in Figure 15. As per the requirement of the
RFNoC framework, the proposed receiver PHY hardware IP with AXI-stream interface
is integrated with the AXI wrapper and network-on-chip (NoC) shell. This integrated IP
is capable of transmitting and receiving data packets from GNU Radio over an Ethernet
interface using the RFNoC framework. The NoC shell decodes the received packets from
the transmitter to extract the data samples, which are then forwarded to receiver PHY along
with appropriate control signals via the settings bus. The processed data is then returned
to GNU Radio via another packet using the NoC shell. Similarly, multiple blocks in GNU
Radio can be moved to USRP FPGA to improve the execution time via parallel processing
on the FPGA.

In Table 4, we compare the execution time of the PSS search block on GNU Radio
and RFNoC platforms. We have selected SPFL WL for a fair comparison between both
platforms. Like Table 1, the execution time decreases with the increase in DPSS. It can
be observed that the RFNoC-based acceleration offers an improvement in execution time
by a factor of 2 or higher. Similar to Table 1, higher DPSS and lower WL offer savings in
resource utilization on the RFNoc platform, and corresponding results are skipped to avoid
repetition of discussion.

Table 4. Execution time of the PSS search IP in milliseconds (ms).

Platform
DPSS

1 6 10 14

GNU Radio 27.6 17.9 15.3 13.6

RFNoC 9.54 8 7.2 6.5
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Next, we consider the end-to-end execution time, which involves the data communi-
cation overhead between GNU Radio and USRP. We consider around two frames of data
which corresponds to around 2000 data packets. As shown in Figure 16, RFNoC-based
architecture outperforms the GNU Radio based architecture with around 66% faster SS
search time. In addition, variation in the execution time of packets is lower in RFNoC
compared to GNU Radio, thereby offering stable and reliable performance.
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AXI Wrapper
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Downlink Receiver PHY IP (Fig. 6)
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Figure 15. Realization of the CS transmitter and receiver PHY using GNU Radio based RFNoC
framework on X310 USRP platform.
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7. Conclusions and Future Works

In this work, we studied and designed hardware IP cores for 5G cell search (CS) as per
the third-generation partnership project (3GPP) specifications. Our contributions include
the design of CS transmitter PHY consisting of synchronization signal (SS) generation,
resource mapping, scheduler, and orthogonal frequency division multiplexing (OFDM)
modulation and receiver PHY consisting of blind primary SS search, OFDM demodulation,
secondary SS (SSS) search, a demodulation reference signal (DMRS) search, and boundary
detection for the frame, sub-frame, slot, and symbols. We have proposed a novel down-
sampling approach for PSS search, which offers a substantial reduction in execution time
and resource utilization. We have demonstrated the functional correctness and superiority
of the proposed approach via the RFNoC framework. Future works include extending the
proposed architecture for physical broadcast channel (PBCH) detection, physical random
access channel (PRACH) generation, and detection.
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The following abbreviations are used in this manuscript:

3GPP 3rd Generation Partnership Project
AXI ARM Extensible Interface
BPSK Binary Phase Shift Keying
BS Base Station
CI Cell Identity
CS Cell Search
DMRS Demodulation Reference Signal
DPFL Double Precision Floating Point
FFT Fast Fourier Transform
FPGA Field Programmable Gate Array
GSCN Global Synchronization Channel Number
HPFL Half Precision Floating Point
IA Initial Access
LTE Long Term Evolution
MAC Medium Access Control
MSI Minimum System Information
OFDM Orthogonal Frequency Division Multiplexing
PBCH Physical Broadcast Control Channel
PCI Physical Cell ID
PHY Physical Layer
PRACH Physical Random Access Channel
PRBS Pseudo-random Binary Sequence
PSS Primary Synchronization Signal
QPSK Quadrature Phase Shift Keying
RB Resource Block
RFNoC Radio Frequency Network on Chip
SCS Sub-carrier Spacing
SNR Signal to Noise Ratio
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SoC System on Chip
SPFL Single Precision Floating Point
SS Synchronization Signal
SSB Synchronization Signal Burst
SSS Secondary Synchronization Signal
UE User Equipment
USRP Universal Software Radio Peripheral
WL Word Length
ZSoC Zynq System on Chip
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