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Abstract: Crop yield forecasting during an ongoing season is crucial to ensure food security and
commodity markets. For this reason, here, a scalable approach to forecast corn yields at the field-level
using machine learning and satellite imagery from Sentinel-2 and Landsat missions is proposed. The
model, evaluated on 1319 corn fields in the U.S. Corn Belt from 2017 to 2022, integrates biophysical
parameters from Sentinel-2, Land Surface Temperature (LST) from Landsat, and agroclimatic data
from ERADS reanalysis dataset. Resampling the time series over thermal time significantly enhances
predictive performance. The addition of LST to our model further improves in-season yield forecast-
ing, through its capacity to detect early drought, which is not immediately visible to optical sensors
such as the Sentinel-2. Finally, we propose a new two-stage machine learning strategy to mitigate
early season partially available data. It consists in extending the current time series on the basis of
complete historical data and adapting the model inference according to the crop progress.

Keywords: yield forecasting; machine learning; thermal time; Sentinel-2; land surface temperature;
early season forecasting

1. Introduction

Monitoring and predicting crop phenology, growth, and yield is crucial for global
food security, market dynamics, policy making, and decision making [1]. Accurate early
season estimations of crop yield provides farmers with an estimate of their production,
enabling them to assess risks, determine insurance premiums, and evaluate input costs [2].
In addition to supporting individual farmers, it contributes to a broader understanding
of the complex interplay between environmental factors and management practices in
agriculture [3]. This understanding facilitates the development of more effective and
flexible within-season management strategies [4,5] and enables the anticipation of market
demand by forecasting supply [6].

Traditional methods such as manual sampling and field campaigns are labor-intensive,
and provide limited insights into the spatial variability of crop yield. These limitations
have led to the development of alternative approaches for estimating yields during the
growing season [7]. Using advanced technologies and data-driven methods, these yield
forecasts not only reduce the work and time spent on measurements, but also improve
the spatial coverage and accuracy of the obtained information [1]. In recent years, there
have been remarkable advances in yield forecasting methods that use Earth Observation
(EO) data, satellite remote sensing imagery, acquired via modern missions. This technology
has become a valuable source of information for monitoring agricultural practices. By
exploiting EO data, within-season (or early season) crop yield forecasts can now be pro-
vided, enabling farmers and stakeholders to make informed decisions leading to optimal
production [8]. This advancement primarily stems from the availability of near real-time
data (NRT) EO datasets from open sources with optical instruments on satellites like SPOT,
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MODIS, PROBA-V, and Landsat which have played a crucial role in such operational crop
monitoring [9]. These instruments offer several benefits, including daily revisit cycles,
global coverage, long-term data archives, and low- or no-cost accessibility. However, there
is a quest for generic time series analysis methods for crop mapping and monitoring that
can be deployed at a large scale, taking advantage of the global coverage, with high spatial
and temporal resolution, provided by modern Earth observation missions.

The launch of Sentinel-2A (S2A) in late 2015 and Sentinel-2B (S2B) in early 2017
has significantly enhanced crop monitoring capabilities. S2A provides a 10-day revisit
time period over Europe and Africa, and 20 days elsewhere, while S2B ensures a 5-day
revisit time period worldwide since February 2018 [10]. This unprecedented revisit time is
particularly suitable for in-season crop monitoring. Unlike previous Earth Observation (EO)
missions, Sentinel-2 enables the derivation of red-edge-based vegetation indices, which
exhibit stronger correlations with agronomic parameters compared to red-based indices [11].
The combination of Copernicus’ free and open access policy with the high resolution of
Sentinel-2 images allows for the construction of dense and consistent time series throughout
the crop growth cycle in most regions of the world [12]. Consequently, Sentinel-2 satellite
imagery, with its spectral bands (visible, near infrared, red-edge, and short-wave infrared)
and spatial resolutions (10 m, 20 m, and 60 m), has been successfully exploited in recent
years for modeling crop grain yield at field and within-field scales [1,13,14].

Before the advent of Sentinel-2, Landsat satellite data played a crucial role in accurately
mapping crop types and predicting yields at the field level in agricultural landscapes,
worldwide [15]. With a temporal resolution of 8 days, Landsat 7 and 8 (before 2022) and
Landsat 8 and 9 (after 2022) images offer a tangible advantage in crop monitoring when
coupled with Sentinel-2, fully enriching the latter with the information provided by Landsat
thermal bands [16]. The Landsat missions are currently the only constellation equipped
with thermal bands, provided at an adequate spatial resolution (100 meters), for precise
monitoring at the scale of individual fields. Land surface temperature (LST), derived from
these thermal bands, is used to monitor heat stress and drought, which can explain some
of the variability in yields between years [2,17]. Indeed, relying solely on early season
optical remote sensing data can make it difficult to detect the onset of drought, which
mainly captures information on the upper canopy. This is because drought symptoms
tend to appear earlier in the lower leaves, potentially underestimating the negative effects
of drought on yield [18]. At the county scale, studies have shown a negative correlation
between MODIS diurnal LST and mid-summer corn yield forecasts [2]. However, in
satellite-based agricultural modeling, studies mainly focus on vegetation indices in the
visible and near-infrared part of the electromagnetic spectrum, and potential data related
to Land Surface Temperature are often neglected [19]. We therefore considered it important
to evaluate LST as an input variable in our task of early season crop yield prediction.

When it comes to yield estimation methods, mechanistic crop growth models are the
standard choice, as they are designed and calibrated to simulate yield formation processes
using soil information, climate and farm management practices. They enable crop yields
to be predicted at any time and in any place [5], but the need for extensive (and often
costly) data on field-specific biotic and abiotic factors limits the large-scale deployment of
these approaches over the ongoing season [2,15,20]. In contrast, machine learning (ML)
algorithms can handle complex relationships between predictors and the target variables,
leading to their increased use in the agriculture domain [21-23].

A key limitation of ML methods for crop yield prediction is their dependence on
data acquired under specific local conditions, which may result in inaccurate forecasts
when confronted with data acquired under unseen conditions not included in the model’s
training data [24]. This may be partly explained by possible differences in crop progress
and climate/environmental condition changes from season to season, or from location
to location, where these seasonal changes in phenology are primarily influenced by tem-
perature and water regimes [25]. To face such generalization issues affecting modern ML
approaches, in the context of yield prediction, a possible solution is to resample remote
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sensing satellite image data over periods calculated over thermal time, i.e., the number of
growing degrees—days accumulated from the sowing date, rather than calendar time [26],
with the aim of mitigating possible shifts in crop phenology at a given date, due to different
temperature regimes.

The research is founded upon a cut-off date of mid-August, approximately two months
prior to the corn harvest. This timeframe corresponds to the initial stages of maize repro-
duction, including heading and pollination, with regional variations influenced by planting
dates [27]. At this juncture, grain filling commences, during which kernel size begins
to develop, while the kernel count has already been established in prior stages. Conse-
quently, pre-stage crop conditions and weather patterns can significantly impact yield
potential. The objective of this study is to contribute to the comprehension of utilizing
remote sensing data for estimating in-season corn yield through the application of machine
learning methodologies.

From a methodological point of view, our approach is based on a real-life deployment
scenario of a machine learning framework. In this framework, a model is trained using
reference data collected during previous seasons. With regard to the selection and pro-
cessing of predictors, our methodology includes (1) the incorporation of thermal time to
account for the various phenological advances of crops, which depend on temperature
regimes rather than a fixed number of days, (2) the integration of Land Surface Temperature
(LST) and agroclimatic stress indicators to address the limitation of optical imagery which
does not reach its full potential during the growing season, and (3) the exploitation of
comprehensive historical information covering the whole season to improve predictions
for the current early season forecasting task.

In this study, a multi-year proprietary dataset is utilized, comprising data from
1319 corn production fields predominantly situated across 29 counties within the U.S.
Corn Belt spanning the years 2017 to 2022. The dataset includes the average yield of each
field, and for evaluation purposes, each year is assessed independently, with the remaining
years serving as the training dataset for the model.

The rest of this paper is organized as follows. Section 2 introduces the data available
on the study site, and Section 3 the proposed framework associated with experimental
settings. The results are reported and discussed in Section 4. Finally, Section 5 concludes.

2. Materials
2.1. Corn Yield Dataset

The research site is primarily located in the U.S. Corn Belt, the largest corn-producing
states in the United States. A total of 1319 corn fields are available, of which 849 fields were
located in Nebraska, 423 in Iowa, 29 in Illinois, and 21 in Wisconsin.

The yield dataset utilized in this study, provided by Syngenta (Syngenta is an interna-
tional leading science-based agtech company https://www.syngenta.com/en/company
(accessed on 10 October 2023)), comprises direct measurements of corn yield obtained from
seed production fields. These fields are utilized for crossbreeding two corn varieties, con-
sisting of male and female plants. During harvesting, only the female plants are collected,
as the male plants are sterile. Therefore, the yield data is obtained solely from the harvested
female acres. The measurements are derived from the weight of harvested corn, adjusted
for moisture content to 15.5% and measured in green bushels per female acre (GB/FA).

The size of the fields ranged from 3.9 to 276 female acres. Female parental lines were
on average planted on day of the year 137 (£9.3) and harvested on day 263 (+9.8), and the
average length of the growing was 126 days (4:9.1). The distribution of yield across different
years is depicted in Figure 1b. In Figure 2, the average yield data at the county level across
all historical records is depicted to assess spatial heterogeneity. For data confidentiality, the
yield values were scaled between 0 and 1 using min-max normalization across all fields.
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Figure 1. The boxplots illustrate the strong disparities in distribution observed between years,
indicating significant heterogeneity in our data. Seasonal durations (a) ranged from 110 to 150
days from sowing to harvest, with a median duration of around 125 days. As for crop yields
(b), they ranged from 25 to 175 bushels per acre, highlighting significant year-to-year variability.
For example, the median yield in 2020 was 100 bushels, while it was 125 bushels in 2021. All data
points, including those outside the boxplot whiskers, are retained in this study as they represent

genuine measurements.
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Figure 2. Seed production fields are spatially distributed over 29 counties in eastern Nebraska, Iowa,
Illinois and Wisconsin.

In this study, the machine learning model utilized some in situ features, namely the
corn cultivar duration (FAO maturity groups) of the female parental lines, whether the
field was irrigated or not, and the geographic coordinates (expressed in decimal degrees
and rounded off by a factor of 1), to integrate information from the local environment and
the farming practices.

2.2. Satellite Data
2.2.1. Acquisition

Raw data from the Sentinel-2 and Landsat missions were collected using the open-
source eo-learn Python library developed by Sinergise (https:/ /github.com/sentinel-hub/
eo-learn, accessed on 10 October 2023). This framework provides a Python client for
downloading and pre-processing level 2A atmosphere-corrected data from the SentinelHub
cloud platform. The raw band pixels were resampled to a 10-meter reference grid using
nearest neighbor interpolation. Within each image, pixels identified as saturated, shaded, or
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cloudy using the scene classification map (SLC) obtained from sen2cor [28] were excluded
from subsequent analyses. Then, the percentage of pixels previously identified as invalid
relative to the total number of pixels within the field bounding box was calculated. Only
acquisition dates with more than 50% valid pixels were retained for the analysis.

To ensure the model receives adequate data for accurate predictions during the grow-
ing season, specific rules were established to select observations from the whole set of data.
More precisely, a minimum of four Sentinel-2 and Landsat 7/8/9 images was required
between the beginning of May and the end of July, with at least one image needed in
the first half of August. Challenges arose from limited image availability, particularly in
2017, where only Sentinel-2A was accessible, averaging eight images between May and
September (Table 1). Additionally, in 2019, a technical issue with the Landsat-8 satellite
temporarily reduced the number of exploitable Landsat images. Termed as a “degraded
image quality” event, this issue occurred in May 2019, resulting in a decreased number of
exploitable images for that season.

Table 1. Summary statistics in-situ data. The values reported are mean =+ standard deviation.

Year # Fields # Valid Sentinel-2 # Valid Landsat
Images Images
2017 250 81+26 159 +59
2018 189 178 £75 14.8 £5.2
2019 185 15.8 £8.1 8.1+£49
2020 226 19.0+7.8 14.1+3.3
2021 221 173 £ 6.1 149 £ 39
2022 248 192+£76 149+ 64
Summary 1319 16.2 £ 6.6 13.8 £49

Figure 3a,b depict the distribution of the number of Sentinel-2 and Landsat 7/8/9
images from April to September, aggregated over all considered years. August emerges
with the highest number of associated images, with a median of four Sentinel-2 images
and three Landsat images. However, in May, a maximum of only two available Sentinel-2
images was observed, indicating potential systematic cloud coverage over our study area
during this period.

104

8 4
1 *
*
1 *
0 %
APR  MAY

(a) Distribution of the number of images per (b) Distribution of the number of images per
month for Sentinel-2. month for Landsat 7/8/9.

10 4 .
.

bt s

+
JUN UL AUG SEPT MAY JUN JUL AUG SEPT
Month Month

[=)]
(=)}

S
S

Number of S2 images

N
N

Number of Landsat images

Figure 3. Distribution of the number of images per month for Sentinel-2 and Landsat 7/8/9 data
between 2017 and 2022. Points outside the boxplot whiskers correspond to fields lying on two
relative orbits.
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2.2.2. Biophysical Parameters

The estimation of Leaf Area Index (LAI) and Leaf Chlorophyll Content (C,;) was
facilitated using an Artificial Neural Network (ANN) pre-trained on the raw Sentinel-2
bands accessible within the Sentinel Application Platform (SNAP) [29]. These biophysical
parameters are of particular interest due to their ability to enhance the signal-to-noise ratio
compared to raw bands and/or vegetation indices when predicting maize yield for a new
season using Sentinel-2 data [26].

The time series were linearly interpolated and smoothed using the Savitzky—Golay
filter, which is commonly used to smooth noisy signals [30,31]. A half-width size of 15
was used for the smooth window, and a third-degree polynomial was used to set the
weighting coefficient.

2.2.3. Land Surface Temperature

Land Surface Temperature (LST) was derived by applying the single-channel algo-
rithm [32] to Landsat 8 Band 10 and Landsat 7 Band 6. For consistency, all raw band
pixels were resampled to a 50-meter reference grid using nearest neighbor interpolation.
Additionally, a binary erosion of radius 1 was applied to eliminate border pixels around
the field. In subsequent analyses, pixels identified as cloud and shadow masks, based
on thresholding the quality assessment (QA) band, were discarded. The percentage of
identified invalid pixels was then calculated relative to the total number of pixels within the
field bounding box. Only acquisition dates with more than 50% valid pixels were retained
for the analysis.

The time series underwent linear interpolation and smoothing using the Savitzky—Golay
filter [30]. Outliers were masked out initially by applying an empirical threshold of 10 °C
between day of the year 100 and day of the year 300.

2.3. Agroclimatic Data

In addition to Sentinel-2 optical imagery to monitor seasonal changes and Land
Surface Temperature (LST) for drought assessment, our objective was to develop early
stress indicators impacting future yield potential. This involved assessing extreme weather
conditions like drought, hail, floods, frost, high temperatures, and strong winds, known to
have a considerable impact on corn productivity [33].

Previous research has highlighted precipitation and air temperature during the grow-
ing season, particularly during the late vegetative and early reproductive stages, as possible
influence factors for corn yield deviations [34]. Excessive heat can negatively impact physi-
ological processes, including water stress, root growth, flowering, and lead to premature
maturity and senescence [35]. Temperature was found to be more influential than rainfall
in estimating corn yield, with rainfall during May and August being relatively less impor-
tant [36]. Moreover, Johnson [2] showed that precipitations have no correlation with corn
yields regardless of the seasonality for midsummer corn yield forecasting at the county
level. Given these contradictions and the inclusion of both irrigated and rainfed fields in
the study, integration of information related to crop water requirements was avoided.

In order to comprehensively capture temperature dynamics throughout the study
period, additional agrometeorological information was incorporated. This included daily
means, minimums and maximums, as well as the number of days with temperatures
above 30 °C (86 °F) and the accumulated number of Growing Degree Days (GDD). These
temperature-related variables were selected because of their proven influence on maize
growth and development [25].

ERAD, a high-resolution reanalysis dataset (https://www.sciencedirect.com/topics/
engineering/reanalysis, accessed on 10 October 2023) produced by ECMWF (European
Centre for Medium-Range Weather Forecasts), was used to obtain historical weather data.
However, these data has a time lag of approximately two months and is not available in
real-time. To ensure timely forecasts and to place themselves in a operational scenario, we
used ERAS5T, which is an initial release data available with a time lag of around 5 days.
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Table 2 presents a summary of the variables considered to address the early season
forecasting of corn yield at the field-level. These variables were derived from daily time
series data, which were aggregated into periods, as detailed in Section 3.1.

Table 2. Variables used in crop yield forecasting during 2017-2022.

Category Abbreviation Definition Source
Cup Leaf Chlorophyll Content
. Cabyax Maximum value of C, .
Satellite data LAI Leaf Area Index Sentinel-2
Cabeum Accumulated daily C
LST Land Surface Temperature Landsat
Tmax Daily maximum temperature
Tmin Daily minimum temperature
s GDD Accumulated Growing Degree Days
Agroclimatic GDDpeax Accumulated GDD when LAI is maximum ERAST
Heatpays # Days Tmax > 30 °C
WGpays # Days Wind Gust > 60 km/h
ReM Relative maturity group
. Lon Longitude
In-situ Lat Latitude Syngenta P&S
Irr Irrigation (yes/no)
3. Methods

In this section, the established early season yield prediction strategy is presented.
Yield forecasting is performed for an ongoing season in which harvest data are not yet
available, i.e., extrapolating yield to test samples using machine learning methods trained
on data from other years.

Section 3.1 briefly introduces the temporal resampling of the time series used in this
study, based on thermal rather than calendar time. In Section 3.2.1, the proposal is made
to adapt the model inference according to the number of periods available, rather than
imputing or deleting missing observations as a baseline. Then, it is suggested to enrich
the partially available early season dataset from the full dataset, in terms of time period,
available from other years (e.g. historical data). To this end, Section 3.2.2 introduces the
workflow to predict an extra period for each field, which will then be used as an observation
for the inference phase.

3.1. Temporal Resampling

To resample the time series data based on different temporal criteria, two approaches
were adopted. Firstly, for calendar time, the data was divided into fixed 9-day periods
starting from the crop fields’ sowing date.

Thermal time offers the advantage of mitigating potential temporal shifts across sea-
sons or locations [37]. Measured in growing-degree days (GDDs), thermal time accumulates
mean daily air temperatures at 2 meters above the ground, surpassing a crop-specific thresh-
old. While the accumulation of GDDs over the growing season can vary by location and
year, the thermal time required for corn plants to reach specific developmental stages
remains relatively constant [38]. This computation can be expressed as follows:

10, 1

t
GDD) = Zmax( >

i=1

- Tbuser 0) (1)

where T;S;i)n and T,(,th),x denote the minimum and maximum daily temperatures for a given

day i, respectively, and Ty, represents the base temperature for corn, conventionally set at
10 °C to account for limited growth below this threshold. The upper threshold temperature
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was typically fixed at 30 °C, assuming a relatively consistent development rate between
these two thresholds.

The time series data was aggregated at intervals corresponding to the accumulation
of 120 GDDs, as suggested in [26]. Figure 4 displays the distribution of elapsed days and
accumulated Growing Degree Days (GDDs) since planting. Generally, the variability in
time units between sowing and the cut-off date (August 15th) was less pronounced than
that of GDDs.

The final period was retained if it covered at least 80% of the chosen time unit before
mid-August. This translated to a minimum duration of 7 days and an accumulation of 95
Growing Degree Days (GDDs) for both calendar and thermal time analyses, respectively.
This completeness rule applied solely to fields in the current season for which yield fore-
casting was conducted, as the entire season’s data were available from the training years.
Figure 5a,b illustrate the percentage of fields in the dataset that reached the final periods
for both calendar and thermal time analyses, corresponding to periods 7 through 10.
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Figure 4. Distribution of the number of days (calendar or thermal) (a) and accumulated Growing
Degree Days (GDDs) between the planting date and the 15th of August across different years (b).
These boxplots illustrate the variability in the dataset distribution throughout the growing season,
providing insights into the temporal patterns of crop development.
100 100
80 801
3 3
2 60 v 607
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(a) Field completion rate considering calendar time-derived (b) Field completion rate considering thermal time-derived
periods up to the final period. ¢ periods up to the final period. ¢

Figure 5. Percentage of fields reaching a certain period after resampling of time series (calendar (a) or

thermal time (b)) at 15 August.
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3.2. Yield Estimation Methods
3.2.1. Adapting to Field Progress with Multiple Random Forest Models

In the previous subsection, the issue of missing periods for early season forecasting was
addressed, stemming from later sowing dates (calendar time) or lower temperature regimes
(thermal time). A straightforward solution would involve deleting the periods for which
values are missing. However, this approach would discard part of the available information.
To maximize the use of the available data, we propose a strategy to accommodate the
number of periods for each field.

Regarding the choice of the machine learning algorithm, Random Forest (RF) [39] has
demonstrated considerable successful in predicting corn yield using Sentinel-2 data [13]
and Landsat data [5,24]. The scikit-learn package [40] was employed for implementation,
with all models empirically parameterized with 500 trees and a maximum depth of 7, while
all other parameters were set to their default values. Figure 6 depicts our early season
inference strategy, wherein Random Forest (RF) machine learning methods trained on
data from previous years are tested. We evaluated early season yield forecasting for each
year independently, training the model on data from the years excluding the one being
predicted, thereby treating each season as an independent entity.

L 1 Py
Trainin i ini i
2017 g9 i ; ! Training per period \ W
samples | ; Forest |
2018 R s I -
2019
Dataset Cut-off date Inference
2020
2 Py e Py NaN
2022 Test P211 — NaN NaN :e"r‘iild Yield' Error'
samples ; ; splitting v
S Py

Figure 6. Training and inference procedure during a new season (e.g., 2022). A cut-off date is applied
to the test samples, resulting in missing periods P as each field progresses. We retain all periods
in the training samples that correspond to the most advanced period observed in the test samples.
Individual models are then calibrated for each of the last periods observed in the test samples (e.g.,
P ;). Training years are shown in green, while the test year is shown in

3.2.2. Forecasting Seasonal Trajectories Using Comprehensive Historical Data

The forecasting of C,, was proposed as it has been shown to be the best yield predictor
derived from Sentinel-2 data [26]. All available information prior to the cut-off date,
derived from Sentinel-2 (S2), crop stress indices (CS) from agroclimatic data, and Land
Surface Temperature (LST) from Landsat, was considered. This multivariate approach was
preferred over a univariate method that would neglect potential stress factors that could
later influence the temporal trajectories of Cj, such as earlier and more abrupt senescence.
In previous work, statistical models based on climatic factors such as precipitation and
temperature have been applied to predict the seasonal trajectories of the NDVI vegetation
index [41-43].

A Deep Neural Network (DNN), integrating a Long Short-Term Memory (LSTM)
layer [44] to model the inputs with a time dimension was proposed. LSTM layers are
designed to model information from long time periods and effectively mitigate the issue of
vanishing gradients. Additionally, a data augmentation strategy was considered, in which
time series profiles of the 15% and 85% quantiles derived from Sentinel-2 data aggregated
to the field level were included, together with the median values previously obtained. This
approach aims to leverage additional factors and predict a potential accelerated decrease
in the C,, trajectory after the reproductive stage, capturing dynamic changes induced by
potential stressors that the model can get profit on.
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The output of the DNN was specifically designed to predict the M periods ahead that
can be forecasted along the C,, trajectory at period t. These predicted periods are denoted
by xt. Our objective was to capture the contextual information of the seasonal trajectory
more effectively through their temporal dependencies by considering a wider forecast
horizon than the available one. This would allow the model to gain a deeper understanding
of the underlying dynamics, resulting in more accurate and reliable forecasts for the initially

()

desired forecast horizon. The forecast value for (x;), denoted as y;"’, can be expressed
as follows:

T
l/gp) = (xt(p),xg_)l, e fxg)M—l)

In the DNN architecture (Figure 7), "static" data are incorporated into the training
dataset, referring to data with fixed values throughout the season. This includes important
information such as the relative maturity of the variety, which can impact the observed
phenology during the season, characterized indirectly by the time series of C,. To incorpo-
rate these data, a two-branch approach was employed. One branch consists of Dense (or
Fully Connected) layers dedicated to processing the static inputs, while the other branch
utilizes an LSTM layer to handle the time-dependent inputs. Merging or combining the
internal representations of the two data types in subsequent dense layers via concatenation
allows static and temporal information to be integrated, enabling the model to leverage the
full set of available information to forecast the seasonal trajectory.

Dynamic input LSTM

pXxT7 c
___________________ Lo
£ S
]
ERRRCREETEETELLEEN gg o

38

Static input
4

Figure 7. DNN architecture with LSTM and dense layers. Concatenation of dynamic and static
paths. Node dimensions indicated. Each dense hidden layer is followed by batch normalization and
ReLU activation function with a dropout rate of 0.5. DNN was trained over 100 epochs with a batch
size of 32, learning rate of 10e—4 using the Adam optimizer. Implemented through the Tensorflow
library [45].

The Huber loss function was chosen [46]. This loss is characterized by a threshold (the
¢ threshold) to allow a transition between mean absolute error (MAE) and mean squared
error (MSE), with the aim to handle both outliers and small errors in the prediction model.
Ify = (X, X441, ., Xp—1)" denotes the corresponding real value, the loss can be defined
as follows:

L(y(P) y) = 1 Z %(}/Ep) — 1), if \ygp) —y <6 2
, M5 5‘]/@ — | — 262, otherwise

4. Results and Discussion

In this section, the results of our different preprocessing techniques and early season
yield estimation strategies, constituting our contribution as outlined in Section 3.2, are
presented. Two evaluation metrics, R-squared (R?) and MAPE (Mean Absolute Percentage
Error), were utilized to assess the performance of the methods.

In Section 4.1, an evaluation of the two temporal resampling techniques for time series
observations (calendar and thermal time) is presented using the RFprr;ops method. Then,
in Section 4.2, the impact of different data sources on the evaluation metrics of the early
season model was examined. Then, in Section 4.3, the results of the yield prediction model
are presented, where the first step involves predicting one period of C,;, ahead for the
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test samples, which are then used in model inference during the season. In Section 4.4,
detailed results are provided for predicting the yield for each season independently in
mid-August with the most effective strategy we have designed. Finally, in Section 4.5.2,
we draw possible future perspectives, taking into account the conclusions drawn from the
analyses described earlier.

4.1. Comparison between Calendar and Thermal Time Temporal Resampling

For accurate results with the early season strategy outlined in Section 3.2.1, the
RFprriops model was employed. This model trains a separate RF model for each period
and utilizes the last observed period as a rule for inference in the test samples. Resampling
the time series over thermal time has led to a reduction in the mean absolute percentage
error from 17.02% to 16.25% and an increase in the proportion of yield variability explained
by the model (R?) from 0.25 to 0.30 (Table 3).

Table 3. MAPE and R? evaluation metrics around the 15 August. The values reported are
mean =+ standard deviation.

Metric Resampling RFpERIODS
Calendar 17.02 + 2.23

MAPE Thermal 16.25 + 1.99
R2 Calendar 0.25 £ 0.07
Thermal 0.30 £ 0.08

4.2. Contribution of Different Data Sources to Early Season Forecasting

In Table 2, various data sources were compared: biophysical variables from Sentinel-2
(52), a combination of Sentinel-2 data with Land Surface Temperature (LST) (S2 + LST),
and the integration of these sources with crop stress indices (CS) from agroclimatic data
(52 + LST + CS). Additionally, end-of-season metrics (RFp_,,,;) were presented, utilizing a
total of 14 periods for both training and testing. This allowed for the assessment of the early
season forecasting strategy against predictions made with comprehensive data. The aim
was to determine if the identified variables were beneficial solely for early season crop yield
forecasting or had broader applicability for strategies informed at the end of the season.

Tables 4 and 5 provide the average and standard deviations of the MAPE and R?
scores, respectively. Considering Land Surface Temperature (LST) as a data source resulted
in a reduction of the MAPE error for the RFpgriops model from 16.54% to 16.39% and a
significant increase in the proportion of variance explained, from 0.26 to 0.29. Subsequent
addition of agroclimatic crop stress indices (CS) further improved the results, leading to a
MAPE of 16.25%. These findings confirm the effectiveness of LST and CS in detecting early
stress during the growing season. However, there was no observed improvement in the
performance of the RFp_,,,; model with the inclusion of these factors, suggesting that the
optical data alone were sufficient for end-of-season forecasting.

Table 4. MAPE evaluation metric per data source. The values reported are mean + standard deviation.

Source RFpERrIODS RFp—cna
S2 16.54 + 1.94 15.26 £ 1.78
S2 + LST 16.39 + 1.86 15.32 £ 0.96

S2 +LST +CS 16.25 = 1.99 15.36 £ 1.08
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Table 5. R? evaluation metric per data source. The values reported are mean =+ standard deviation.

Source RFperIODS RFp—cnd
S2 0.26 + 0.07 0.39 + 0.08
S2 + LST 0.29 + 0.07 0.38 + 0.07
S2 +LST +CS 0.30 £ 0.08 0.39 + 0.07

4.3. Leverage Out-of-Year Data to Refine Early Season Yield Forecasts

Chlorophyll-a and b (Cab) values were forecasted one period ahead for each test sam-
ple using the DNN method. These forecasts were then integrated into corn yield forecasting
with RFprriops, aiming to expand the early season time series. During inference, RF
models were determined based on the last predicted period. Evaluation measures for this
approach, labeled DNN, are presented in Table 6.

Our strategy, that consists in the use of the DNN to impute the next period of a test
sample from a given year, showed the most promising performance among all the evaluated
methods. It achieved an MAPE of 16.09%. These results confirm the potential of using
out-of-year (e.g. historical data) after the cut-off date to extend data acquired during the
ongoing season for the early season yield forecasting task. Figure 8 presents a bar chart of
the MAPE and R? evaluation metrics by year. It is evident that a systematic improvement,
across all seasons, exists thus, resulting in increased R? values or decreased MAPE, except
for 2019 where we observed a slight degradation in results. This could be attributed, in part,
to the limited availability of Landsat images used for estimating LST during that season.

Table 6. R? and MAPE evaluation metrics when using RFprriops whose period breakdown depends
on the last period observed at the cut-off date plus a period predicted by DNN. The values reported
are mean =+ standard deviation.

Method MAPE R?
RFpErrIODS 16.25 + 1.99 0.30 + 0.08
DNN 16.09 + 1.96 0.31 + 0.08

B Baseline mmm DNN

0.45 0.20
0.40 1
0.35 | 0.18 1
0.30 w

2 % 0.16 ¢
0.251 =
0201 0.14 1
0.151
0.10- 012

2017 2018 2019 2020 2021 2022 2017 2018 2019 2020 2021 2022

Figure 8. Model performance evaluation for early season yield forecasting in an independent test
year, illustrated by R-squared (left) and MAPE (right). The baseline method (blue) is compared with
RFpgRriops, incorporating an additional period predicted by DNN, for period breakdown (orange).

4.4. Fine Evaluation of the Best Early Season Strategy
4.4.1. Impact of Available Images on Accuracy

The correlation between the number of available images and the mean absolute error
(in percentage) for in-season yield forecasts, generated at the cut-off date of 15 August using
evaluation data from years not included in model training, was investigated. In Figure 9,
the number of S2 images between May and July was categorized into four bins, and the
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mean error was calculated, with the standard deviation illustrating the variability across years.
A clear correlation between the number of available images and model performance was
observed. Specifically, a significant improvement was noted when the number of images
exceeded 12 during this period, indicating an average of at least one image per week.

MAPE

(2,7] (7, 12] (12, 16] (16, 21]
May-July S2 images

Figure 9. Mean Absolute Percentage Error (MAPE) computed across different total ranges of Sentinel-
2 images available from May to August. The standard deviation, calculated across multiple years, is
represented by the bars.

4.4.2. Visual Inspection

To quantitatively and qualitatively assess the yield forecasts, the extent to which
the predicted and observed yields aligned with the 45° line passing through the origin
(representing a perfect correspondence between predicted and observed) was examined.
In Figure 10, scatter plots of observed corn yields against predicted yields are presented.
The alignment of predicted and observed yields on the 45° line through the origin was
satisfactory for 2020, 2021, and 2022. However, for 2017 and 2018, the predicted values were
positively correlated but struggled to explain much of the variance around the observed
mean values of corn yields. These results suggest the ability to predict a trend in maize
yields averaged over at field scale.

4.5. Limitations and Perspectives
4.5.1. Limitations

Satellite-derived data covers only a portion of the spectrum of actual crop yield
variation. Optical data primarily reflects the photosynthetically active biomass within fields
but may not fully capture grain yield, which depends on multiple factors [47]. Despite
this limitation, our approach to early season yield prediction using freely available remote
sensing data offers valuable advantages for monitoring crop growth and development
throughout the season at the field scale. Emphasizing the use of imagery acquired up to the
first half of August, the scalable nature of our framework enables extensive monitoring at
field scale, thus potentially providing benefits to farmers and other stakeholders involved
in farm management.

Another inherent limitation of our approach concerns data availability. Although
our method assumes the presence of at least one image during the first half of August,
practical implementation can be affected by variations in image availability, which can
affect forecast accuracy. Data limitation also applies to the use of meteorological data from
ERAS5T, which only provides weather information up to five days before the current date.
This time constraint may lead to delays in providing larger-scale forecasts, as our approach
requires a lead time of around five days.
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Figure 10. These scatter plots depict the correlation between observed (x-axis) and predicted (y-axis)
yield values obtained using DNN (Deep Neural Network) models. The black dashed line represents
the ideal 45° line of perfect prediction, while the red line indicates the linear regression fit of the
scatter plot, accompanied by the fitting metric reported.

4.5.2. Future Work

There are several ways to further advance the forecasting of maize yield. One ap-
proach is to incorporate soil surface temperature (LST) into the Soil Surface Energy Balance
Algorithm (SEBAL) [48] for more effective early season yield prediction and drought mon-
itoring. LST data provides insights into energy flows and water stress in agricultural
systems, enhancing estimates of evapotranspiration and crop water requirements. Integrat-
ing indicators of cumulative drought [5] or crop water requirements into the forecasting
models would compensate for the limitations of optical satellite data, which primarily
measure canopy surface potential and may underestimate the negative impacts of drought
on yield [18]. This approach would be the most appropriate if we had precise information
on irrigation dates and doses throughout the season. Additionally, utilizing finer-scale
weather data, such as PRISM (https://prism.oregonstate.edu/, accessed on 10 October
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2023), tailored to specific regions in the United States, could improve the accuracy and
localization of yield predictions.

Secondly, from a methodological point of view, investigations of alternative machine
learning methods can bring some additional values. In [26], the authors concluded that
no single machine learning regression model emerged as a clear winner in predicting
yield values for a new season, and performance can vary depending on the year. The
authors suggested using a Stacked Averaging Ensemble (SAE) that combines multiple
models could potentially outperform individual models, necessitating the optimization
of hyperparameters using a leave-one-year-out validation strategy. This is particularly
important for sensitive models like Support Vector Machines (SVM) or Extreme Gradient
Boosting (XGBoost).

5. Conclusions

This study analyzed and compared the performance of data-driven methods for early
season corn yield forecasting (mid-August) from ground-based data in the U.S. using
Sentinel-2, Landsat 7/8/9, agroclimatic and in-situ data. The capacity of estimating yield
based on out-of-year corn yield seeds production dataset was shown to be influenced by
various aspects, namely: (1) the way in which temporal dynamic is considered (thermal
or calendar); (2) the way we take into account the progress of the field based on thermal
time by inferring a different model regarding the last period available; (3) how we could
exploit the full seasonal trajectory information derived from Sentinel-2 data available in
the training years to better infer the current season by forecasting the next C,;, period for
the test samples. By resampling the time series over thermal time, building a per-period
model based on expected field advancement, and predicting the short-term seasonal trend
of C,, using a DNN, our early season yield estimation approach explained 31% of the
yield variation, with an associated MAPE of 16.1%. This early season result (estimated
around mid-August) remains more than comparable to the MAPE achieved at the end of
the season (Mid-October) that is estimated to 15.2%. This result suggests that valuable yield
crop estimation (comparable to end of season) can be obtained early in the season, possibly
providing farmers with an estimate of their production two months before the harvest time.

Author Contributions: ].D.: Conceptualization, Methodology, Software, Validation, Formal analysis,
Investigation, Data Curation, Writing—Original Draft, Writing—Review and Editing, Visualization.
D.I.: Conceptualization, Methodology, Writing—Review and Editing, Supervision, Project Admin-
istration, Resources, Funding Acquisition. A.B.: Validation, Supervision, Project Administration,
Resources, Funding Acquisition. All authors have read and agreed to the published version of
the manuscript.

Funding: This research was funded by the French National Association of Research and Technology
through the Convention Industrielle de Formation par la REcherche (CIFRE refered as 2019/1993)
Ph.D. Grant.

Data Availability Statement: The original contributions presented in the study are included in the
article, further inquiries can be directed to the corresponding author.

Acknowledgments: The authors would like to thank the European Space Agency (ESA), France
for sponsoring the SentinelHub account as part of the Network of Resources (NoR) program, and
Syngenta Production and Supply for making its agronomic data available.

Conflicts of Interest: The authors J.D. and A.B were employed by the company Syngenta. The
remaining author D.I. declares that the research was conducted in the absence of any commercial or
financial relationships that could be construed as a potential conflict of interest.



Remote Sens. 2024, 16, 1573 16 of 18

Abbreviations

The following abbreviations are used in this manuscript:

ANN  Artficial Neural Network

Cap Leaf Chlorophyll Content (ng/ cm™—?)
DNN  Deep Neural Network

ERA5 ECMWF ReAnalysis 5

GDD Growing Degree Days

LST Land Surface Temperature

LSTM  Long Short Term Memory

MAPE Mean Absolute Percentage Error
NDVI  Normalized Difference Vegetation Index
RF Random Forest

52 Sentinel-2

SNAP  Sentinel Application Platform
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