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Abstract: Global climate change is a serious threat to food and energy security. Crop growth
modelling is an important tool for simulating crop food production and assisting in decision making.
Planting date is one of the important model parameters. Larger-scale spatial distribution with high
accuracy for planting dates is essential for the widespread application of crop growth models. In
this study, a planting date prediction method based on environmental similarity was developed
in accordance with the third law of geography. Spring maize planting date observations from
124 agricultural meteorological experiment stations in China over the years 1992–2010 were used as
the data source. Samples spanning from 1992 to 2009 were allocated as training data, while samples
from 2010 constituted the independent validation set. The results indicated that the root mean square
error (RMSE) for spring maize planting date based on environmental similarity was 10 days, which is
better than that of multiple regression analysis (RMSE = 13 days) in 2010. Additionally, when applied
at varying scales, the accuracy of national-scale prediction was better than that of regional-scale
prediction in areas with large differences in planting dates. Consequently, the method based on
environmental similarity can effectively and accurately estimate planting date parameters at multiple
scales and provide reasonable parameter support for large-scale crop growth modelling.

Keywords: maize; planting dates; environmental similarity; the third law of geography; spatial
prediction

1. Introduction

The increasing global population and the impact of climate change have made food
security a pressing global challenge [1–3]. Maize (Zea mays L.) is a primary global crop,
serving not only as a staple food but also utilized for corn ethanol, animal feed, and various
other purposes [4]. China’s maize production constitutes 25.52% of the world’s total output,
reaching approximately 277.20 million tons in 2022 from a sowing area of 43.07 million
hectares [5,6]. Accurately estimating China’s maize yield is therefore crucial for ensuring
global food security.

Process-based crop models serve as primary scientific tools for estimating crop yield,
assessing the impact of environmental changes, and guiding adaptive measures under cli-
mate change [4,7,8]. Crop productivity is intricately linked to crop phenology [9,10], which
is significantly influenced by climate, including changes due to warming trends [11–15]. In
the phenological stages of crops, the timing of planting significantly impacts crop produc-
tivity [16–18]. To adapt to climate change and enhance productivity, farmers must employ
various strategies, such as altering planting schedules [19–22]. Consequently, for most
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process-based crop models, the planting date (PD) stands as a key input for management
decisions [22–24]. This aspect has been identified as a primary source of uncertainty in
model outcomes [25,26].

There are many methods for estimating planting dates. The first relies on spatial
autocorrelation, employing various interpolation techniques like inverse distance weighting
(IDW) [27,28], radial basis functions (RBF) [29], and Kriging [30]. However, these methods
assume stationary spatial autocorrelation, which might not be fully applicable in cases
involving complex geographic processes. For instance, Gerstmann et al. [30] highlighted
considerable uncertainty in predictions within mountainous regions. This is because
planting dates are influenced by numerous environmental factors such as temperature,
precipitation, soil moisture, and labor availability. Therefore, estimating planting dates can
rely on these environmental variables. Statistical methods for predicting planting dates
include rule-based approaches [19,24,31,32], regression analysis [23,33,34], and machine
learning techniques [35]. Typically, these methods involve applying fixed rules, thresholds,
or functions across the entire study area. However, the relationships between planting dates
and environmental factors vary across locations and over time within different regions [36].

These methods are limited by their reliance on fixed spatial autocorrelation relation-
ships, functions, or rules to model planting date variations. There is a clear need for
new techniques in spatially predicting planting dates that do not require the extracted
relationships to adhere to stationary conditions. To address these limitations, this paper
introduces a method based on geographic environment similarity (the third law of geogra-
phy) [37] for spatially predicting maize planting dates. The theoretical framework based
on geographic environmental similarity is articulated in the third law of geography [37]. It
can be summarized simply as: the more alike the geographic environment between two
locations, the more similar their geographic features. This principle has found application
in various research domains, including soil type mapping [38], assessment of soil organic
matter [39], and so on. Therefore, considering the correlation between planting dates and
environmental factors, locations sharing similar environmental conditions are likely to
have similar planting date values.

In this study, the environmental similarity method was applied to predict spring maize
planting date and compared with the multiple linear regression method. Our aim is to
find a highly accurate method for predicting planting dates on a large scale and to validate
and discuss this method. Section 2 presents the materials and the environmental similarity
method of this study. It mainly describes the method setup, evaluation, and validation.
The results and discussion are presented in Section 3. The conclusions are presented in
Section 4.

2. Materials and Methods
2.1. Study Area and Datasets

The study areas include five primary spring maize cultivation zones in China, delin-
eated based on soil and climate characteristics. These zones consist of northeast China (NE),
Inner Mongolia Autonomous Region north of the Great Wall (IMA), northwest China (NW),
Loess Plateau China (LP), and southwest China (SW). Planting dates were obtained from
observed records at 124 agricultural meteorological experiment stations under the Chinese
Meteorological Administration (CMA), spanning the period from 1992 to 2010, resulting
in a total of 1520 observation samples (Figure 1). These samples of planting dates have
standardized observation guidelines [25]. Therefore, it can be assumed that the planting
date is an optimal date in these experiment stations [12,34].
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values for the prediction points based on sample environmental similarity.  

Figure 1. Spring maize cultivation zones of China. The sample points are the locations of agricultural
meteorological stations in the cultivation zones.

Climate data, including daily mean temperatures, minimum temperatures, and precip-
itation from 1992 to 2010 across 124 stations, were gathered from the CMA. Missing data at
some stations were supplemented using a gridded climate product [40]. Daily climate data
were aggregated on a monthly basis (February to June), comprising mean temperature and
total monthly precipitation. A 1 km resolution digital elevation model (DEM) facilitated
the computation of the slope gradient and relief amplitude using 5 × 5 neighborhood
windows. For spatial prediction, climate and topographic factors were resampled to a
spatial resolution of 0.25◦ × 0.25◦.

2.2. Method

Four sequential steps are involved in spatially predicting PD based on environmental
similarity (Figure 2). The initial step involves selecting environmental factors to depict the
environmental characteristics related to the target variable (PD). Subsequently, the second
step computes the environmental similarity between samples or between a sample and the
prediction point. The third step entails assessing the credibility of each sample based on
environmental similarity, selecting highly reliable samples for prediction. Finally, the fourth
step involves predicting the target variable value and determining uncertainty values for
the prediction points based on sample environmental similarity.
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(1) Characterizing the geographic environment associated with spring maize planting dates

Quantifying environmental conditions using planting dates at specific locations is cru-
cial and imperative. Existing studies have primarily focused on establishing the correlation
between planting dates and environmental factors in agricultural contexts. To capture the
relationship between PD and environmental factors, climate covariates (including monthly
mean temperature (T), monthly minimum temperature (Tmin), monthly precipitation (P),
growing degree days above 8 ◦C (GDD8), and growing degree days above 10 ◦C (GDD10))
from February to June, along with topographic covariates (elevation, slope gradient, relief
amplitude (RA)), were employed to characterize the environmental conditions.

(2) Calculating environmental similarities

Environmental similarities are determined in two steps. Firstly, similarity values are
calculated based on individual environmental covariates. In this study, we employed the
Gower similarity coefficient [41] (Equation (1)).

E
(
evi, evj

)
= 1 −

∣∣evi − evj
∣∣

Range(v)
(1)

where E(•) represents the function evaluating the similarity of the individual environmental
variable level; evi and evj are the values of the v-th environmental variable at location i and
location j; and Range(v) represents the value range of the v-th environmental variable.

Secondly, these similarities across all environmental variables are amalgamated into
a single variable representing the overall similarity at a specific sample location. For this
research, a minimum operator was utilized.

(3) Calculating the reliability of each sample

The relationship between samples can be categorized into three types: supporting, con-
tradictory, and supplementary samples, based on the similarity in environmental conditions
and the target variable (planting dates). When samples share similar environmental con-
ditions and exhibit similar target variable values, they are considered supportive. Higher
support from multiple samples enhances the reliability of each individual sample.

The calculation of environmental and target variable similarity between samples
constitutes the second step. The environmental similarity threshold (p1) and the target
variable similarity threshold (p2) govern the relationships among sample points. A sample
with solely contradictory points and lacking supportive ones is assigned a reliability of 0. If
neither supportive nor contradictory points exist for a sample, its reliability is considered
unknown and set as a value of “NA” (Equation (2)).

ri =


∑ns

k=1 TSi,k
ns

× ns
ns+nc

, ns + nc > 0 and ns ̸= 0
0, nc > 0 and ns = 0

NA, ns + nc = 0
(2)

where ri represents the reliability of sample i; ns and nc represent the number of support
samples and the number of contradictory samples for sample i, respectively; and TSi,k is
the similarity of target variable between samples I and k.

(4) Predicting planting date values and determining uncertainty

To establish the reliability threshold (p3) for samples, only those with high reliability
are chosen for prediction. The planting date value at unsampled locations is forecasted
using Equation (3).

Vj =
∑n′

i=1 Sji × Vi

∑n′
i=1 Sji

(3)
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where n’ is the number of samples that met the prediction conditions; Sji is the environmen-
tal similarity between the unvisited location point j and the sample i; and Vi is the target
variable value (planting date) of the sample i.

The prediction uncertainty at each location correlates inversely with its environmen-
tal similarities and reliability with regard to existing samples. It is represented by the
following equation:

Uj = 1 − max
(
Sj1 × r1, Sj2 × r2, . . . , Sjn′ × rn′

)
(4)

Equation (4) indicates that the prediction uncertainty at unvisited location j is affected
by the environmental similarity (Sjn′ ) and reliability (rn′ ) at the sample points used in
the prediction. Uncertainty is a measure of the degree of reliability in the environmental
similarity model’s prediction results. The lower the uncertainty, the more credible the
planting dates simulated by the model. The uncertainty value has no unit and is between
0 and 1. Uncertainty values closer to 1 mean that the model simulation results are less
reliable, and values closer to 0 mean that the simulation results are reliable.

2.3. Evaluation and Validation

An independent validation sample set was utilized to assess prediction accuracy. In
order to be consistent with the spatial prediction of the planting date of one year, samples
spanning from 1992 to 2009 were allocated as training data, while samples from 2010
constituted the independent validation set. Table 1 presents the statistical values depicting
the planting dates (day of the year) of spring maize in China for both the training and
validation samples.

Table 1. The summary statistics of planting dates (day of year) of spring maize for the training
and validation samples. Min = minimum value. Med = median value. Max = maximum value.
SD = standard deviation.

Min Med Mean Max SD

Training (n = 1404) 39 117 115 167 15.4
Validation (n = 116) 49 123 120 157 17.5

Four indices were used to evaluate prediction accuracy, including root mean square
error (RMSE), mean absolute error (MAE), coefficient of determination (R2), and L5. The
RMSE, MAE, and R2 were defined as follows:

RMSE =

√
∑n

i=1(ŷi − yi)
2

n
(5)

MAE =
1
n

n

∑
i=1

(|ŷi − yi|) (6)

R2 = 1 − ∑n
i=1(yi − ŷi)

2

∑n
i=1(yi − y)2 (7)

where n represents validation points numbers, yi represents the PD value at location i,
ŷi represents the predicted value at location i, and yi and ŷi are the means of yi and ŷi,
respectively. If the RMSE and MAE are close to 0 or R2 is close to 1, then the model
performs well.

Considering the planting date’s uniformity within farmers’ sowing periods and the
vast crop area, slight variations occur in planting dates, especially under decentralized
management practices in China. To better gauge predictive accuracy, this paper introduces
a new metric named L5. L5 represents the percentage of sample points where the disparity
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between the predicted and actual planting dates is within 5 days. The calculation formula
is as follows:

L5 = N5/N × 100 (8)

where N5 represents the number of sample points with an absolute value of less than 5 days
between the predicted and the actual value. N represents the total number of sample points.
If L5 is close to 100%, then the model performs well.

To compare the outcomes of environmental similarity prediction, same variables were
used to predict planting dates using a multiple linear regression model [34]. To mitigate
multicollinearity effects among the covariates, a principal component analysis (PCA) [42,43]
was executed on the standardized environmental covariate values before constructing the
multiple linear regression model (Table 2).

Table 2. Eigenvalues, variance contributions, and variable loadings on principal component analysis
for spring maize.

Variables PC1 PC2 PC3 PC4 PC5

T2 0.89 −0.21 −0.12 −0.09 0.19
Tmin2 0.91 −0.20 −0.09 −0.09 0.15

P2 0.55 0.18 0.34 −0.08 −0.50
T3 0.92 −0.14 −0.20 −0.09 0.11

Tmin3 0.95 −0.12 −0.12 −0.10 0.06
P3 0.57 −0.12 0.41 −0.10 −0.30
T4 0.91 0.05 −0.21 −0.04 0.05

Tmin4 0.96 0.04 −0.07 −0.08 0.04
P4 0.59 −0.15 0.47 −0.12 −0.12
T5 0.79 0.33 −0.26 0.06 0.06

Tmin5 0.92 0.28 −0.05 −0.01 0.05
P5 0.62 −0.09 0.53 −0.11 −0.14
T6 0.57 0.62 −0.23 0.29 −0.19

Tmin6 0.75 0.56 0.11 0.14 0.01
P6 0.43 −0.08 0.64 −0.26 0.29

GDD8 0.92 0.34 0.03 0.04 0.00
GDD10 0.90 0.39 0.03 0.06 −0.01

Lon −0.44 0.21 0.58 0.15 0.48
Lat −0.87 0.35 0.04 0.12 −0.16

Elevation 0.27 −0.72 −0.51 −0.17 −0.02
RA 0.47 −0.53 0.18 0.62 0.00

Slop 0.51 −0.47 0.09 0.66 0.03
Eigenvalue 12.19 2.55 2.09 1.15 0.84

% of Variance 55 12 10 5 4
Cumulative % 55 67 77 82 86

Note: Bold and underlined values indicate strong and moderate loadings, respectively. Ti means the monthly
average temperature (i is the month number). Tmini means the monthly average minimum temperature (i is the
month number). Pi means the monthly precipitation (i is the month number).

The regression process involved fitting the model using sequential principal compo-
nents. The initial five principal components (PC1, PC2, PC3, PC4, and PC5) captured 86% of
the variance in environmental covariates and were consequently chosen for constructing
the multiple linear regression model (Equation (8)):

PD = 114.91 − 11.45 PC1 + 0.94 PC2 − 0.01 PC3 + 1.72 PC4 + 0.44 PC5 (R2 = 0.57) (9)

3. Results and Discussion
3.1. Independent Validation Results

Table 3 shows the independent sample validation accuracies for both methods. Overall,
the environmental similarity method exhibited lower RMSE (10 days) and MAE (8 days)
values compared to the multiple regression method (RMSE = 13 days, MAE = 9 days). The
L5 metric in the independent validation for the environmental similarity method stood
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at 37.5%, surpassing the multiple regression results (L5 = 31.9%). These findings suggest
that the environmental similarity method outperformed the multiple regression method
in accuracy.

Table 3. Comparison of validation accuracy of independent samples for planting dates in spring
maize area of China.

Indictors

Methodology for Spatial Prediction of
Planting Dates

Environmental Similarity
Method

Multiple Line Regression
Method

RMSE (days) 10 13
MAE (days) 8 9

R2 0.64 0.48
L5(%) 37.5 31.9

Figure 3 shows the 1:1 validation scatterplot comparing predicted versus actual plant-
ing dates generated by both methods. Different colors on the scatterplot denote distinct
maize growing zones. The coefficient of determination (R2) attained 0.64 with the environ-
mental similarity method, surpassing the multiple linear regression method (R2 = 0.48).
Regarding specific regions, predictions in the NE, IMA, and NW zones slightly under-
estimated the actual values (some independent validation points fell below the 1:1 line),
potentially linked to the selection of environmental factors in the prediction process. Con-
versely, the LP and SW zones displayed the most accurate predictions, with independent
validation points distributed on both sides of the 1:1 line, on average.
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Figure 3. Scatterplot of actual versus predicted planting dates using independent validation sample
points for spring maize of China: (a) environmental similarity method; (b) multiple line regression
method. The dashed line in the plot represents the 1:1 line.

Figure 4 shows the scatter plots of the residual-predicted values of the validation sam-
ple points obtained from the two prediction methods, where Figure 4a,b correspond to the
environmental similarity method and the multiple linear regression method, respectively.
From the distribution of residual values, the range of residuals of the validation sample
points obtained from the environmental similarity method was significantly smaller than
that of the multiple regression method. From the distribution of the residual-predicted
value scatter plot, for the environmental similarity method, it can be seen that the residuals
are centered on 0 and scattered, and there are underestimation phenomena (residual values
greater than 0) in more validation points, indicating that the choice of environmental vari-
ables in the prediction is reasonable, and the results of the prediction are better than those
of the multiple linear-regression-based prediction method.
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Figure 4. The scatter plots of the residual-predicted values of the validation sample points ob-
tained from the two prediction methods: (a) environmental similarity method; (b) multiple line
regression method.

3.2. Predicting Spatial Distribution of Planting Dates

Figure 5a, b illustrates the spatial distributions of predicted spring maize planting
dates in 2010 using two different spatial methods. The environmental similarity method
predicted planting dates within a range of 60–144 days of the year, while the multiple
linear regression method forecasted dates between 97–130 days of the year. Generally,
planting dates showed a latitudinal delay, being progressively postponed from southwest
to northeast. This trend aligns with considerations of temperature and precipitation, where
higher temperatures in the southwest prompt earlier planting compared to the cooler
northeast. Notably, the Sichuan Basin exhibited earlier planting due to higher spring
temperatures within the basin compared to the adjacent hilly regions. Overall, while both
methods depicted consistent spatial planting patterns, the environmental similarity method
revealed stronger spatial heterogeneity in planting date variations within each region
compared to the multiple linear regression method.
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To ensure prediction accuracy using the environmental similarity method, samples
were selected based on both environmental similarity and sample point credibility. Conse-
quently, only samples meeting specific conditions were utilized for prediction, resulting in
null values in certain regions of the spatial distribution prediction map of planting dates
(Figure 5a). These null values primarily appeared in border areas with limited sample
representation, indicating a lack of suitable sample points for prediction. Thus, some
survey sample sites in the area should be added in a future study. In contrast, the multiple
linear regression method utilized the regression model based on available covariates at
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each point, bypassing sample selection. Consequently, the method does not ensure sample
point credibility, potentially affecting the reasonableness of predicted results.

3.3. Uncertainty Analysis of Environmental Similarity-Based Predictions

Figure 6 shows the spatial distribution of predicted uncertainty. Overall, the bound-
aries of each zone exhibited high uncertainty levels. Variations in uncertainty were evident
among zones, with lower uncertainty predominantly observed in flatter plains, such as
the northeastern plains and the Sichuan Basin in the southwest. Conversely, higher un-
certainty prevailed in the northwestern and southwest zones of the Loess Plateau, and
along the border of the Inner Mongolia Autonomous Region north of the Great Wall zone.
Particularly, the southern region of the southwest zone exhibited the highest uncertainty
due to sparse and scattered samples (Figure 1). Limited sample representation in these
areas contributed to heightened uncertainty levels overall. Enhancing predictive accuracy
necessitates augmenting sample numbers in high-uncertainty regions.
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3.4. Comparison of National-Scale and Regional-Scale Prediction

Comparison of the above prediction results shows that the multiple linear regression
prediction method was too smooth when predicting over a large area. In contrast, the
environmental similarity prediction method could better reflect the spatial heterogeneity
at the national scale (the entire Chinese spring maize growing region). Despite variations
among growing areas, the natural environmental conditions within each region are rela-
tively homogeneous. Therefore, applying the environmental similarity prediction method
to each of the five spring maize zones prompts the query: how do the resulting predictions
differ from those made at the national scale?
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At the regional scale, covering five cultivation zones, the environmental similar-
ity prediction method was applied, using environmental factor data consistent with the
national-scale prediction. The regional scale predictions used samples from 1992 to 2009 as
training data, with 2010 samples used as independent validation for each of the five spring
maize zones (Table 4).

Table 4. The summary statistics of spring maize planting dates (day of year) of each five cultivation
zones for the training and validation samples. Min = minimum value. Med = median value.
Max = maximum value. SD = standard deviation.

Cultivation
Zones

Type of
Samples

Number of
Samples Min Med Mean Max SD

NE
training 651 104 121 122 146 7.6

validation 49 119 131 131 143 5.9

IAM
training 211 102 118 119 167 9.6

validation 19 113 124 125 142 7.3

LP
training 216 98 115 114 140 7.0

validation 19 108 116 117 128 4.9

SW
training 179 39 90 87 157 21.9

validation 18 49 88 91 157 23

NW
training 147 88 113 114 138 9.8

validation 11 98 118 118 138 9.8

The validation accuracy of the planting date in five spring maize growing zones is
shown in Table 5. The national-scale results were predicted using national data, and then
the zonal results are extracted based on each regional scale. The LP zone had the highest
accuracy in predicting spring maize planting dates, with RMSE and MAE of 6 and 4 days,
respectively, and the proportion of sites with a difference of 5 days between the predicted
value and the observed value reached 73.6% (L5 = 73.6%). Conversely, the northeast zone
displayed the lowest precision, with an RMSE and MAE of 11 and 10 days, respectively, and
20.8% of sites within 5 days of the observed values (L5 = 20.8%). Overall, the regional-scale
predicted accuracy RMSE was between 6 and 10 days, and on the national scale, the RMSE
was 10 days. Notably, differences in accuracy between the regional and national scales
across planting zones were insignificant, particularly in the NE and IAM zones, where
predictions were nearly identical. The LP zone exhibited slightly lower national-scale
accuracy compared to regional-scale predictions, while the SW and NW zones showed
slightly higher national-scale accuracy compared to regional-scale predictions.

Table 5. The validation accuracy of independent samples for planting dates in spring maize area of
China with regional scale and national scale.

Zones Indictors Regional Scale National Scale

NE

RMSE (days) 11 11
MAE (days) 10 10

R2 0.16 0.16
L5 (%) 20.8 25

IAM

RMSE (days) 10 11
MAE (days) 8 9

R2 0.04 0.04
L5 (%) 52.6 36.8

LP

RMSE (days) 6 7
MAE (days) 4 5

R2 0.02 0.09
L5 (%) 73.6 63.2
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Table 5. Cont.

Zones Indictors Regional Scale National Scale

SW

RMSE (days) 10 8
MAE (days) 7 6

R2 0.82 0.85
L5 (%) 44.4 41.2

NW

RMSE (days) 8 6
MAE (days) 6 5

R2 0.58 0.65
L5 (%) 63.6 44.4

Mean

RMSE (days) 10 10
MAE (days) 8 8

R2 0.68 0.64
L5 (%) 42.6 37.5

Figure 7 shows the distribution of the absolute residuals for predicted spring maize
planting dates in the 2010 validation sample points. Figure 7a represents the residuals at
the regional scale, while Figure 7b represents those at the national scale. The spatial repre-
sentation of sample points with significant differences becomes more evident from these
maps. Both regional- and national-scale predictions yielded residuals within 0--27 days.
Notably, the NE zone exhibited larger residuals compared to other zones. Overall, national-
scale predictions performed better than regional-scale ones. Regional scale predictions,
segregated into distinct zones, encountered limitations where sample points at zone bound-
aries might resemble those in neighboring zones, resulting in fewer predictive sample
points and reduced prediction accuracy. Conversely, national-scale predictions, free from
boundary constraints, allowed more similar sample points to contribute, thereby enhancing
prediction accuracy.
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3.5. Advantages and Limitations of the Environmental Similarity Method

Most of the studies used temperature thresholds to predict planting dates [22,24]. The
temperature thresholds were set based on field experiments or expert knowledge. When the
air temperature or cumulative temperature reaches the set thresholds, the date at this time
is the planting date. In addition, considering regional characteristics, rule-based models
can incorporate soil temperature, soil moisture, and precipitation to formulate rules for
global sowing date prediction [19,31]. Therefore, the SAGE data set [24] of crop calendars
was widely used. However, the spatial coverage is relatively limited, and there is only one
value for planting date in an administrative zone [31]. Despite the improvements in spatial
resolution made by Iizumi et al. [31], their study did not take into account topography and
day-length factors. The environmental-similarity-based approach proposed in this study



Agronomy 2024, 14, 97 13 of 15

integrates factors such as climate, topography, and sunshine duration (day length), and the
predicted planting dates have strong spatial heterogeneity (Figure 5).

This study has some limitations. First, the environmental characterization of planting
date is important in the predictive process. Therefore, factors such as soil characteristics,
field work capacity, and labor availability should be taken into account in future research.
Second, modelling changes in planting dates and the impact on crop yields under future
climate change is also an area for future research.

4. Conclusions

This study explored spatial variations in planting dates and environmental data using
an environmental similarity prediction method for Chinese spring maize. Comparison
of validation accuracy using independent samples indicates superior performance of the
environmental similarity method over the multiple linear regression method. In the future,
if only the weather conditions are known, the environmental similarity method can be
used to predict planting date. Therefore, the environmental similarity method can provide
decision-making guidance to farmers in selecting planting dates under the influence of
global change. Notably, the environmental similarity method exhibited high accuracy with
sampled data and quantified prediction uncertainty at unsampled locations. Employing the
environmental similarity method reduces sampling and analytical costs, focusing intensive
sampling efforts on under-represented regions. In areas with large differences of planting
dates, the precision of the national-scale prediction was better than that of the regional-
scale prediction, which sets clear boundaries at the regional boundaries and separates
the sample points, so that some sample points that should be used as extrapolations
were excluded, which resulted in a slightly lower precision. Future research will involve
predicting temporal planting date variations and determining the necessary sampling
points to influence prediction outcomes.
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Abbreviations

PD Planting date
NE Northeast China
IMA Inner Mongolia Autonomous Region north of the Great Wall
NW Northwest China
LP Loess Plateau China
SW Southwest China
CMA Chinese Meteorological Administration
Ti Monthly average temperature, the i is the month number
Tmini Monthly average minimum temperature, the i is the month number
Pi Monthly precipitation, the i is the month number
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GDD8 Growing degree days above 8 °C
GDD10 Growing degree days above 10 °C
RA Relief amplitude
DEM Digital elevation model
RMSE Root mean square error
MAE Mean absolute error
R2 Coefficient of determination
Lon Longitude
Lat Latitude
PCA Principal component analysis
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