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Abstract: This study builds a model to predict distribution coefficients (Kd) using the random forest
(RF) method and a machine learning model based on the Japan Atomic Energy Agency Sorption
Database (JAEA-SDB). A database of ten input variables, including the distribution coefficient,
pH, initial radionuclide concentrations, solid–liquid ratio, ionic strength, oxidation number, cation
exchange capacity, surface area, electronegativity, and ionic radius, was constructed and used for
the RF model calculation. The calculation parameters employed in this work included two different
hyperparameters, the number of decision trees and the maximum number of variables to divide
each node, together with the random seeds inside the RF model. The coefficients of determination
were derived with various combinations of hyperparameters and random seeds, and were employed
to assess the RF model calculation result. Based on the results of the RF model, the distribution
coefficients of 22 target nuclides (Am, Ac, Co, Cm, Cd, Cs, Cu, Na, Np, Ni, Nb, U, Sr, Sn, Pb, Pa,
Pu, Po, I, Tc, Th, and Zr) were predicted successfully. Among the various input variables, pH was
found to make the highest contribution to determining the distribution coefficient. The novelty of
this study lies in the first application of the machine learning method for predicting the Kd value
of bentonites, using JAEA-SDB. This study has established a model for reliably predicting the
distribution coefficient for various radionuclides that is intended for use in evaluating the Kd value
in arbitrary aqueous conditions.

Keywords: adsorption; bentonite; distribution coefficient; machine learning; random forest

1. Introduction

Due to the continuous use of nuclear power, the generation and storage of spent
nuclear fuel are expected to increase progressively. Since these radiotoxic high-level wastes
(HLW) contain inherent radiological hazards to the environment and to humans, it is
urgently necessary to establish a safe and reliable disposal plan for the HLW.

Recently, the KärnBränsleSäkerhet-3 (KBS-3) deep geological disposal concept [1],
developed by the Svensk Karnbranslehantering AB (SKB) in Sweden, was adopted and ap-
plied to the design and safety assessment of the ONKALO final repository for spent nuclear
fuel in Finland, which is currently under construction. In the KBS-3 concept, bentonite-
based buffer material is placed outside the copper-cast iron canister and functions as an
engineered barrier to retard the migration of radionuclides released from the canister into
the geosphere. In this respect, the primary retention process of radionuclide migration
by the bentonite can be described by the adsorption mechanism, which can be quantified
simply with a distribution coefficient (Kd). The distribution coefficient is a conditional
constant, which means that it is highly dependent on the given geochemical variables,
such as the pH, solid–liquid ratio (L/S ratio), temperature, species distribution, etc. There-
fore, for a reliable assessment of the long-term safety of HLW disposal, it is essential to
examine and derive the exact adsorption distribution coefficients by which the site-specific
geochemical conditions are appropriately reflected. In this framework, the Japan Atomic
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Energy Agency (JAEA) has developed a sorption database (JAEA-SDB) summarizing and
displaying the extensive distribution coefficients of the major radionuclides that constitute
the radioactive waste on important mineralogical matters, which were selected through
a meticulous reliability evaluation of the reported values in many previous studies. The
JAEA-SDB contains about 70,000 pieces of adsorption data, including information on the
adsorbent material, target radionuclide, concentration, oxidation number, pH, distribution
coefficient, etc. [2].

However, due to the relatively high uncertainty and conditional dependency of the dis-
tribution coefficient, it is challenging to predict the adsorption behaviors of radionuclides
unless they have been investigated experimentally. While several thermodynamic model-
based approaches (e.g., the surface complexation model [3]) have been developed to over-
come such difficulties, it is still the case that limited fundamental chemical thermodynamic
data are available to quantitatively assess the distribution coefficient of various radionu-
clides, leaving a significant uncertainty in terms of the prediction of adsorption behaviors.

Machine learning is a field of computing algorithms that has rapidly developed in
recent years and is designed to imitate human intelligence by learning reams of data for
establishing prediction, classification, and regression models [4]. Based on the development
of computer CPUs, improvements in memory speed, and an increase in computing power,
machine learning has been evaluated as an effective methodology for predicting specific
values. In this regard, various techniques have been developed and used accordingly [5–8].
Machine learning can be divided into two approaches: supervised learning and unsuper-
vised learning. Typically, supervised learning is used in learning data and for creating
a model that can predict the desired target value. Machine learning approaches, such
as the artificial neural network (ANN), random forest (RF), and support vector machine
(SVM), are regarded as the established methodologies for general supervised learning [9,10].
Among them, the RF is an ensemble machine learning technique based on decision trees,
which uses a voting method for classification and prediction with diverse decision trees. In
the RF approach, various decision trees are created using random variables for prediction;
the results are obtained through voting and averaging by collecting the results from the
trees [11]. Furthermore, the K-fold cross-validation method can be additionally employed
to avoid possible overfitting of the training data [12]. However, because of the data leakage
and bias problems possibly induced by the K-fold cross-validation calculation, the nested
K-fold cross-validation can be alternatively employed to provide better robustness and
model stability by using training, validation, and test sets split from the original data
set [13,14].

This study aims to reliably predict the distribution coefficients of primary radionu-
clides onto several bentonite materials, based on the RF machine learning model, with the
JAEA-SDB as a data source. Furthermore, it is intended to quantify the relative influence
and importance of various input variables on the distribution coefficient, by overcoming
the limitations of human intuition and current chemical thermodynamic model-based
approaches through machine learning models [15], allowing more reliable follow-up sup-
plementary experiments.

2. Materials and Methods
2.1. Data Collection and Pre-Processing

The distribution coefficient data used for machine learning were taken from the
JAEA-SDB [2]. Three major bentonites, comprising MX-80 [16], Kunigel V1 [16], and
SWy-2 [17], which have been widely considered as buffer materials in the deep geological
repository, were selected as the representative adsorbent materials in this study. The
establishment of the machine learning database was achieved by using the 777 experimental
results related to the 22 kinds of radionuclides that are provided by the JAEA-SDB (i.e., Am,
Ac, Co, Cm, Cd, Cs, Cu, Na, Np, Ni, Nb, U, Sr, Sn, Pb, Pa, Pu, Po, I, Tc, Th, and Zr). The
data used to build the RF model from JAEA-SDB included six geochemical variables: the
solid-liquid ratio (mL/g, expressed as LS in the future), ionic strength (mol/L, referred to
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as Ionic_S), the oxidation number of radionuclides (referred to as Redox), acidity (referred
to as pH), initial radionuclide concentration (mol/L, referred to as C0), and the distribution
coefficient (m3/kg, referred to as Kd). In addition, cation exchange capacity (meq/100 g,
referred to as CEC) and surface area (m2/g, referred to as SA), which are the characteristic
properties of bentonite, along with electronegativity (referred to as EN) and ionic radius (Å,
referred to as IR), which are unique features of radionuclides, were adopted in the modeling
as well. The target value of machine learning was set to Kd (m3/kg). For the simplification
of the RF model and collective comparison among the assorted radionuclides, the ionic radii
of radionuclides with a coordination number of 6 were established from the literature [18].
In addition, electronegativity values were also referenced from the previous study [19]. The
CEC and SA data were entered separately, according to bentonite type (i.e., MX-80 [16],
Kunigel V1 [16], and SWy-2 [17]). Furthermore, when the background solution was set
to “seawater” in JAEA-SDB, the ionic strength was estimated and entered by assuming a
standard seawater condition according to Millero et al. [20]. Likewise, the ionic strength for
each scenario was calculated and entered collectively, following the reports of Torstenfelt
et al. [21,22] for the background solution, labeled as “synthetic groundwater”, Mateus
et al. [23] for “tap water”, and Kitamura et al. [24] for “synthetic porewater”. The detailed
input data constructed in the present work are provided in the Supplementary Materials.

For the machine learning database, constructed as above, the Pearson correlation coef-
ficient (PCC) method was used to confirm the linear dependence between each variable [25].
The PCC is a method that can quantify the correlation between two arbitrary variables,
which can be expressed as below:

rxy =

(
∑n

i=1(xi−x̂)∑n
i=1(yi−ŷ)

n−1

)
√

∑n
i=1 (xi−x̂)2

n−1

√
∑n

i=1 (yi−ŷ)2

n−1

(1)

where x̂ and ŷ are the average values of x and y, respectively. If the rxy value is close to ±1,
the variables x and y have an almost direct linear relationship. In this case, eliminating one
of the variables may be more advantageous for simplifying the model and reducing calcu-
lation time. This study evaluated the appropriateness of variable selection by calculating
the correlation between variables using the PCC method, before performing the machine
learning calculation.

2.2. Machine Learning Model

Random forest (RF) is a supervised ensemble machine learning approach, based on
multiple decision trees and bagging (i.e., bootstrap aggregation) [11]. In general, the
procedure of RF calculation can be expressed as follows:

1. The retained input data are randomly divided into a training set and a test set;
2. The RF model is created, followed by setting the hyperparameters used to control the

learning process [26];
3. Multiple decision trees are created while training the model with the training set

through each node;
4. The final result was estimated by averaging the results from all trees generated.

By adjusting the random state variable, i.e., a random seed in the RF calculation,
randomness can be given in the classification of training/testing sets and the calculation
using hyperparameters. The calculation parameters used for the RF calculation in this
study include two different hyperparameters: the number of decision trees (Ntree) and the
maximum number of variables to be used to divide each node (Nfeature), together with the
random state, random seed in the RF model [27]. In particular, the random seed numbers
used to distinguish the training and test sets are referred to as “Random state_T”, and the
random seed for internal calculation of the RF model was referred to as “Random state_M”.
In the present work, the calculation parameters are set separately to calculate and assess
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the RF model result. Further detailed information about the algorithm of the RF model is
provided elsewhere [11].

Since the RF calculation makes decision trees by directly comparing the training set
that is used for training with the test set, the overfitting of data can presumably be expected.
Therefore, cross-validation using the K-fold cross-validation method can be utilized to
check the calculation result. In this study, to secure more robustness and model stability, the
nested K-fold cross-validation method was employed to additionally validate the RF result.
The nested K-fold cross-validation consists of two loops, i.e., the inner fold and the outer
fold. For the outer K-fold calculation, the given data set is divided into the K total number
of equal parts. Then, one of the K parts is designated for use in evaluating the performance
of the model, while the others are used as a training set. Successively, the K-1 equal parts are
divided into J total equal parts. Similarly, one of the J parts is chosen for use as a validation
set, while the other J-1 parts are used as a sub-training set. For the inner J-fold calculation,
cross-validation is carried out with the sub-training set and the validation set to identify
and select the calculation parameter combination (in this case, Ntree, Nfeature, and Random
state_M) providing the best performance. Note that the Random state_T, the random seed
for dividing the training, testing, and validation set is fixed to be a constant value during
the entire inner and outer loop calculation. In the present work, the performance of the
inner loop model is evaluated with the averaged R2 value obtained in the J-fold calculation.
Sequentially, the calculation parameter combination selected through the inner fold calcula-
tion is employed to train the training set in the outer loop. Furthermore, the performance
evaluation of the outer loop is conducted with the test set, and the entire process is repeated
a total of K times. The model performance is assessed by averaging the number of K
results obtained through the K-fold calculation at a given Random state_T value. In this
study, the 5-5 nested cross-validation with the five inner loops and the five outer loops
was employed. Additionally, the whole calculation process can be repeated with various
Random state_T values to check the stability of the machine learning model. Through
the above process, the best values of Ntree and Nfeature for the different Random state_M
and Random state_T values can be identified. Finally, the representative values of Ntree
and Nfeature are determined and fixed by (i) selecting the most frequent Nfeature values and
(ii) averaging the best Ntree values, respectively. The final model test can be performed by
averaging the R2 results obtained with the representative Ntree and Nfeature values, together
with various Random state_M and Random state_T values.

Additionally, the RF model quantitatively evaluates the relative importance of the
input variables on the distribution coefficient based on the mean decrease in impurity
(MDI) [15] approach. This method defines the average impurity reduction as an essential
factor when dividing nodes, through which the relative importance of each variable used
in the RF calculation can be compared.

Finally, the results of the RF model were assessed using the coefficient of determination (R2)
and the root mean square error (RMSE), calculated according to Equations (2) and (3) [28,29]:

R2 = 1 −
∑N

i=1

(
Yi, exp − Yi, pred

)2

∑N
i=1
(
Yi, exp − Ŷave, exp

)2 (2)

RMSE =

√
1
N

(
Yi, exp − Yi, pred

)2
(3)

where Yi,exp is the actual experimental value and Yi,pred represents the value predicted by
the RF model. As the R2 value converges to 1 or RMSE to 0, the predicted data more
closely agrees with the experimental data. The computational codes for the RF model
calculation and the nested K-fold cross-validation employed in this study were taken
from the scikit-learn software package (version 0.24.2) [30–32] and are provided in the
Supporting Information.
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3. Results
3.1. Data Processing and PCC Analysis

Among the input data used in this study, the relative distributions of Kd and C0 were
analyzed by plotting the boxplot diagram. As shown in Figure 1a, the Kd values represent a
wide but relatively uneven distribution, ranging from 8.0 × 10−5 m3/kg to 2.1 × 103 m3/kg.
As for the overall distribution of Kd values, small Kd values accounted for the most of data,
while the Kd values larger than 500 m3/kg occupy a much smaller fraction.
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Figure 1. Box plots of the input variables, such as (a) Kd, (b) log Kd, (c) C0, and (d) log C0 employed
in the RF model calculation. The blue bar indicates the median.

Figure 1b indicates that if the logarithmic scale was applied to the Kd value, the
overall range of the values was reduced to an approximate range from −4.1 to +3.3, with a
relatively uniform distribution. At the same time, the initial radionuclide concentration,
C0, showed a relatively consistent trend compared to the distribution coefficient, Kd (see
Figure 1c,d).

Besides this, the solid-liquid ratio, LS, also presented an even distribution in the
logarithmic scale compared to the linear scale, as with the Kd (data not shown). Therefore,
this study used log Kd, log C0, and log LS as the input training data for RF modeling, to
prevent the overall calculation results from being biased by a small number of data values
with large numerical values.

Figure 2 shows the data obtained by calculating the relationship between each input
variable pair using the Pearson correlation coefficient (PCC) method. According to the
results, there was no case showing a correlation that was close to ±1 for all the possible
combinations. Therefore, all the nine input variables described in the Materials and Meth-
ods section, along with the log Kd, which represents the predicted target value of the RF
model, were employed for the machine learning calculations.

In the Pearson correlation matrix result, the variables representing a remarkable
correlation with log Kd were determined to be pH, log C0, EN, and log LS. Thus, it was
predicted that these four variables would show relatively high importance in predicting
the Kd values through the machine learning algorithm.

3.2. RF and 5-5 Nested Cross-Validation

In this study, the calculation parameters controlled in the RF model were two different
hyperparameters (Ntree and Nfeature) and two different random seeds (Random state_T and
Random state_M). The ranges of the calculation parameters were as follows:

• Ntree = 5–1000 (set in multiples of five intervals);
• Nfeature = 2–9;
• Random state_T = 0–10;
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• Random state_M = 0–10.
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IR: ionic radius; EN: electronegativity; CEC: cation exchange capacity; SA: surface area; Ionic_S: ionic
strength; log LS: log of solid-liquid ratio; log C0: log of initial radionuclide concentration; log Kd: log
of Kd.

The other parameters were fixed at their default values [31]. Figure 3a presents
the range of the R2 value obtained by changing the Random state_T value. In the RF
model, Random state_T is used as a random seed for the training and test sets classifi-
cation, so a random change was observed in the R2 result value with various Random
state_T. According to the RF model calculation, the most optimal R2 value was obtained
at Random state_T = 8, and the lowest R2 value was obtained at Random state_T = 4. In
the present work, for a fixed Random state_T value, when the maximum R2 value was
high, the minimum R2 value was also high, with a relatively small difference between the
maximum and minimum R2 values. Conversely, when the maximum R2 value was low,
the minimum R2 value was also relatively low, with a significant difference between the
maximum and minimum R2 values. Based on the results obtained with the RF model, the
maximum R2 values derived from various calculation parameter ranges were determined
to be R2 = 0.9175, where RMSE = 0.3261.

On the other hand, when the RF model was calculated with the 5-5 nested cross-
validation method, the deviations between the maximum and minimum values of R2

derived by outer loops were relatively decreased (see Figure 3b). In addition, the R2 values
averaged from the outer fold calculation determined with various Random state_T were
almost similar to each other. This may have been due to the reduction in the deviation
of each result, caused by performing multiple cross-validations with five inner and five
outer loops to avoid overfitting. According to the 5-5 nested cross-validation results, the
most frequent Nfeature value, among the best Nfeature values obtained through the inner
and outer fold calculation, was Nfeature = 2. In addition, the representative Ntree value was
determined to be Ntree = 185 by averaging the best Ntree values and rounding to the nearest
multiple of 5 for further calculation. Consequently, the final model test performed with the
representative Ntree and Nfeature values, along with various Random state_M and Random
state_T values, presented the averaged R2 value of R2 = 0.8604.
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Figure 3. The R2 values calculated with a fixed Random state_T using (a) the RF model and (b) the
5-5 nested cross-validation method, coupled with the RF model. Red and blue colored bars on the
left-hand side represent the best and the worst results, respectively. Crosses on the right-hand side
indicate the R2 values obtained through five outer fold calculations at the given Random state_T,
while circles represent the averaged R2 value.

In order to assess the influence of the change of hyperparameters on the R2 value, an
additional evaluation was performed using the results representing the highest R2 value
among those shown in Figure 3a. Figure 4 presents the R2 value according to the change in
Ntree and Nfeature for the case of the general RF model. At this time, the Random state_T
was fixed to Random state_T = 8 and the Nfeature was controlled in the range from 2 to 9. As
a result, the highest R2 value was obtained when Ntree = 105 for the general RF model with
R2 = 0.9175. As the Ntree value increased, the R2 value changed slightly but converged to a
constant value. This may have been due to the decrease in the diversity of the mean, as the
number of samples of decision trees used for analysis increased with an increase in Ntree.
In all cases, the R2 value at Ntree = 1000 was relatively smaller than the maximum R2 value.
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Figure 4. The values of R2, calculated as a function of Ntree at Random state_T = 8, with the general
RF model.
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The Nfeature dependency of the R2 value shown in Figure 4 will be discussed along with
Figure 5, representing the change in R2 value according to the Random state_M and Nfeature
variables under two conditions of Ntree = 105 and Ntree = 1000 for the general RF model. As
for two different values of Ntree = 105 and Ntree = 1000, the effects of the Random state_M
and Nfeature variables on the distribution of R2 values were considerably different. For
Ntree = 105, the R2 value was the highest at R2 = 0.9175, but the distribution of relatively high
R2 values was somewhat limited only to the Nfeature = 3 and Random state_M = 5 points.
For Ntree = 1000, the maximum R2 value was R2 = 0.9093, which was slightly low, but it still
showed a broad distribution of relatively high R2 values at low Nfeature values, regardless of
the Random state_M variable. The machine learning results of the general RF model, based
on the database constructed in this study, showed the maximum R2 value at Ntree = 105,
Nfeature = 3, Random state_T = 8, and Random state_M = 5. On the other hand, when
it was set at Ntree = 1000 to prevent overfitting, the maximum R2 value was observed at
Nfeature = 2, Random state_T = 8, and Random state_M = 6.

Minerals 2022, 12, x FOR PEER REVIEW 8 of 13 
 

 

 

Figure 4. The values of R2, calculated as a function of Ntree at Random state_T = 8, with the general 

RF model. 

The Nfeature dependency of the R2 value shown in Figure 4 will be discussed along 

with Figure 5, representing the change in R2 value according to the Random state_M and 

Nfeature variables under two conditions of Ntree = 105 and Ntree = 1000 for the general RF 

model. As for two different values of Ntree = 105 and Ntree = 1000, the effects of the Random 

state_M and Nfeature variables on the distribution of R2 values were considerably different. 

For Ntree = 105, the R2 value was the highest at R2 = 0.9175, but the distribution of relatively 

high R2 values was somewhat limited only to the Nfeature = 3 and Random state_M = 5 

points. For Ntree = 1000, the maximum R2 value was R2 = 0.9093, which was slightly low, 

but it still showed a broad distribution of relatively high R2 values at low Nfeature values, 

regardless of the Random state_M variable. The machine learning results of the general 

RF model, based on the database constructed in this study, showed the maximum R2 value 

at Ntree = 105, Nfeature = 3, Random state_T = 8, and Random state_M = 5. On the other hand, 

when it was set at Ntree = 1000 to prevent overfitting, the maximum R2 value was observed 

at Nfeature = 2, Random state_T = 8, and Random state_M = 6. 

 

Figure 5. The R2 mapping diagram, calculated with the general RF model for Random state_M and 

Nfeature at (a) Ntree = 35 and (b) Ntree = 1000. Random state_T was fixed to be Random state_T = 9 for 

both cases. The arrows point out the maximum R2 values for each case. 

0 200 400 600 800 1000
0.89

0.90

0.91

0.92

R
2

Number of trees (Ntree)

Nfeature

 2    3    4

 5    6    7

 8    9

2 3 4 5

6

9

87

0 2 4 6 8 10

2

3

4

5

6

7

8

9

Random state_M

M
a
x
 f
e
a
tu

re
s
 (

N
fe

a
tu

re
)

0.8770

0.8824

0.8878

0.8931

0.8985

0.9039

0.9093

0.9146

0.9200

R2

 a) 

0 2 4 6 8 10

2

3

4

5

6

7

8

9

Random state_M

M
a
x
 f
e
a
tu

re
s
 (

N
fe

a
tu

re
)

0.8900

0.8925

0.8950

0.8975

0.9000

0.9025

0.9050

0.9075

0.9100

R2

 b) 

Figure 5. The R2 mapping diagram, calculated with the general RF model for Random state_M and
Nfeature at (a) Ntree = 35 and (b) Ntree = 1000. Random state_T was fixed to be Random state_T = 9 for
both cases. The arrows point out the maximum R2 values for each case.

Figure 5 suggests that the RF model based on the database constructed in this study
seems helpful in calculating the best R2 value by considering fewer input variables, i.e., a
small Nfeature, in dividing nodes. Typically, a relatively high R2 value might be expected in
the machine learning calculation with a large Nfeature value, as more input variables can
be considered at once when calculating the model. However, when many input variables
were considered at once in the present work, the nodes could not be subdivided and, thus,
the diversity of decision trees was reduced, leading to a relatively low R2 value [33–35].

Moreover, to examine the change in the maximum R2 value, according to the number
of data points used for the RF model training, 100, 200, 400, and 700 data points were
randomly selected from the original database, with 777 data points being used to train the
RF model. For the simple comparison, the ranges of the calculation parameters, in this case,
were adjusted to be:

• Ntree = 10–500 (set in multiples of ten intervals);
• Nfeature = 2–9;
• Random state_T = 0–5;
• Random state_M = 0–5.

As shown in Table 1, with an increase in the number of data points used for machine
learning, a remarkable increase in the maximum R2 value and decrease in the RMSE value
were observed, indicating that increasing the number of training data points would signifi-
cantly improve the machine learning model result after calculation with hyperparameter
and random seed adjustment.
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Table 1. The maximum R2 values obtained with various amounts of input data.

Amount of Input Data Maximum R2 Value RMSE

100 0.7777 0.5807
200 0.7805 0.5520
400 0.8212 0.5522
700 0.8972 0.3543

4. Discussion

Figure 6a compares the experimental log Kd values with the predicted values derived
from the RF model presenting the highest R2 value, as established in the present work. For
the comparison, the general RF model result that was calculated with Ntree = 105, Nfeature = 3,
Random state_T = 8, and Random state_M = 5, displaying the maximum R2 value of 0.9175,
was used. Note that the training data for the RF calculation are not shown in Figure 6a.
Consequently, a highly linear, 1:1 relationship between the predicted and experimental
values of log Kd was observed, which indicates the usability of this machine learning
method to predict the log Kd values for various radionuclides under arbitrary geochemical
conditions with bentonite materials. In addition, it is expected that the accuracy of the log
Kd prediction can be further improved by increasing the number of training data generally
(see Table 1). Furthermore, the comparison between the experimental log Kd values and
those predicted with the 5-5 nested cross-validation is shown in Figure 6b. According
to the result, all five different fold loops from 1 to 5 show notable consistency with the
overall R2 value of 0.8683. Note that the data presented in Figure 6b only indicate the result
determined by the five outer fold loops at Random state_T = 10 and are thus marginally
different from the final model test result of R2 = 0.8604.
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Figure 6. Comparisons of experimental log Kd value and predicted log Kd value, evaluated with
(a) the general RF model presenting the highest R2 value in this work, (b) the 5-5 nested cross-
validation method with Random state_T = 10, and (c) the partial least-squares regression method.

Although the R2 value obtained with the nested cross-validation method is slightly
lower than that determined using the general RF model, the performance of the model
established with the nested cross-validation method is still considered to be remarkable,
based on the robustness and stability of the calculation model, together with the presumable
mitigation of the overfitting problem.

In addition, Figure 6c presents the correlation between the experimental log Kd values
and those estimated with the partial least-squares regression (PLSR) method [36,37]. The
results calculated with the PLSR method show a relatively poor linear relationship between
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the whole experimental log Kd data and the corresponding predicted ones, with a remark-
ably low coefficient of determination value of R2 = 0.4848. The comparison among the
results obtained with different approaches clearly indicates that the machine learning-based
calculation outperforms the classical statistical method, i.e., PLSR. Note that the PLSR result
shown in Figure 6c was obtained with the number of partial least-squares components
set at 9.

Figure 7 shows the results of evaluating the relative importance of the input variables
using the MDI method, with the RF model representing the highest R2 value in this
study. All nine input variables showed a certain level of contribution to predicting the
log Kd value, according to the importance evaluation result. Most of all, the pH, followed
by log C0, EN, and LS, showed relatively higher criticality than the others.
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In particular, the pH is known to be a major variable having a sensitive effect on the
surface charge of a mineral and on the hydrolysis reaction of radionuclides in the aqueous
solution; hence, its importance can be explained and was quantitatively cross-checked via
the RF model. Conversely, both CEC and SA, which are correlated to the mineralogical
properties of bentonite, were found to have relatively low importance. It is assumed that
the types of bentonite adopted in this study are not diverse, so their criticalities were
evaluated to be insignificant, accordingly. The correlation between the input variables is
expected to show a significant change when the input training data for assorted types of
bentonites, with varied CEC and SA, are additionally considered in future investigations.

5. Conclusions

This study presented a model to predict the distribution coefficient, using the RF
method and the experimental adsorption data taken from the JAEA-SDB. The database for
the distribution coefficient prediction was constructed and the performance of the RF model
results was evaluated, based on the R2 and RMSE values. For the RF model calculation,
various calculation parameters (i.e., Ntree, Nfeature, Random state_T, and Random state_M)
were controlled, and the relevant effects on the R2 value were evaluated.

Previously, pH has been judged to be an important factor for the distribution coefficient,
according to the various experimental results. The RF model and MDI method employed
in the present work could quantitatively evaluate the importance of pH as a factor having
a significantly higher contribution than the other input variables. In the present work, the
R2 values were determined to be R2 = 0.9175 and R2 = 0.8604 for the general RF model and
the nested cross-validation method, respectively, suggesting that the use of the machine
learning method in predicting the log Kd value would be notably meaningful.
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This study is significant in that it has developed a model that can predict for the first
time the distribution coefficient by applying a machine learning algorithm to three major
bentonites that are used as backfill materials for deep-geologic repositories. The prediction
model for the distribution coefficient, based on the RF model, is judged to be helpful in
the preliminary estimation of the Kd values for unknown conditions. Furthermore, in
addition to the 22 radionuclides trained in this work, it is expected to be used to predict
the Kd value for the other radionuclides, based on the oxidation number, ionic radius, and
electronegativity. The authors of this work note that the RF model obtained with a large
Ntree value, i.e., Ntree = 1000, or the result obtained with the nested K-fold cross-validation
method might be practically used to avoid the overfitting issue since the amount of absolute
decrease in the R2 value is not remarkably large.
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