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Featured Application: A point spread function (PSF) evaluation method of a microscope on the
object plane that is perpendicular to the optical axis is proposed. The proposed method can realize
the 3D PSF on the perpendicular object plane, magnification, and paraxial region evaluation, and
it can confirm any microscopic system.

Abstract: A point spread function evaluation method for a microscope on the object plane that is
perpendicular to the optical axis is proposed. The measurement of the incident beam direction
from the dual position-sensitive-detector (PSD)-based units, the determination of the object plane
perpendicularity and the paraxial region, and evaluation methods for the point spread function (PSF)
are presented and integrated into the proposed method. The experimental verification demonstrates
that the proposed method can achieve a 3D PSF on the perpendicular object plane, as well as
magnification, paraxial region evaluation, and confirmation for any microscopic system.
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1. Introduction

In microscopic imaging, the imaging of a point-like light source does not appear as a point due to
a diffraction pattern termed the point spread function (PSF). The PSF describes the analytical ability of
the microscopic imaging of a point source and is a significant parameter for evaluating the resolution
and quality of microscopic imaging systems. Therefore, an accurate measurement of the PSF is critical
for the evaluation of microscopic systems [1,2]. The accurate measurement of the PSF is especially
important when using super-resolution microscopic technologies [3,4]. For example, stochastic optical
reconstruction microscopy and photo-activated localization microscopy both need accurate PSFs to
fit each fluorescent point so that the center of each point can be exactly located [5–7]. Furthermore,
structured illumination microscopy needs accurate PSFs to build the correct optical transfer function
for image restoration and to obtain super-resolution images [8–11].

There are usually two ways to obtain a PSF: numerical calculations and experimental measurements.
Numerical calculations require the PSF mode of lens theory because the difficult estimation of the pupil
function often results in the theoretical model not reflecting the real imaging system [12,13]. Therefore,
experimental measurements are the preferred method to obtain PSFs for microscopic systems. The
most common methods for experimentally obtaining PSFs are the star point detection, knife-edge, and
fluorescent microsphere detection methods [13,14]. The PSF for microscopic imaging is commonly
obtained with the fluorescent microsphere detection method.

The PSF should be measured on a pre-determined object plane that is perpendicular to the optical
axis of the microscopic system (Figure 1). The PSF has a correspondence relationship with an object
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plane that is perpendicular to the optical axis, and a 3D PSF measurement is used to obtain each
PSF on its corresponding perpendicular object plane at the focus depth. Realizing this goal becomes
more difficult with super-resolution microscopic measurements. A measured object plane that is not
perpendicular to the optical axis results in an obtained PSF that is not homogeneous due to a defocusing
effect along with the optical axis direction. Moreover, the accuracy of the PSF is significantly reduced
when the PSF does not have a corresponding object plane that is perpendicular to the optical axis.
This is especially important when the PSF is employed in 3D super-resolution microscopic image
restoration. In this case, all the corresponding object planes within focal depth must be confirmed.
Two other microscopic elements are essential when obtaining a PSF: the magnification and the paraxial
region. These elements may change with object plane variation along the optical axis. In summary, if
the measured object plane that is perpendicular to the optical axis is not determined, the meanings of
the PSF, magnification, and paraxial region will be lost for super-resolution microscopic measurements.
The common methods for obtaining PSFs stated above are not able to determine the object planes that
are perpendicular to the optical axis or the longitudinal height positions of each object plane along the
optical axis, as measuring these factors requires more than 3D PSF measurements.
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Figure 1. The measured object plane is perpendicular to the optical axis of the microscopic system.

In this paper, a microscope PSF evaluation method for calibrating the object plane that is
perpendicular to the optical axis is proposed. The paraxial region, object plane perpendicularity
determination, and 3D PSF evaluation methods are presented. The presented methods, together with
the integration of dual-spot position detection technology to realize a 3D PSF on the perpendicular
object plane, facilitate the magnification and paraxial region evaluation, as well as the confirmation of
any microscopic system. The availability of the proposed method is then experimentally verified.

2. Layout of PSF Measurement

The proposed PSF measurement configuration consisted of a movable assembly (PSF calibration
module) and a static assembly (light source and Z-axis position measurement charge-coupled devices
(CCDs); Figure 2). The core component was a dual position-sensitive-detector (PSD)-based unit [15]
that was within the PSF calibration module. The dual PSD-based unit was used to obtain the incident
beam direction vector. Here, two PSDs were replaced by two CCDs that could obtain two light spots
from two different light routes. In this way, the dual PSD-based unit was able to obtain two incident
beam light direction vectors at the same time. When a light beam reached one receiving plane, the
intensity distribution of the light spot acted as a form of a Gaussian surface, and the plane position
of the light spot was directly obtained by the PSD. The intensity distribution of the light spot was
imaged by the CCD, and a Gaussian function was applied to fit the intensity distribution; then, the
plane position was obtained by fitting.
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Figure 2. Proposed point spread function (PSF) measurement setup and light routes (red/purple arrows).

The PSF calibration module was integrally fixed on a six-degree-freedom macro/micro displacement
platform. The slope face of the rectangular prism containing the polarization refractor plane and
polarization splitter plane was parallel to the Y–Z plane of the coordinates, as determined by the dual
PSD-based unit. The essential characteristics of the proposed PSF measurement setup included the
following (Figure 2):

1. A linearly polarized beam of light originated from a fiber-coupled laser (mounted on an adjustor).
The linearly polarized beam light could go through the polarization refractor plane and was
divided in half by the polarization splitter plane.

2. The light beam from the laser was the excitation light of a fluorescent particle. The cover slip
acted as an emission filter [16] that only allowed the fluorescent particle’s emission light to travel
into the microscope.

3. When the linearly polarized light beam reached the Z-position measurement CCD (mounted on
an adjustor) from the beam shifting corner cube (CC), after going through the quarter wave plate,
it changed into circularly polarized light. A part of this light was reflected by the semi-transparent
mirror parallel to the Z-position measurement CCD’s light-sensitive surface. Another part was
directed into the Z-position measurement CCD. When the reflected part again went through the
quarter wave plate, its linearly polarized direction was perpendicular to the original. This portion
was reflected by the polarization refractor plane and directed into the dual PSD-based unit.

3. Core Technologies and Algorithms

3.1. Measurement of the Direction of the Dual PSD-Based Unit’s Incident Beam

Dual PSD-based units were previously proposed in [15]. In the dual PSD-based unit proposed
here, the custom beam splitter (BS) consisted of two BSs, both with coplanar reflecting surfaces. The
incident light reflected by the custom BS traversed a refraction offset piece as thick as the first BS and
then entered PSD I. The portion of the incident light that was transmitted through the custom BS was
partly reflected by a CC and received by PSD II.

In Figure 3, it is seen that the CC joint was located at the origin of the rectangular coordinate
system. The cube’s center line (i.e., the Z-axis) and the custom BS’s reflecting surfaces were fixed at an
angle of 45◦. L1 is the distance between the CC joint and the center point of the custom BS (i.e., the
point of intersection between the Z-axis and the custom BS’s reflecting surfaces). L2 and L3 are the
distances between the Z-axis and PSD I and PSD II, respectively. L4 and L5 represent the distances
between the CC joint and the center points of PSD I and II, respectively. The custom BS’s reflecting
surfaces and PSDs were all perpendicular to the X–Z plane, assuming that (y1, z1) and (y2, z2) were the
coordinate values of the beam spots on PSD I and II, respectively. It is important to note that (y1, z1)
and (y2, z2) are absolute coordinate values, whereas a PSD only measures its own values along its own
Y- and Z-axes. Thus, z1 and z2 should actually be z1P + L4 and z2P + L5 in the rectangular coordinate
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system of Figure 3, respectively, where z1P and z2P are, respectively, the values measured by PSD I and
II. In addition, the centers of PSD I and II can deviate from the X–Z plane; here, they are expressed as
L6 and L7, respectively. Thus, the values of y1 and y2 should be y1P + L6 and y2P + L7 in the rectangular
coordinate system of Figure 3, respectively, where y1P and y2P are the values measured by PSD I and II.
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Figure 3. Schematic of the designed dual position-sensitive-detector (PSD)-based unit.

In the rectangular coordinate system of Figure 3, the components of the incident beam unit vector
<m, n, q> that arrive at the dual PSD-based unit are:

m = M2−F
∆

n = −M1−Q
∆

q = − E
∆ ,

(1)

where 2L1 + L3 − L2 = E, L6 + L7 = Q, 2L1 − L4 − L5 = F, y1P + y2P = M1, z1P + z2P = M2, and

4 =

√
E2 + (M1 −Q)2 + (M2 − F)2. E, Q, and F are parameters of the dual PSD-based unit, and M1

and M2 are the values obtained by PSDs I and II, respectively. The parameters E, Q, and F can be
calibrated by the auto-reflection alignment method [17]. In addition, it is clear that the translation
motion of the incident beam can be measured by PSD I and II in the dual PSD-based unit.

3.2. Paraxial Region and Object Plane Perpendicularity Determination

According to the theory of diffraction, there exists a paraxial region of each perpendicular object
plane that allows the nanoparticle’s imaging to satisfy an isoplanatic condition (Figure 4). In this
paraxial region, the aberrations of the nanoparticle’s imaging can be minimized, and the nanoparticle
can be imaged ideally. Moreover, the images of the nanoparticles located in different positions on the
paraxial region of some perpendicular object planes are considered to be identical. It is clear that there
is one ideal imaging region corresponding to each of the paraxial regions on the imaging plane.
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Figure 4. Imaging of a nanoparticle on different object planes that are perpendicular to the optical axis.
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Based on the diffraction imaging analysis, the spot intensity distribution and size of the nanoparticle
imaging change with the object plane’s variation. However, the intensity distribution of these spot
images is very symmetrical when these images are within the paraxial region of each object plane, and
those that are out of the paraxial region are asymmetric due to an aberration in the optical imaging
system. In Figure 5, the curve surface was fit with the nanoparticle’s intensity distribution image
with a Gaussian function to obtain its central position. Then, we divided the nanoparticle’s intensity
distribution longitudinally into two parts by passing through the central position (as shown in Figure 5,
where the splitting plane is parallel to the X–Z or Y–Z planes), where the curve surface fit each of the
two parts with a Gaussian function. Next, we normalized the two fitting Gaussian surfaces of the two
parts of the nanoparticle’s intensity distribution. The full widths at half maximum (FWHM) of the two
normalized Gaussian surfaces were obtained, and then the difference between the two FWHMs was
also obtained.
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Figure 5. Fitting the two divisions of the nanoparticle’s intensity distribution with a Gaussian function.

When the measured object plane is non-perpendicular to the optical axis, the images of a
nanoparticle that move on this object plane can be considered to be a series of images on different object
planes that are perpendicular to the optical axis (Figure 6a). The nanoparticle is moved linearly on the
measured object plane to obtain a series of images of the linear position from one border position of the
image plane to its opposite border position. For each image, the procedure shown in Figure 5 was run,
and a series of differences between the two FWHMs was obtained for each image. Because the images’
intensity distributions within the paraxial region had good symmetry, the differences between two
FWHMs within the paraxial region were smaller than those that were not. These differences generally
presented a “U” shape, as shown as Figure 6b, where the bottom of the line region is one line in the
ideal imaging region of the measured object plane. Notably, the ideal imaging region of the measured
object plane (Figure 6a) has some difference from the ideal imaging region of Figure 4 because this
series of images was obtained from different perpendicular object planes. In the ideal imaging region
of the measured object plane, although isoplanatic conditions could not be met (the sizes of these
spot images were not the same), the symmetries of the intensity distribution of these spot images still
performed well.

In order to confirm that one object plane is perpendicular to the optical axis, the two boundary
points of the linear region must be obtained within the ideal imaging region of the measured object
plane. Here, a method of combining quartic polynomial curve fitting with logistic curve fitting was
used to confirm the boundary point (Figure 6b). This process is called the polynomial combining
logistic curve fitting method and is described as follows.

In Figure 6b, the black star point is a series of the differences between the two FWHMs. Fitting with
a quartic polynomial curve to obtain the green line, the second vertex position is split into difference
data, where the two divided parts are fitted with logistic curves. The fitting model is:

L(s) =
K

1 + R · e−U·s (2)

where K, R, and U are the undetermined coefficients that need to be confirmed through fitting; L
is a dependent variable that is, in this case, the difference between the two FWHMs; and s is an
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independent variable that is, in this case, the linear position when the nanoparticle is moved linearly
on the measured object plane. The logistic curve fittings of the front and the rear division parts are
represented by the red and blue lines, respectively (Figure 6b). The position values of the red line’s
second inflection point and the blue line’s first inflection point are (ln(Rred) – 1.317)/Ured and (ln(Rblue)
– 1.317)/Ublue, respectively. The red line’s peak point and the blue line’s peak point are ln(Rred)/Ured

and ln(Rblue)/Ublue, respectively. The line segment between the (ln(Rred) – 1.317)/Ured and (ln(Rblue) –
1.317)/Ublue points is chosen. The lowest of the difference values on the (2ln(Rred) – 1.317)/(2Ured) and
(2ln(Rblue) – 1.317)/(2Ublue) positions is the threshold value. If the difference values of the positions
within the chosen line segment are all below the threshold value, then the chosen line segment is the
linear region within the ideal imaging region of the measured object plane, and two boundary points
of the chosen line segment are determined. When two of the chosen line segments are obtained, then
the four boundary points of the two chosen lines determine the ideal imaging region of the measured
object plane (Figure 6a).Appl. Sci. 2020, 1, x FOR PEER REVIEW 6 of 13 
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Figure 6. (a) Imaging of a nanoparticle moving on the measured object plane; (b) polynomial combining
the logistic curve fitting method to judge the ideal imaging region of the measured object plane.

To obtain one object plane that is perpendicular to the optical axis and its paraxial region, the
following steps should be followed:

1. Keep the measured object plane’s space attitude for the pitching and Z-axis position constant.
Roll the measured object plane in a small range of –Angle to +Angle.

2. After each rolling operation, apply the polynomial combining logistic curve fitting method stated
above to determine the ideal imaging region of the measured object plane. In the ideal imaging
region, choose the Gaussian function’s FWHM for one spot image as a reference object (here, the
spot imaging nearest to the center of the ideal imaging region was chosen). Compare it with
the Gaussian function’s FWHM for any other function in the two chosen lines within the ideal
imaging region, obtain the difference’s mean square root (RMS) for each compared pair, record the
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average of these RMS values for the current rolling space attitude, and then choose the measured
object plane corresponding to the smallest average of all rolling space attitudes.

3. Keep the rolling and Z-axis position of the obtained object plane space attitude constant. Pitch
the object plane in a small range and carry out the same operations in steps 1–2. The chosen
object plane on this step is one object plane that is perpendicular to the optical axis. Then, again
run the polynomial combining logistic curve fitting method on the perpendicular object plane to
confirm its ideal imaging region. The paraxial region on some perpendicular object plane has its
corresponding ideal imaging region on the image plane (Figure 4). Thus, the confirmation of
this ideal imaging region is equal to the confirmation of the paraxial region of the perpendicular
object plane.

3.3. D PSF Evaluation

The fluorescent normalization intensity of one fluorescent nanoparticle on the object plane is [18]:

fparticle(xo, yo) =


√

1− (x2
o + y2

o)/(Dparticle/2)2, (
√

x2
o + y2

o ≤ Dparticle/2)

0, (otherwise)
(3)

where xo and yo are the coordinate values of the object plane along the X and Y axes, respectively;
Dparticle is the diameter of the fluorescent nanoparticle. When only considering geometrical optic
imaging, the intensity distribution of the fluorescent nanoparticle image is fparticle (–xi/M, –yi/M) after
microscopic magnification, where M is the microscopic magnification and xi and yi are the coordinate
values of the imaging plane.

The normalization intensity distribution of the PSF on an object plane can be considered a function
of the Gaussian function shape [19,20]:

I(xi, yi) = exp(−
xi

2 + yi
2

2τ2
I

) (4)

where τI is standard deviation (τI is the desired value) and the PSF’s FWHM is determined by τI,
FWHMPSF = 2τI

√
2ln2. The normalized microscopic diffraction imaging of one fluorescent nanoparticle is:

Fimaging(xi, yi) = fparticle(−xi/M,−yi/M) ∗ I(xi, yi) (5)

where Fimaging (xi, yi) is the normalized intensity distribution of the nanoparticle’s image and the Fimaging
(xi, yi) central position can be obtained with the Gaussian function. In this way, it is possible to build
the convolution coordinates of Equation (5) to use as the central position for the original point.

In order to obtain I (xi, yi) so that the standard deviation τI of I (xi, yi) can be obtained, Equation (5)
can be used to solve a minimization problem:

Minimize : ‖ fparticle(−xi/M,−yi/M) ∗ I(xi, yi) − Fimaging(xi, yi)‖ (6)

Equation (6) can be solved by an iteration algorithm. Choosing a fine initial iteration value plays a
very important role in whether or not an ultimate optimum solution is obtained. Due to the FWHM of
Fimaging (xi, yi), FWHMimaging is slightly greater than FWHMPSF; particularly, when Dparticle is small, the
former is approximately equal to the latter. Therefore, the standard deviation τI of the initial iteration
value can be taken as FWHMimaging/(2

√
2ln2).

τIZ is the τI value corresponding to any object plane, and at the focal depth (τIZ)
2, the variation

approximately acts linearly [19]. Here, we used cubic polynomial (τIZ)
2 = a|ZP|

3 + b|ZP|
2 + c|ZP|+

(τIo)
2 to fit the (τIZ)

2 variation, where ZP is any position relative to the focal object plane (original
position) along the Z-axis; τIo is the τI value corresponding to the focal object plane; and a, b, and c are
fitting coefficients. The 3D PSF can be expressed as:
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IZ(xi, yi) = exp(−
x2

i + y2
i

2τ2
IZ

) (7)

Obtaining τIZ on five perpendicular object planes (the focal object plane and any four perpendicular
object planes) can initially provide the coefficients a, b, and c. Therefore, the initial iteration value τIZint

of Equation (6) can be taken as τIZ =

√
a|ZP|

3 + b|ZP|
2 + c|ZP|+ (τIo)

2 for the process of obtaining
τIZ on other perpendicular object planes. All obtained τIZ values and their corresponding ZP values
are used to determine the new fitting coefficients, a, b, and c. This operation is repeated for the
perpendicular object planes as much as possible, ultimately confirming the coefficients a, b, and c.

4. Entire 3D PSF Evaluation Procedure

Regardless of the object plane’s perpendicularity, the ideal imaging region determination of the
measured object plane (a polynomial combining the logistic curve fitting method), and the 3D PSF
evaluation, it is necessary to measure the PSF calibration module’s spatial orientation and position
through the dual PSD-based unit. Combining the statements in Section 3, the total PSF evaluation
procedure can be presented as the following steps:

1. Place a fluorescent nanoparticle under the microscope for imaging. Adjust the fiber-coupled
laser to make its unit direction vector <0, 0, –1> in the coordinates determined by the dual
PSD-based unit.

2. Determine the object plane’s perpendicularity and the paraxial region, as detailed in Section 3.2.
There are a few points to note during this process: i. The PSF calibration module’s spatial
orientation (rolling angle α and pitching angle β) and the PSF calibration module’s plane position
both need to be confirmed. It is clear that the PSF calibration module’s plane position assurance
can be realized by the dual PSD-based unit’s CCD (Figure 2). The PSF calibration module’s spatial
orientation can be confirmed by observing the variation of the PSF calibration module’s spatial
orientation. The unit direction vector of the light beam from the fiber-coupled laser becomes <mX,
nY, qZ >, which is obtained by the dual PSD-based unit. Therefore, according to the transformation
of the rectangular coordinates in space, α and β can be solved by the following matrix:

(mX, nY, qZ) = (0, 0, −1)


cos β 0 − sin β

sinα sin β cosα sinα cos β
cosα sin β − sinα cosα cos β

 (8)

ii. After each rolling (or pitching) operation in the procedure of obtaining one object plane
that is perpendicular to the optical axis (Section 3.2), the measured object plane is the X–Y
plane of the coordinates determined by the dual PSD-based unit, and the unwanted rolling
angle and pitching angle caused by movement can also be obtained with Equation (8). The
six-degree-freedom macro/micro displacement platform is able to compensate for unwanted
spatial orientation according to the rolling and pitching angles that are needed to keep the PSF
calibration module’s spatial orientation constant during the process of determining the ideal
imaging region of the measured object plane (step 2 in Section 3.2). iii. After each rolling (or
pitching) operation, the fiber-coupled laser must be adjusted to make its unit direction vector <0,
0, –1> again and to adjust the Z-position measurement CCD to make the light beam reflected
by the semi-transparent mirror normal (namely, to make the unit direction vector of the light
beam reflected by the semi-transparent mirror <0, 0, –1> in the coordinates determined by the
dual PSD-based unit). Then, the PSF calibration module’s Z-axis direction position in its own
coordinates can be confirmed (Z-axis direction position variation can be measured) to make
sure the PSF calibration module (fluorescent particle) can stably move on the measured object
plane (the X–Y plane of the dual PSD-based unit’s coordinates) and keep its longitudinal space
position unchanged.
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3. After the two steps above, one object plane that is perpendicular to the optical axis is confirmed,
and the Z-axis of the dual PSD-based unit’s coordinates becomes the optical axis. The Z-position
measurement CCD is adjusted to normally reflect the light beam by the semi-transparent mirror.
The light is transmitted through the semi-transparent mirror incidents into the Z-position
measurement CCD. Then, the PSF calibration module’s (fluorescent particle’s) Z-axis direction
position (longitudinal space position along the optical axis) can be measured by the Z-position
measurement’s CCD.

4. The polynomial combining logistic curve fitting method is run on different perpendicular object
planes along the Z-axis (the optical axis) to determine the paraxial regions. This also determines
the magnifications of different perpendicular object planes through the planar translational:
magnification = the measured XY displacements on the image plane/the XY displacement
measured by the dual PSD-based unit.

5. Finally, the 3D PSF evaluation in Section 3.3 is run for perpendicular object planes along the
Z-axis to obtain the microscope’s 3D PSF.

5. Experiments and Results

An experiment was used to verify the ability of the proposed method to obtain the 3D PSF. A
standard 150 nm diameter fluorescent nanoparticle (Fluorescence Polystyrene, excitation peak: 540 nm;
emission peak: 580 nm) was fixed in the cell of the proposed PSF measurement setup (Figure 2). The
objective lens’ nominal magnification was 60X (apochromatism objective 0.75 NA) using a commercial
microscope, which needed to be calibrated.

The entire 3D PSF evaluation procedure (Section 4) was run to obtain the results of Figure 7
and Table 1. The focal object plane was used as the original position along the Z-axis, and it was
demonstrated that the obtained PSF fitting line closely matched the original data (Figure 7). The cubic
polynomial coefficients for fitting the 3D PSF were obtained as detailed in Section 3.3 (Table 1). For the
consistency of presentation, here, the mentioned paraxial region was actually its corresponding ideal
imaging region on the image plane. The intensity distribution of the nanoparticle’s image and its PSF
intensity distribution on the original Z-axis position are shown in Figure 8.
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Figure 7. The obtained 3D PSF (a), magnification (b), and paraxial region (c).
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Table 1. Cubic polynomial coefficients of fitting ZP and τIZ.

a b c τ2
Io

Z-axis positive direction 8.11 × 10−30
−9.86 × 10−30

−1.11 × 10−16 2.08 × 10−14

Z-axis negative direction 1.14 × 10−28
−1.64 × 10−28 1.12 × 10−16 2.08 × 10−14
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Figure 8. Intensity distribution of the nanoparticle’s image (a) and its PSF’s intensity distribution in the
X–Y (b) and X–Z (or Y–Z) (c) planes.

In order to test the results of the 3D PSF evaluation, 100 and 200 nm diameter nanoparticles were
measured on the three perpendicular object planes (the Z-axis positions of 0.5, 0, and –0.5 µm) along
the Z-axis (the optical axis of the commercial microscope), as well as the three obtained PSFs and
magnifications corresponding to the three perpendicular object planes. We compared the FWHMs
of the measured and calculated intensity distributions of the 100 and 200 nm diameter nanoparticles
(the calculated intensity distributions could be determined by Equation (5)). The FWHM differences
between the measured FWHMs and the calculated FWHMs on the three perpendicular object planes
demonstrated that the differences clearly defined the paraxial region (Figure 9). The plane position was
the distance from the center of the paraxial region. The FWHM differences in the paraxial region (the
red line) were almost all below 5 nm (Figure 9). The FWHM differences became bigger with an increase
in the deviation from the paraxial region (the black line; Figure 9). This verified that the obtained 3D
PSF, magnification, and paraxial region (Figure 7) were correct and also demonstrated the validity
of the proposed PSF evaluation method to calibrate the object plane that was perpendicular to the
optical axis.
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Figure 9. Full widths at half maximum (FWHM) differences between the measured FWHM and the
calculated FWHM for standard 100 nm (a,c,e) and 200 nm (b,d,f) diameter nanoparticles: On the 0.5 µm
Z-axis position (a,b); on the original Z-axis position (c,d); and on the –0.5 µm Z-axis position (e,f).

6. Conclusions

In this paper, a point spread function (PSF) evaluation method for a microscope on the object
plane that is perpendicular to the optical axis was proposed. This method mainly includes the
measurement of a dual PSD-based unit’s incident beam direction, the determination of the paraxial
region and the object plane’s perpendicularity, and the evaluation of the 3D PSF. The PSF calibration
module involves a dual PSD-based unit that is used to achieve the spatial orientation and position
location of the object plane and the fluorescent particle over the entire PSF evaluation process. The
proposed method determines the magnification and paraxial region on each perpendicular object
plane in the produced 3D PSF evaluation. A standard 150 nm nanoparticle was employed in the
proposed PSF evaluation method to obtain the 3D PSF, the magnification, and the paraxial region of
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the microscope. A comparison of the 100 and 200 nm nanoparticles’ measured FWHMs and calculated
FWHMs demonstrated the validity of the proposed PSF evaluation method to obtain the 3D PSF, the
magnification, and the paraxial measurements.
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