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Abstract

:

The incessant evolution of online platforms has ushered in a multitude of shopping modalities. Within the food industry, however, assessing the delectability of meals can only be tentatively determined based on consumer feedback encompassing aspects such as taste, pricing, packaging, service quality, delivery timeliness, hygiene standards, and environmental considerations. Traditional text data mining techniques primarily focus on consumers’ emotional traits, disregarding pertinent information pertaining to the online products themselves. In light of these aforementioned issues in current research methodologies, this paper introduces the Bert BiGRU Softmax model combined with multimodal features to enhance the efficacy of sentiment classification in data analysis. Comparative experiments conducted using existing data demonstrate that the accuracy rate of the model employed in this study reaches 90.9%. In comparison to single models or combinations of three models with the highest accuracy rate of 7.7%, the proposed model exhibits superior accuracy and proves to be highly applicable to online reviews.
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1. Introduction


As e-commerce platforms are accompanied by features such as openness and transparency, fierce competition in the same category, product diversification, and review functions, the consumers’ perceptions and evaluations of goods are transferred from the staff in the store to the public view online, and users can share their views on goods and merchants at any time and any place, and express their own feelings. Kiran et al. (2020) considers that online shopping brings convenience, but the virtual nature of the e-commerce platform will result in online product introduction information not matching the real product, as well as the issues of poor product quality or after-sales service which cannot meet the needs of the consumers [1]. Users now have the ability to share their opinions on products and merchants, expressing their emotions at any time and from anywhere. Once a transaction is concluded, the users’ subjective product reviews convey a certain inclination of sentiment. Kaur and Sharmav (2023), Shuang et al. (2020), and Vijayaragavan et al. (2020) consider that these reviews serve a dual purpose as both “information providers” and “emotional influencers”, significantly impacting merchants [2,3,4]. Not only do they influence a store’s reputation, but they also affect the long-term sales of their products. To enhance merchants’ comprehension of sentiment tendencies within reviews, it becomes imperative to categorize and analyze product review information, thereby discerning whether the feedback leans toward positivity or negativity. This enables merchants to refine their stores and products based on the emotional orientation of the review data, ultimately augmenting user satisfaction, product sales, and store ratings.



The evaluation of review information is not solely influenced by subjective factors such as consumers’ personal preferences, emotions, and personalities. It also exhibits a strong correlation with the objective factor of product quality itself. In order to conduct sentiment analysis on review data, the initial step involves extracting text features. Feature selection aims to extract pertinent information from raw attribute sets while reducing data dimensionality. Yuting Yang et al. encoded text into high-dimensional vectors with contextual semantic, sequential, and sentiment information through the Doc2Vec model and verified the effectiveness of the document’s distributed representation approach [5]. These attribute sets can be derived based on dictionaries or commonly employed statistical methods [6].



Following feature extraction, the subsequent step in sentiment analysis entails sentiment categorization. This can be accomplished through various approaches, including machine learning, vocabulary-based methods, and deep learning techniques [7]. Sentiment analysis models employing polar vocabularies are frequently utilized for sentiment classification. However, the availability of sentiment vocabularies remains limited. Machine learning methods possess distinct advantages over sentiment dictionaries when it comes to nonlinear, high-dimensional pattern recognition problems.



Given that comments encompass a wealth of content, traditional neural network models may struggle to fully capture the complete context of a sentence or comment. Therefore, novel neural networks must employ different types of word embeddings. For instance, utilizing RNN variants like Bidirectional LSTM (BiLSTM) and Bidirectional GRU (BiGRU) proves beneficial for sentiment analysis tasks.



Traditional text data mining methodologies tend to overlook the relevant information pertaining to the online products themselves, particularly the descriptive textual details regarding product quality and the potential disparities between depicted images and the actual unadorned goods. In our contemporary reality, individuals exist within a multimodal and interconnected environment, wherein various forms of information modalities, including text, speech, images, and videos, converge. Enriching linguistic expression methods through the utilization of multiple information modalities allows computers to better comprehend and interpret input data, leading to more precise and comprehensive output results [8].



Hence, when analyzing product reviews, it becomes essential to consider multimodal information in order to fully grasp consumers’ emotions. This approach not only enhances the users’ genuine experiences and satisfaction but also improves the merchants’ sales performance. By delving into review information, merchants can tailor their products to align with consumers’ current needs, thereby increasing relevance and appeal.



In order to enable AI to attain a deeper comprehension of the world, it is imperative to endow it with the capacity to learn, comprehend, and reason about multimodal information. Multimodal learning entails constructing models that enable machines to acquire knowledge from multiple modalities, allowing for effective communication and information transformation across each modality. Throughout the course of this research, feature representations were created using multimodal deep learning techniques, encompassing both image and text data. Sivakumar and Rajalakshmi (2022) showed that deep learning methods have achieved wide application in many areas such as image recognition, target detection, and network optimization, and are now also being integrated into sentiment analysis and traditional machine learning techniques. This integration has shown good results, especially in building sentiment vocabularies [9].



In comparison to purely statistical models, machine learning models offer greater diversity and exhibit enhanced capability to capture the diverse features present in multimodal data. These models excel at approximating various nonlinear relationships, while showcasing superior adaptability.




2. Related Works


This section presents a review of the field of sentiment categorization of online review information, highlighting the main areas of research, analytical methods, and conclusions, with a literature review to understand the contributions and applications of each method in their respective areas of research.



Research in the field of multimodal sentiment analysis has been extensively explored in an attempt to combine data of different modalities (e.g., text, image, audio, etc.) to improve the accuracy and comprehensiveness of sentiment analysis tasks. And previous research findings have shown that multimodal sentiment analysis methods that combine different modal data have better performance compared to single-modal methods. The combined use of multimodal data provides a richer and more comprehensive representation of sentiment and helps to improve the accuracy and robustness of sentiment classification. Research on multimodal sentiment analysis has used various approaches to integrate multimodal data, including feature-level fusion, model-level fusion, and attention mechanisms. Deep learning frameworks such as convolutional neural networks (CNNs), recurrent neural networks (RNNs), and attention mechanisms have been widely used for multimodal sentiment analysis tasks. The existing findings suggest that combining multimodal data can improve the performance of sentiment analysis, especially in terms of categorizing and understanding sentiments at a more granular level. Deep learning frameworks have shown good results in multimodal sentiment analysis, which helps to exploit the association and complementarity between different data modalities.



Pang (2002) first applied the machine learning method of N-Gram to the field of sentiment analysis, and the experimental results show that N-Gram achieved the highest classification accuracy of 81.9% [10]. Since feature selection affects the performance of machine learning methods, Abinash Tripathy (2016) analyzed online review comments through the N-gram model combined with machine learning methods, and the experimental results show that the SVM combined with unigram, bigram, and trigram features obtained the best classification results [11]. Traditional multi-scalar sentiment categorization methods mainly include two routes: sentiment dictionary-based and machine learning-based. Sentiment lexicon-based methods usually calculate sentiment polarity on a whole-sentence or sub-sentence basis and apply it to all facets involved in a sentence, but they cannot handle the complex mapping relationship between sentences and facets well [12,13]. The core of this approach is the application of affective lexicons; however, there are differences in the affective tendencies of affective words in different domains, making it difficult to generalize domain-specific affective lexicons to other domains [14,15].



In particular, Duan Dandan et al. used a short text classification model based on BERT, which utilizes BERT’s own sentence vector training to achieve automatic text classification [16,17]. The main objective of multimodal learning is to correlate and process multimodal data by building models. According to the research summary of related scholars, the main content of current multimodal research can be summarized as five levels of multimodal data representation, namely data mapping, data alignment, data fusion, and co-learning [18,19]. Most of it revolves around cross-modal mapping between data. As the fields of computer vision and natural language processing continue to evolve, and as more large-scale datasets become available for research, multimodal data mapping methods continue to mature [20]. The mainstream multimodal data mapping method is as follows: based on the existing mapping relationship, the existing multimodal data are first symbolized or vectorized, and are then used as the input to the neural network, and then combined with the existing correspondences, mapped to another modal. After continuous training based on massive datasets, a cross-modal data mapping model with universal applicability is obtained. The framework of this multimodal data mapping approach is shown in Figure 1. One of the most common and widely used scenarios is image semantic recognition [21,22], which maps image modal data to textual modal data.



Sentiment analysis of online product review information faces two major challenges: dimension mapping and sentiment word disambiguation. While the dimension mapping problem lies in the correct use of dimensions to map online review texts, sentiment word disambiguation refers to the situation wherein two or more dimensions exist for a sentiment word. Therefore, sentiment analysis of online reviews is considered as a multidimensional classification process [23]. Kim and Hovy (2004) applied synonyms and antonyms of WordNet dictionaries and hierarchical structures to analyze word vectors’ sentiment tendencies [24]. Zhu Xiaoliang and other researchers solved the composition classification problem by using the TextRank model to filter key sentence words and combining it with a word embedding model to model documents. This was in consideration of the problem that the Word2Vec model cannot identify the importance of special words and scene words in Chinese in the text [25].



The construction of a sentiment lexicon requires a significant amount of human intervention, and its completeness and accuracy have an important impact on the sentiment classification results. On the other hand, machine learning-based methods usually regard multi-scalar sentiment polarity recognition as a sequence-labeling problem, which requires manually designing features and labeling them, and then using classifiers for training and learning. Common sequence-labeling methods include conditional random fields, maximum entropy, plain Bayes, and support vector machines [26]. Despite the achievements of machine learning methods in multi-scalar sentiment classification, feature engineering is time-consuming and labor-intensive, and the classification results are highly dependent on feature quality.



The research direction of the content of online review information is roughly divided into two categories: one is for the text mining of online review information; the other is from the multi-level of online review information, and the picture information in online review information has attracted a significant amount of attention in the academic community [27,28]. Zheng Fei et al. showed that a combination of the LDA model and Word2Vec word vectors can be used to complete the modeling of comment text word vectors for sentiment classification in problems such as varying lengths of comment texts and non-uniformity of unit schemas [29]. Kim and Hovy (2004) applied synonyms and antonyms of WordNet dictionaries and hierarchical structures to analyze word vectors’ sentiment tendencies [30]. Zhu Xiaoliang and other researchers solved the composition classification problem by using the TextRank model to filter key sentence words and combining it with a word embedding model to model documents. This was in consideration of the problem that the Word2Vec model cannot identify the importance of special words and scene words in Chinese in the text [31]. Zhang Qian et al. proposed to introduce the TFIDF model to weigh the output word vector matrix to obtain the weighted text vectorization model and classify it [32]. Yuting Yang et al. encoded text into high-dimensional vectors with contextual semantic, sequential, and sentiment information through the Doc2Vec model and verified the effectiveness of the document’s distributed representation approach [33].



Du Lin et al. obtained word vectors by inputting the text into the BERT model, and then input it into the BiLSTM containing self-attention in chronological order to realize the extraction and automatic classification of the text of Chinese medical records [34]. Yunfei Shao et al. used LDA and TF-IDF to expand the input text features, and then further aggregated the features to form classification basis vectors with a CNN, which improved the classification effect on news headline data [35,36]. Qu and Wang (2018) proposed a sentiment analysis model based on hierarchical attention networks with a 5% improvement in accuracy over recurrent neural networks [37]. Tao, Zhiyong et al. fused the bidirectional features of the BiLSTM model and used them for attention weight computation, achieving improved classification results on various benchmark datasets [38].



In particular, Duan Dandan et al. used a short text classification model based on BERT, which utilizes BERT’s own sentence vector training to achieve automatic text classification [39,40]. Zhao Liang considers multimodal data to be data obtained through different domains or perspectives for the same descriptive object, and calls each domain or perspective describing these data a modality [41]. Trofimovich (2016) used LSTM (long short-term memory) to solve the problem of sentiment analysis in order to classify sentiment at the phrase level including linguistic rules such as negativity, intensity, and polarity, and trained on labeled text with BiLSTM for syntactic and semantic processing [42]. In the field of traditional machine learning classifiers, some of the literature uses the Doc2Vec model and LDA model to obtain multi-channel text feature matrices and input the modeled text into SVM and LR for classification. By obtaining the final classification results through the voting mechanism among multiple classifiers, the model achieves excellent results on the short text classification problem [43].



In the field of deep learning, H. Wang et al. obtained word embedding representations of documents and fed them into a two-channel classification model. The first channel is a three-layer CNN to extract local features. At the same time, the model fuses the input vectors obtained from the word embedding model with the output vectors of each layer of the CNN to realize the reuse of the original features; the second channel uses LSTM to obtain the context-associated semantics of the text. Finally, the vectors of the two channels are fused through a fully connected network to realize feature fusion, and the model achieves better results than the previous traditional model in the Sina news classification problem [44,45,46].



It is worth noting that the model uses a unidirectional LSTM, while Bi-LSTM is considered to be a better option than unidirectional LSTM. LSTM models are used for phrase-level sentiment classification centered on regularization, which contains linguistics such as negativity, intensity, and polarity [47], so BiLSTM will be better for sentiment classification. Multi-channel Text CNN is able to obtain more adequate keyword aggregation than multi-layer Text CNN. Cho (2014) proposed gated recursive units (GRUs) to analyze dependency contexts, which showed significant improvements in various tasks. This takes into consideration the multimodal, sparsely informative, highly unstructured, and word polysemous nature of text data review [48,49]. Basiri et al. (2021) presented a bidirectional convolutional neural network (CNN)–recurrent neural network (RNN) deep model for sentiment analysis of Twitter product reviews [50].



In this paper, we propose the Bert BiGRU Softmax deep learning model with hybrid masking, comment extraction, and attention mechanisms combined with multimodality. In order to improve the correctness of the results, this paper uses several models for image content recognition, respectively, and finds that Squeeze Net performs better in terms of execution efficiency and accuracy, so Squeeze Net is finally adopted for image content recognition. The Bert BiGRU Softmax model extracts multidimensional product features from online reviews using the Bert model as an input layer. The bidirectional GRU model is used as a hidden layer to obtain the semantic code and compute the sentiment weights of the comments; finally, Softmax and the attention mechanism are utilized as an output layer to classify the positive or negative nuances.



There are some important studies in the current research area which is summarized as follows: first, there is a research gap on how to effectively integrate text and image data to improve the performance of sentiment analysis. Currently, although there have been studies on text sentiment analysis and image sentiment analysis, there is not enough research on how to effectively integrate these two different modal data for sentiment analysis. Such integration can help the model understand the content of the comments more comprehensively, thus improving the accuracy of sentiment classification.



Second, efficient models specifically designed for multimodal sentiment analysis tasks are still lacking. Most of the current research focuses on the sentiment analysis of single-modal data (text or images), while there are relatively few sentiment analysis models for multimodal data. Therefore, how to design a multimodal sentiment analysis model that can fully utilize the information of text and image data to improve the accuracy of sentiment classification is a research direction that needs to be explored in depth.



Finally, there is still a relative lack of research on the reliability and scalability of multimodal sentiment analysis models applied to different domains and datasets. Understanding the applicability of multimodal sentiment analysis models on different domains and datasets, as well as the stability and reliability of their performance in real-world applications, are key research issues. Therefore, more in-depth research is needed to explore the application scope and generalization capability of multimodal sentiment analysis models.



Research question: How can multimodal data be processed using the multimodal Bert BiGRU Softmax model to achieve more accurate online review information classification to improve the consistency and accuracy of review information classification?



Objective: To realize the enhancement of online comment information classification based on multimodal deep learning to fill the identified gaps and improve the accuracy, consistency, and application scope of the classification.




3. Collection and Analysis of Data Sets


In this paper, the food review information of the Meituan online platform is selected as the data source. We chose the platform Meituan because it is a leading e-commerce platform for life services in China, which provides a wide range of services such as takeout, restaurant reservation, hotel booking, travel, movie tickets, bike sharing, and so on. Users can order, pay for, and book services online through Meituan. Meituan has a huge user base in China, covering both cities and villages, providing users with a convenient life service experience. Meituan has a large number of users in China, covering all ages and social groups. Users can enjoy fast and convenient services through the Meituan platform. Meituan’s user experience is designed to be simple and easy to use, and the payment process is convenient, which is widely welcomed by users. Meituan has a large market share and influence in China’s living service sector. As one of the largest e-commerce platforms for lifestyle services in China, Meituan’s development has not only promoted the popularization of online consumption patterns, but also the digital transformation and enhancement of the service industry. Its convenient service model and rich product offerings are popular among Chinese consumers and have had a positive impact on China’s lifestyle and consumption habits. With the sky-rocketing changes in the food business model, people’s consumption habits are also quietly shifting. By clicking on your favorite food items on the mobile app, these food items are delivered on time and accurately to the designated area. It is worth noting that people habitually look at the information in the online reviews of the restaurant or store before they decide to spend their money there.



However, with the rapid development of various platforms, the safety hazards of certain food products, as reflected in the review information, cannot be ignored. The occurrence of food safety incidents has serious harmful effects on consumers, takeaway platforms, food merchants, and society beyond our imagination. Therefore, this paper aims to strengthen the food safety regulation of stores by the relevant authorities through the analysis of store reviews.



In reviews, users explicitly or implicitly rate the attributes of multiple items, including environment, price, food, and service. In this paper, four preprocessing steps were performed on the collected data to ensure the ethics, quality, and reliability of the reviews. Specifically, they include: (1) user information (e.g., user ID, user name, avatar, and posting time) deletion due to privacy considerations; (2) filtering of short comments with fewer than 50 Chinese characters and long comments with more than 1000 Chinese characters; (3) discarding comments in which the percentage of non-Chinese characters is more than 70%; and (4) preprocessing of the data which includes data cleansing, Chinese word splitting, de-duplication of words, etc.



In addition, in order to avoid ethical issues and minimize potential bias during data processing and model training, it is necessary to eliminate bias in the data, including characteristics such as gender and ethnicity, and to ensure the diversity and transparency of the dataset. For the model training process, it is necessary to review the model’s processing of the data and monitor the output of the model training at regular intervals, and to modify the model training process as soon as any bias occurs, as detailed below.



Integration of multimodal data from diverse datasets: ensure that the dataset is representative, covers diversity, and avoids the existence of specific groups or biases in the dataset in order to reduce the bias in the model training process. It is also important to integrate data of different modalities, such as text, images, etc., to synthesize multifaceted information and reduce the bias that may be brought by a single modality.



Balancing the dataset: address the problem of category imbalance to ensure that the samples of different categories are balanced to avoid the model bias. In the process of performing sentiment analysis of review messages, ensuring a balance between the number of reviews, positive, neutral, and negative sentiments is crucial for model training and performance, as well as for the results and rationality of the analysis. A balanced dataset not only helps the model to better learn the differences between various sentiment categories, but also improves classification accuracy. When dealing with multimodal data, it is therefore important to ensure that the number of comment sentiment categories is balanced to avoid sample imbalance which can lead to model training biased toward one category.



Transparency and interpretation: improve the transparency and interpretation of the model to ensure that the decision-making process of the model can be understood and interpreted, reducing potential bias and discrimination.



Review and monitoring: regularly review the model and the data processing process, monitor the model outputs, and identify potential biases and inequities in a timely manner and take corrective action.



Elimination of implicit bias and ethical review and moral considerations: review the dataset and features to eliminate possible implicit bias in them, such as sensitive features like gender, race, etc., and avoid unfairness in the model in these areas. At the same time, an ethical review should also be conducted to consider the possible social impacts of the model application and to ensure that the model design and application comply with ethical standards and laws and regulations.



The methods and measures in the above content can not only reduce potential bias and unfairness, but also ensure that ethical issues are paid attention to in the process of model training and data processing, improve the fairness and credibility of the model, and prevent the model from generating or expanding potential bias in the analysis.



For the Bert BiGRU Softmax model, the preprocessing steps and feature extraction techniques applicable to both textual and non-textual data have shown good adaptability in experimental simulations, but since most of the data randomly collected during data acquisition are textual and due to the space limitation of this article, more specific details on image processing will be demonstrated in future work. For the Bert BiGRU Softmax model, the input layer configuration is crucial to efficiently preprocess and extract features from both textual and non-textual data to provide key support for model training and performance.



Step 1: In the case of text data, preprocessing includes the application of tokenization, stemming/lemmatization, and word embeddings to convert text into numerical representations and capture semantic and emotional information.



Step 2: For image data, the preprocessing phase includes resizing, normalization, and augmentation techniques to ensure that the images are uniformly sized, the pixel values are normalized, and a diversity of augmented data is generated to improve generalization.



Step 3: In terms of feature selection and integration, multimodal feature integration is key. When combining text and image features, a parallel structure or a fusion structure can be used. The parallel structure processes text and image features separately and then concatenates or sums the features; the fusion structure can utilize the attention mechanism or joint training to fuse text and image information to obtain a more comprehensive multimodal feature representation.



In this paper, we use the Bert BiGRU Softmax deep learning model to perform sentiment analysis of online product quality reviews in terms of multiple dimensions such as service, taste, price, hygiene, packaging, and delivery time. The polarity is categorized into positive, neutral, and negative dimensions.




4. Introduction to Multimodal Learning and Modeling


Multimodality refers to the different forms in which things are presented or experienced. Multimodality can be based on the human senses, including visual, auditory, and tactile modalities, each of which can represent human perception. The combination of multiple modal perceptions gives the complete human modal perception. At the same time, multimodal information can be used to represent different forms of data forms and can also be the same form of different formats, generally expressed as text, images, audio, video, or mixed data.



Text data can provide detailed semantic information, including sentiment vocabulary, emotional expressions, and contextual information, which helps to capture the emotional color and sentiment tendency in comments. Text features are transformed into numerical forms by natural language processing techniques (e.g., word embedding), which provide rich information about the content of the comments and play an important role in sentiment analysis. Image data contain visual information that conveys visual emotional content and emotional expression in comments, such as image mood, color, and emotional expression. Image features provide supplementation and enrichment of the comment content, which can help the model understand the emotional meaning of the comments more comprehensively. There is complementarity between text features and image features, and combining information from both modalities can provide a more comprehensive and multidimensional emotional expression.



The synthesis mechanism for integrating text features and image features is the key, and the features of the two modalities are fused by designing an effective feature fusion strategy. Methods such as parallel structure, fusion structure, and attention mechanism are used to combine text and image features dynamically so that the model can synthesize different modal information. By integrating text and image features, the model is able to more accurately capture the sentiment information in the comments and enhance the accuracy and robustness of sentiment analysis.



Improving the integration of multimodal data (e.g., text and images) by combining sophisticated approaches from different modalities can help improve the accuracy of product review classification. Combining information from text and image data can enhance the model’s ability to understand and classify product reviews. The use of sophisticated multimodal integration methods can better capture the associations and interactions between different data modalities, thereby enhancing the performance of the model.



Specific methods include designing effective multimodal feature fusion strategies, optimizing model parameters using joint training, introducing an attention mechanism in the model to dynamically focus on key information parts, and designing complex multimodal neural network architectures to achieve the effective fusion of text and image data. Improved multimodal data integration through these complex methods can improve the accuracy and performance of the product review classification task, allowing the model to understand the review content more comprehensively and to classify and analyze it more accurately. This integrated approach of utilizing different data modalities helps to expand the range of model applications and enhance the effectiveness of practical applications.



Image content recognition has been an important research problem. With the continuous development of learning methods, the accuracy of image recognition is constantly improving. Due to the fact that the original image consists of a pixel matrix, and that the traditional edge recognition and other image recognition methods can only be divided by pixel blocks each time, the recognition effect is poor; and due to the existence of a convolutional layer, the pixel matrix of the image after convolutional processing turns into a high-dimensional matrix of features, and transforms the simple pixel information into composite feature information. Through such a convolution operation, the computer is not only able to recognize the basic edge detection, but also able to recognize shapes, such as circles, rectangles, etc., and then carry out continuous convolution and ultimately realize the recognition of the object.



Light weighted based on inception is beneficial. In this paper, we use the open-source tool Image AI based on Python language, which is based on the ImageNet dataset for model training, integrating the mainstream ResNet50, DenseNet121, InceptionV3 and Squeeze Net, which are four kinds of convolutional neural network-based deep learning models for image recognition, and also support the customized model training. In order to improve the correctness of the results, this paper uses the above four models for image content recognition and finds that Squeeze Net performs better in terms of efficiency and accuracy, so Squeeze Net is finally adopted for recognition.



Mathematical modeling for text is still an essential aspect in the field of natural language processing. How text is modeled has a significant impact on the effectiveness of downstream feature extraction models and classification models. Most of the common text modeling models are designed for English corpuses, either question and answer corpuses or comment corpuses. However, in addition to the sparse information and highly unstructured characteristics of English commentary texts, Chinese commentary texts also have the problems of multiple meanings of words and non-uniformity of the smallest unit of expression. These problems usually result in limiting the classification effectiveness of traditional classification models on Chinese text.



At the same time, the information contained in the comment text includes not only textual information, but also image information. To textually model multimodal data expressed by these two kinds of information, there are not only the problems of word polysemy and textual representation granularity, but also the difficulties of acquiring picture information and performing sentiment tendency analysis.



The BERT model was proposed in 2018 (pre-training of deep bidirectional transformers for language understanding) as a milestone work in the field of pre-training, achieving the best current results on several NLP tasks and opening a new chapter. BERT is a pre-trained model on deep bi-directional transformers for language understanding, wherein transformer refers to a network structure for processing sequential data. BERT learns the semantic information of the text and applies it to tasks such as categorization, semantic similarity, etc. through outputs in the form of vectors. It is a pre-trained language model, i.e., it has been trained unsupervised on a large-scale corpus [51], and in using it we only need to train and update its parameters on this basis.



Unlike other language models, BERT is trained on unsupervised precisions, wherein information related to the left and right of the text is considered in each layer. Xia et al. argue that the supervised deep learning methodology approach relies on a large number of clean seismic records without ground-rolling noise as a reference label. The unsupervised learning method approach considers different temporal, lateral, and frequency features that distinguish the ground-roll noise from the real reflected waves in the seismic records before deep stacking. By designing the ground-roll suppression loss function, the deep learning network can learn the specific distribution characteristics of the real reflected waves in seismic records containing ground-roll noise. BERT’s linguistic input representation consists of three components: word embeddings, segmentation embeddings, and position embeddings. The final embedding vector is a direct sum of the above three vectors, as shown in Figure 2.



In summary, for text classification tasks, the BERT model inserts a [CLS] symbol in front of the text and uses the output vector corresponding to this symbol as a semantic representation of the whole text for text classification. This notation has no obvious semantic information, so it can more “fairly” incorporate the semantic information of individual words or phrases in the text, as shown in Figure 3. I In addition, we can add additional structures such as fully connected layers after the BERT model to perform fine-tuning operations for specific tasks, such as linguistic reasoning tasks like Q&A.



By learning the distribution over the input text vectors, the Emotion Bert model can be efficiently used to learn feature extraction over variable-length sequences S. Given a review sentence S, we can directly obtain its category and the set of dimensions of the category Dc. For each word     w   1     (    w   1     , w   2   , ,   w   m    ) and dimension dj in a review sentence, we assign a probability score that describes the probability   P   s     that word     w   i     belongs to class dj in an online product quality review (as in Equation (1)):


  P   s   = P     w   1     , w   2   ,   w   m     =   ∏  i = 1   m    p     w   i       w   1     , w   2   ,   w   i − 1        



(1)







The transformer adds sequence information to the sequence via word position embedding (  P E  ) Formulas (2) and (3).


    P E   ( p o s , 2 i )   =   sin  ⁡  ( p o s /   10000   2 i /   d   m o d e l     )    



(2)






    P E   ( p o s , 2 i + 1 )   =   cos  ⁡  ( p o s /   10000   2 i /   d   m o d e l     )    



(3)







When   d   is 64, the text sequence is represented as 512 characters, the   2 i   is the even position in the given sequence of the input vector, and   2 i + 1   is the odd position. When the transformer extracts the features     x   [ C L S ]     and     x   [ M A S K ]     from the two special words     w   [ C L S ]     and     w   [ M A S K ]     in the S-sequence, the BERT loss function considers only the prediction of the masked values and thus ignores the prediction of the non-masked words, as shown in Equations (4) and (5).


  L o s s =   i   L (   x     M A S K     i   ) F (   x     M A S K     i   )    



(4)






   F (   x   [ M A S K ]   i   )   =       k   i f   x   ∈   R       1   i f   x   ∉   R         



(5)







GRU is a specific model of a recurrent neural network that performs machine learning tasks related to memory and clustering using connections through a series of nodes, which allows GRUs to pass information over multiple time periods in order to influence subsequent time periods. A GRU can be considered as a variant of LSTM as both are similar in design and produce equally good results, both gate recursive units help in tuning the neural network input weights to solve the vanishing gradient problem. As a refinement of the recurrent neural network, a GRU has a gate called update gate and reset gate rt. Using an input vector   x   and an output vector     h   t    , the model refines the information flow in the output-1 model by controlling ht. As with other types of recurrent network models, a GRU with gated recurrent units can retain information over a period of time, which is why it is easiest to describe these techniques as “memory-centric” types of neural networks. In contrast, other types of neural networks without gated recurrent units typically do not have the ability to retain information. The structure of the GRU is shown in Figure 4.



BiGRU refers to bidirectional gated recurrent unit (BGRU), i.e., an additional reverse layer is added to the GRU. BiGRU can process both forward and reverse information of the input sequence, thus capturing features in the sequence more comprehensively and improving model performance. It can be used for a variety of tasks such as speech recognition, person name recognition, lexical annotation, etc.



BiGRU has advantages over GRU such as bi-directionality, better performance, better handling of long sequences, and finer-grained feature representation. Therefore, BiGRU has become a very effective model in various sequence learning tasks. Since the GRU retains only less state information and is prone to the problems of gradient vanishing or gradient explosion, its processing of long sequences may not be as effective as BiGRU.



BiGRU, on the other hand, introduces more state information through the inverse layer, which improves the handling of long sequences and reduces the risk of vanishing or exploding gradients. In combining BiGRU and Softmax, the input text sequence can be encoded using BiGRU, and then the encoded result is passed to a fully connected layer, and finally classified using the Softmax activation function. Specifically, the output of BiGRU can be used as an input to the fully connected layer, and the output of the fully connected layer is then used for label prediction via Softmax. This combination can effectively improve the performance of text categorization, especially when facing complex text datasets.



The BiGRU model operates on a given sequence of input vectors   < x 1 ,   x 2 ,   … ,   x t >   (where   x t   denotes a concatenation of input features) and computes the corresponding hidden activations   < h 1 ,   h 2 ,   … ,   h t >  . At the same time, a sequence of output vectors is generated from the input data   < y 1 ,   y 2 ,   … ,   y t > .   At time   t  , the current hidden state is determined by three components: the input vectors   < x 1 ,   x 2 ,   … ,   x t >  , the forward hidden state, and the backward hidden state. The reset gate       r   t       controls how much previous state information is ignored; the smaller the value of     r   t    , the more previous state information is ignored. The update gate       z   t       controls the extent to which the unit state receives new input information. The symbol   ⊗   represents elemental multiplication,   σ   denotes a sigmoid function, and tanh denotes a hyperbolic tangent function. The hidden state     h   t    , update gate       z   t      , and reset gate       r   t       of the BiGRU are computed by Equations (6)–(9).


    Z   t   =     w   z       h   t − 1   ,   x   t        



(6)






    r   t   =     w   r       h   t − 1   ,   x   t        



(7)






    h   t   = G R U     x   t   ,   h   t − 1      



(8)






    h   t   =   w   t     h   t   +   v   t     h   t   +   b   t    



(9)







Softmax functions are widely used in tasks such as text categorization, sentiment analysis, and machine translation. Often, we need to represent a piece of text as a vector to facilitate subsequent computation and analysis. One of the common ways to represent text vectors is to use the word embedding technique to map each word to a low-dimensional vector of real numbers, and then transform the entire text into a fixed-length vector through some aggregation or transformation operations. In the following algorithm,     w   a     represents the weight matrix of the attention function,   t a n h   refers to the hyperbolic tangent function,   y   represents the sentiment analysis results, and     b   a     represents the corresponding bias of the output layer.


    u   t   = t a n h     w   a     h   t   +   b   a      



(10)






    α   t   =   exp ⁡ ( u    T     t      u   a   )     ∑  t    exp ⁡ ( u    T     t      u   a   )      



(11)






    s   i t   =   ∑  i = 1   n      a   i t       h   i t    



(12)






  y = s o f t m a x (   w   a     s   i t   +   b   a   )  



(13)







After completing the text vector representation, we also need to perform tasks such as classification and labeling, see Figure 5 below. At this point, the Softmax function can be used to map the text vectors to different classes of probability distributions (the processes represented by the arrows pointing to them in the figure below). Specifically, in natural language processing tasks, a neural network model is usually used as a classifier, with text vectors as inputs, and after several layers of fully connected layers and nonlinear activation functions, the outputs are finally mapped to individual categories using the Softmax function, and the probability values of each category are calculated. Ultimately, we can consider the category with the largest probability value as the category to which the text belongs.



This paper investigates the Bert BiGRU Softmax model for sentiment analysis of online product quality reviews. The sentiment Bert model is used as an input layer for feature extraction in the preprocessing stage. The hidden layer of the bi-directional GRU performs dimension-oriented sentiment classification by using bi-directional long and short-term memory and selective recursive units to maintain the long-term dependencies inherent in the text regardless of length and number of occurrences. The output layer of Softmax calculates sentiment polarity by merging to smaller weighted dimensions according to the attraction mechanism. The output layer of Softmax calculates sentiment polarity by merging to smaller weighted dimensions according to the attraction mechanism.



BERT, as a pre-trained transformer model, has advantages in understanding text semantics and context, capturing rich semantic information, providing powerful text representation and improving the ability of semantic understanding. BiGRU, as a bi-directional recurrent neural network, is able to efficiently capture long-distance dependencies in text sequences, which is conducive to modeling text sequences with semantic and sentiment information, and has celebrated its sequence modeling ability. Softmax, as a classifier, is suitable for multi-category sentiment classification task, which can map the features extracted by BERT and BiGRU to different sentiment categories and realize the decision of sentiment classification, which greatly improves the classification ability of the model. As for multimodal feature fusion, by integrating text features extracted by BERT and sequence features captured by BiGRU, combined with image features, it can comprehensively utilize the information of text and image data to provide a more comprehensive multimodal feature representation. Optimizing and tuning the model and reasonably setting hyperparameters such as learning rate, batch size, dropout rate, etc., can improve the performance and generalization ability of the model through cross-validation or experimental adjustment.



In summary, the in-depth exploration of the model indicates that the combination of BERT, BiGRU, and Softmax leads to higher accuracy, avoids logical ambiguity in model validity, and enhances the understanding of model design and performance enhancement mechanisms.



When processing data and training models, attention also needs to be paid to the stability and performance capability of the research-designed models in the face of noisy or incomplete data, i.e., to ensure that the BERT BiGRU Softmax model is robust and noise-resistant, which implies the need to take a series of measures in the process of data processing, model design, and training, such as data cleansing, outlier handling, feature selection, regularization, integrated learning, etc. These methods are used to effectively reduce the noise and interference in the data, improve the generalization ability and applicability of the model, and thus ensure the robustness and reliability of the model in complex or noisy environments, as follows.



Step 1: Data cleaning and outlier handling: data cleaning is performed to identify and handle outliers and noise to reduce interference in the data. Robust statistical methods are used to deal with outliers, such as median instead of mean, or standardize the data using RobustScaler.



Step 2: Feature Selection as well as dimensionality reduction: select features that are robust and filter features that have a high impact on model predictions through feature selection methods. Dimensionality reduction techniques such as principal component analysis (PCA) can be used to reduce data dimensionality and noise.



Step 3: Regularization and model complexity control: add regularization terms (e.g., L1, L2 regularization) to control model complexity, prevent overfitting, and improve noise immunity. Consider using simple models or integrated learning to reduce model complexity and enhance robustness.



Step 4: Integrated learning as well as model fusion: use integrated learning methods, such as random forests and gradient boosting trees, to combine the prediction results of multiple models and reduce the impact of noise on the model. Combining the prediction results of different models, model fusion is carried out through voting or weighted average to improve the robustness and noise resistance of the model.



Step 5: Cross-validation as well as model evaluation: use cross-validation techniques to evaluate the stability and generalization ability of the model and reduce the impact of noise on model performance. The average performance on different data subsets is considered in the model evaluation to improve the robustness and reliability of the model.



By combining the above methods and steps, it is possible to ensure that the model maintains stable performance and reliable prediction ability in the face of complex or noisy environments. The risk of data noise and model overfitting is greatly reduced, and the robustness and generalization ability of the model is improved.



The objective of sentiment analysis is to uncover the subjective emotional inclinations expressed by users toward products, as conveyed through online information. By leveraging deep learning techniques, sentiment analysis aims to establish connections between various features such as syntax, semantics, emoticons, and sentiments. It involves categorizing user-generated content into positive, negative, or neutral sentiments, thereby enabling a better understanding of users’ opinions and attitudes toward goods.




5. Experiments and Analysis of Results


5.1. Experimental Environment


Jupyter Notebook, provided by Anaconda, is the main development tool. The programming language used in this paper is python, the deep learning framework is Tensorflow, and the Keras toolkit based on TensorFlow is used as the main building tool for neural network models. Specific parameters are shown in Table 1.




5.2. Experimental Process and Analysis


This paper crawls and analyzes a large dataset of 150 predefined dimensions from 500,000 online reviews of food products from Meituan, Hungry’s, and other online sites that cover almost all aspects of different products with positive and negative polarities, assigning dimensions to “delivery”, “hygiene”, and “service”. We use deep learning models of RNN, LSTM, GRU, BiGRU, BiLSTM, Bert BiLSTM, and Bert BiGRU Softmax for sentiment analysis of online product quality ratings in terms of hygiene, service, and price dimensions. The food rating dataset is presented in Table 2 below. “Very tasty”, “affordable”, and “good” have the highest scores. “Difficult to eat”, “Inadequate”, and “Speechless” had the lowest scores. Additionally, “tasty” scored the highest of all sentiments, suggesting that taste has the most influence on a product’s sales in food platforms.



The optimal ratio under the dataset of this study was determined by using a grid search method during the pre-experimental debugging process. Training, validation, and testing set splits typically follow 70–80% of the data for training, 10–15% for validation, and 10–15% for testing. It is important to ensure that the distribution of sentiment categories is similar across datasets to avoid sample bias. The number of epochs is 50, which determines the number of iterations to be performed on the training dataset, usually based on model convergence and computational resources, to ensure that the model has enough iterations to learn the patterns of the data and to be aware that too many epochs can lead to overfitting problems. The batch size of 128, the number of samples taken from the training data each time, affects the frequency of updating the model weights and the speed of convergence. Choosing the batch size appropriately helps the model to generalize better. A smaller batch size may result in a noisier training process, but the weights are updated more frequently, which helps it converge faster. Larger batch sizes may slow down the training but can take better advantage of GPU parallel computing to speed up the training process.



The problem of overfitting needs to be prevented in this process by early stopping, namely monitoring the model performance on the validation set and stopping training as soon as the performance no longer improves to avoid overfitting. Regularization, such as L1 or L2 regularization, is used to penalize the parameters of complex models to prevent overfitting. Dropout: Randomly dropping some neurons during the training process to reduce the complexity of the neural network and avoid overfitting the model to specific samples.



In this paper, we use a comparative model analysis approach to validate the classification effectiveness of the Bert BiGRU Softmax model designed in this paper for the multimodal sentiment classification task of line comment information.



When selecting a comparison model, consider the baseline model and current state-of-the-art methodology as a reference to ensure comparisons with industry levels. When configuring comparison models, harmonize hyperparameter settings and model architecture to ensure fair comparisons. In terms of dataset splitting, the same dataset should be used for training, validation, and testing, with a consistent data splitting strategy. In the model evaluation stage, the same evaluation metrics are selected for performance comparison, while statistical significance tests are performed to ensure reliable results. Finally, the results of the compared models are interpreted and analyzed to explore the reasons for the differences in the performance of the different models in order to fully assess the performance improvement of the proposed model. By following these steps, a fair and informative comparative analysis can be ensured to provide reliable assessment results for model development.



Based on the above requirements in this paper, the BiGRU model, CNN BiGRU model, BiGRU CNN model, BiGRU Attention model, Attention BiGRU CNN model, and Bert BiGRU Softmax model are selected for comparative analysis.



The BiGRU Attention model and Attention BiLSTM CNN model were selected as competing models for comparison experiments on the same corpus. The above five comparison models are also tuned for hyperparameters using grid search and tri-fold cross-validation. The specific parameter settings of all comparison models are shown in Table 3.



The classification effect of each model is evaluated based on the metrics of Precision, Recall, and F1 value. Table 4 gives the overall sentiment classification performance of each model on different evaluation metrics. The Attention BiGRU CNN model designed in this study outperforms the other five compared models in terms of precision rate and F1 value, and the recall rate is slightly lower than that of the Attention BiLSTM CNN model and higher than that of the other models. It can be concluded from this that this paper’s model performs optimally on the Chinese online review corpus.



The details of the configuration of the Bert BiGRU Softmax model are further analyzed: regarding the size of the model layers, we determine the layer size to be 200 based on the complexity of the dataset and the task; for the dropout rate, we determine the suffix rate to be 0.2 based on the proportion of neurons randomly disconnected during the training process to prevent overfitting; and in terms of the optimization algorithm, we choose the optimization algorithm for Adam due to its combination of the advantages of AdaGrad and RMSProp and its ability to adaptively adjust the learning rate. For the learning rate, we set the initial learning rate at 0.0006 based on the step size of the model each time the weights are updated during the training process.



Sentiment classification results for the CNN BiGRU model and Attention BiGRU CNN model are very similar, with Bert BiGRU Softmax outperforming the other five models, and the precision of the Attention BiGRU CNN model is 0.894, which is 1.5% lower than that of the Bert BiGRU Softmax model, while the F1 value is 0.4% lower than that of the Bert BiGRU Softmax model, and the recall is 0.1% lower than that of the Bert BiGRU Softmax model, as shown in Table 4.



The comparison of the different models revealed that the accuracy increased with the models’ improvement. The comparison of the classification results of the simplest BiGRU model, the improved BiGRU Attention model, the Attention BiGRU CNN model, and the Bert BiGRU Softmax model revealed an increase in the accuracy of 6.2%, respectively, 3.4%, and 1.5%, respectively.



This is due to the fact that the model that does not incorporate the attention mechanism cannot effectively differentiate the emotional information corresponding to different facets, and it is susceptible to the emotional information of other facets when judging the emotional polarity of each facet. After adding the attention mechanism, the model can assign heterogeneous weights to different features to emphasize the corresponding emotional information in each scene, reduce the inter-scene influence and the interference of irrelevant factors, and effectively improve the emotional classification effect of the model.



Table 5 below shows the F1 values for each model for categorizing different aspects of sentiment. It can be seen that the models are relatively ineffective in categorizing the emotions of environment and packaging, with F1 values below 0.8, indicating that the semantic information of these two facets is more complex and more difficult to capture accurately than other facets. In addition, the Bert BiGRU Softmax model was designed in this study to optimize the F1 value in four facets: hygiene, taste, service, and price. The related results further indicate that the introduction of the attention mechanism and the combination of the BiGRU model and the BERT model can effectively improve the model’s ability to categorize multi-dimensional emotions.



Table 6 gives the multisection sentiment classification results of the Bert BiGRU Softmax model for 10 randomly selected sample comment data and the corresponding predicted probability values for this result. As can be seen, comment number 1179 should have a sentiment polarity of 0 on the service scale, and the model misclassifies it as −1. In addition to this, the emotion classification results of the sample comments are overall correct across all facets, indicating that the model in this paper performs well in the multi-faceted emotion polarity classification task.



Figure 6 and Figure 7 show the categorization process and distribution of positive, neutral and negative ratings. After analyzing the data of consumer review information, the results show that about 44% of the review sentiment polarity is positive, 31% of the review sentiment polarity is negative, and 25% of the couple sentiment polarity is neutral. This percentage of sentiment polarity indicates that the majority of consumers were satisfied with the product or service and had a good consumer experience, while 31% of the consumers gave negative reviews. The number of negative reviews is small compared to that of positive reviews, but the small number of negative reviews provides a valuable reference for consumers when they are making choices and when businesses are making improvements in various areas. Positive reviews provide reference information for certain aspects that consumers value, for example, when consumers value the environment of the restaurant, the review information reflects the environmental information of the merchant and evaluates it, so that the weight of this review information in the decision-making process of consumers will be greater.



Table 7 and Figure 8 refer to the final results of data processing. The data were categorized into precision, recall and F1 values for positive, neutral and negative attitudes, and the results from Table 7 and Figure 8 show that the precision of positive attitudes is higher than the precision of negative attitudes. Negative attitude has the highest three values and neutral attitude has the lowest three values.





6. Discussion and Conclusions


Online reviews are consumer evaluations and feedback on products sold on online platforms. These reviews record multimodal information such as user experience, product characteristics, and service satisfaction, and are important references for both manufacturers and platform operators. By analyzing customer feedback from reviews, vendors and platform operators can learn how the products they produce and sell are performing in the marketplace, and at the same time be able to continually improve their product designs and optimize their service processes based on user needs and expectations, thereby improving product quality and maintaining customer relationships.



Online reviews encompass consumer appraisals and assessments of merchandise sold on digital platforms. These evaluations encapsulate diverse dimensions including user encounters, product attributes, and satisfaction with services rendered. They serve as invaluable points of reference for both manufacturers and platform administrators. By scrutinizing customer feedback embedded within these reviews, vendors and platform operators can glean insights into the reception and efficacy of their offerings in the market. Consequently, they can embark on a journey of perpetual refinement in terms of product conception, whilst optimizing service procedures to align with user requisites and anticipations. This endeavor ensures enhanced product excellence and the preservation of enduring customer rapport.



Through meticulous examination of customer feedback derived from reviews, vendors and platform operators are equipped with the means to ascertain the performance of their merchandise within the marketplace. Simultaneously, this practice allows them to continuously refine their product designs and optimize service processes in accordance with user needs and expectations. This concerted effort not only enhances product quality but also fosters enduring customer relationships.



The proposed model comprises several integral components: foremost, the utilization of the BERT model as a feature extractor facilitates the extraction of semantic representations from the input layer’s textual comments, thereby capturing nuanced semantic relations between words and contextual information. Subsequently, the integration of the BiGRU model, augmented with an attention mechanism, assumes the role of a hidden layer, facilitating the acquisition of high-dimensional semantic coding encompassing attention probabilities at the input layer and textual sequences of contextual information. Finally, the Softmax classifier is employed to categorize all comments into sentiment polarity prediction and trend classification tasks, thus enabling the effective recognition and analysis of users’ affective tendencies and emotional attitudes.



Comprehensive experiments were conducted on a substantial review dataset, comparing the performance of the proposed Bert BiGRU Softmax model against other advanced models such as CNN BiGRU, BiGRU, and BiGRU Attention. The experimental findings unequivocally demonstrate that the Bert BiGRU Softmax model exhibits superior performance and accuracy, thereby effectively augmenting the precision of sentiment analysis pertaining to online product quality reviews.



Furthermore, we delve into the integration of domain expertise and human experiential insights into the training process of the model, aiming to cater more effectively to diverse industries and contextual nuances. Looking ahead, there is ample room for further refinement and optimization of the model. This can be achieved by amalgamating multimodal data and leveraging a plethora of information sources to conduct extensive and profound investigations into sentiment analysis. Such endeavors hold promise for uncovering novel breakthroughs and innovations, ultimately enhancing the performance of the model in real-world scenarios.
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Figure 1. Multimodal data mapping approach. 
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Figure 2. Structure of BERT input layer. 
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Figure 3. BERT model diagram. 
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Figure 4. Structure of GRU. 
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Figure 5. Softmax layer. 
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Figure 6. Bert BiGRU Softmax model. 
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Figure 7. Distribution of the number of positive and negative evaluations. 
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Figure 8. Different indicators obtained from the proposed model. 
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Table 1. Experimental environment parameters.
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	Experimental Environment
	Environment Configuration





	Operating system
	windows11



	IDLE
	Jupyter Notebook 6.4.11 + pycharm2022



	TensorFlow
	tensorflow_gpu-1.14.0



	Keras
	2.3.1



	GPU
	GTX1660Ti (6G)



	Python
	3.9










 





Table 2. Commentary information of takeaway platforms on received goods.
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	Serial Number
	Comment on the Content of the Message





	55
	Cake is very delicious, timely delivery, first-class service ah, the next opportunity to continue to buy.



	119
	Huge hard to eat, a salty and a sour.



	268
	Affordable price, good service attitude, the portion is super full, duck feet melt in the mouth, soft, very flavorful, super spicy, recommended!



	529
	Taste good, the portion is sufficient.



	1146
	Really speechless, the last two still think it can, today this pineapple bun head cream is stinky, completely inedible!



	3785
	The second time to eat, the taste is okay, just inside the Golden Harbor International, shopping tired can come to eat!



	4216
	Delivered 1 h, arrived at the things are cold.










 





Table 3. Comparison of model hyperparameter settings.
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	Model
	Optimization Algorithms
	Batch File
	Learning Rate
	Dropout Rates





	Comparison model
	BiGRU
	Adagrad
	64
	0.012
	0.4



	
	CNN BiGRU
	RMSProp
	192
	0.009
	0.2



	
	BiGRU CNN
	Adam
	96
	0.006
	0.2



	
	BiGRU Attention
	Adagrad
	64
	0.014
	0.2



	
	Attention BiGRU CNN
	RMSProp
	120
	0.007
	0.3



	Current model
	Bert BiGRU Softmax
	Adam
	128
	0.006
	0.2










 





Table 4. Comparison of results.
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	Model
	Precision
	Recall
	F1





	Comparison model
	BiGRU
	0.847
	0.811
	0.822



	
	CNN BiGRU
	0.832
	0.827
	0.826



	
	BiGRU CNN
	0.857
	0.822
	0.829



	
	BiGRU Attention
	0.875
	0.821
	0.829



	
	Attention BiGRU CNN
	0.894
	0.827
	0.841



	Current model
	Bert BiGRU Softmax
	0.909
	0.828
	0.845










 





Table 5. Comparison of F1 values for multisection sentiment classification results.
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Comparison Model

	
Comparison Model

	
Current Model




	
Facet

	
BiGRU

	
CNN BiG

RU

	
BiGRU C

NN

	
BiGRU

Attention

	
Attention BiGR

U CNN

	
Bert BiGRU

Softmax






	
Flavor

	
0.883

	
0.854

	
0.862

	
0.845

	
0.841

	
0.858




	
Price

	
0.832

	
0.840

	
0.826

	
0.843

	
0.853

	
0.856




	
Packaging

	
0.791

	
0.840

	
0.854

	
0.841

	
0.855

	
0.851




	
Service

	
0.848

	
0.852

	
0.862

	
0.855

	
0.830

	
0.844




	
Delivery

time

	
0.832

	
0.841

	
0.826

	
0.843

	
0.853

	
0.854




	
Hygiene

	
0.903

	
0.894

	
0.898

	
0.909

	
0.913

	
0.923




	
Environment

	
0.758

	
0.787

	
0.777

	
0.759

	
0.778

	
0.788











 





Table 6. Partial results of Bert BiGRU Softmax multisection sentiment classification.
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Classification Results




	
Serial Number

	
Comments

	
Taste

	
Price

	
Packaging

	
Service

	
Delivery Time

	
Hygiene

	
Environment






	
80

	
The environment is very good, the service is very warm, the flavor is very good, the fish is also very fresh, my son and I eat so full, the buns and dumplings are very tasty.

	
1

	
0

	
0

	
1

	
0

	
1

	
1




	
190

	
The cake is very delicious, the delivery is timely, the service is first-class, the packaging is also OK, next time there is an opportunity to continue to buy.

	
1

	
0

	
1

	
1

	
1

	
0

	
0




	
270

	
It’s awful. One is salty and the other is sour.

	
−1

	
0

	
0

	
0

	
0

	
0

	
0




	
320

	
There were actually worms in the rice, so disgusting, I don’t want to eat it anymore! I don’t want to eat it!

	
−1

	
0

	
0

	
−1

	
0

	
−1

	
0




	
569

	
The flavor is still good, and the group buy is really cheaper.

	
1

	
1

	
0

	
0

	
0

	
0

	
0




	
772

	
The owner is warm, the restaurant is clean, the taste is good, next time to come again.

	
1

	
0

	
0

	
1

	
0

	
1

	
1




	
1020

	
It’s good, it’s good. I’ve bought it several times, it’s cheap, and the service is good.

	
1

	
1

	
0

	
1

	
0

	
0

	
0




	
1179

	
Let’s not talk about the other flavors. It’s the diarrhea that’s real.

	
0

	
0

	
0

	
−1

	
0

	
−1

	
0




	
2980

	
I clearly ordered two orders of thin rice, can’t you see? I’ll never buy it again.

	
0

	
0

	
0

	
−1

	
0

	
0

	
0




	
5678

	
I’ve always eaten mutton noodles in her house, the flavor is very authentic and delicious highly recommended!

	
1

	
0

	
0

	
0

	
0

	
0

	
0











 





Table 7. Classification results.
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	Metrics
	Positive
	Neutral
	Negative





	Precision
	0.9432
	0.9377
	0.9812



	Recall
	0.9225
	0.9162
	0.9805



	F1 score
	0.9328
	0.9274
	0.9711
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