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Abstract: This study introduces an innovative multichannel approach that focuses on the features
and configurations of fingers in isolated sign language recognition. The foundation of this ap-
proach is based on three different types of data, derived from finger pose data obtained using
MediaPipe and processed in separate channels. Using these multichannel data, we trained the pro-
posed MultiChannel-MobileNetV2 model to provide a detailed analysis of finger movements. In our
study, we first subject the features extracted from all trained models to dimensionality reduction using
Principal Component Analysis. Subsequently, we combine these processed features for classification
using a Support Vector Machine. Furthermore, our proposed method includes processing body and
facial information using MobileNetV2. Our final proposed sign language recognition method has
achieved remarkable accuracy rates of 97.15%, 95.13%, 99.78%, and 95.37% on the BosphorusSign22k-
general, BosphorusSign22k, LSA64, and GSL datasets, respectively. These results underscore the
generalizability and adaptability of the proposed method, proving its competitive edge over existing
studies in the literature.

Keywords: sign language recognition; deep learning; feature fusion

1. Introduction

Sign language, composed of visual and kinesthetic elements, is the primary means
of communication for approximately 70 million deaf individuals worldwide [1]. This
language combines manual and non-manual features such as hand movements, facial
expressions, and body posture, offering a rich form of expression [2]. Learning and using
this language plays a critical role in the social integration of deaf individuals; however, a
lack of knowledge about sign language in the general population and a scarcity of sign
language interpreters create communication barriers. In this context, computer vision and
machine learning technologies have the potential to overcome these barriers by automati-
cally translating sign language into text or audio formats.

Sign language recognition (SLR) systems are being developed as part of this techno-
logical effort, aiming to serve as an effective bridge between the deaf and those who do not
know sign language. SLR systems generally fall into two main categories: sensor-based
and image-based systems [3]. Sensor-based systems [4–6] require specialized equipment
like electronic gloves and directly detect hand and arm movements through this equipment.
Using cameras and advanced image processing technologies, image-based systems [7,8]
visually detect the user’s hand, face, and body movements. The capabilities of these sys-
tems can be evaluated in two main categories: static and dynamic. Static SLR typically
identifies unchanging hand signs and gestures, while dynamic SLR uses more advanced
techniques to capture the fluid nature of sign language, recognizing words (isolated) or
sentences (continuous) [9].
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In SLR, the detailed analysis of finger movements and positions could play a pivotal
role [10]. While SLR often involves holistic hand movements and facial expressions,
the nuanced interpretation provided by finger gestures may also be crucial for accurate
communication. To our knowledge, no studies in our literature review specifically focus
on fingers in isolated SLRs. To fill this potential gap, we designed our study to explore
the significance of finger movements in enhancing the accuracy and reliability of isolated
SLR systems. Our approach aims to address specific challenges, such as the overlapping of
fingers and seeks to improve interactions with deaf individuals, potentially reducing the
reliance on sign language interpreters.

The main contributions of this research are as follows:

• Advanced Finger-Based Features: We create three distinct feature sets related to fingers,
which include FINGER, obtained by visualizing finger poses in separate channels;
MERGED-FINGER, further detailed by cropping and merging finger regions; and
FD-FINGER, capturing temporal changes through the frame difference method. These
three feature sets allow for a detailed analysis of finger movements and configurations
in the SLR process, enabling systems to better understand subtle nuances.

• MultiChannel-MobileNetV2 Model: We developed an innovative model based on the
MobileNetV2 architecture, capable of efficiently processing multichannel finger-based
features. This model significantly enhances accuracy and precision in the field of SLR.

• Non-Manual Features: Our extended approach utilizes visuals of the body and face
derived from pose data and visuals created by applying the frame difference method
to these images. We train the MobileNetV2 model on these visuals to extract features,
enhancing SLR accuracy and emphasizing the importance of non-manual expressions.

• Multi-Stream SLR Method: In this methodology, we reduce the dimensions of fea-
tures related to fingers, bodies, and faces extracted from the trained MultiChannel-
MobileNetV2 and MobileNetV2 models through Principal Component Analysis (PCA).
Subsequently, we fuse these features and classify them with Support Vector Machine
(SVM) to create a more comprehensive SLR system. This integrated approach signifi-
cantly innovates in the field by maximizing accuracy and comprehensiveness in the
SLR process.

The rest of this paper is structured as follows: Section 2 discusses Related Works,
emphasizing advancements in sign language recognition. Section 3, Materials and Meth-
ods, details our approach, including developing the MultiChannel-MobileNetV2 model.
Section 4, Experimental Studies, presents our findings and the evaluation of our models.
Lastly, Section 5, Conclusions, summarizes our contributions and suggests directions for
future research.

2. Related Works

Early studies in the field of SLR relied on handcrafted features and traditional ma-
chine learning techniques. These traditional methods typically included processes such as
feature extraction, dimensionality reduction, and the use of simple classification models.
These processes aimed to extract features from static images or simple video clips of the
relevant signs. SLR was performed using various traditional classification algorithms
based on features extracted from sign language letters, numbers, or words using feature
extraction techniques such as Hough Transform [11], Contour Analysis [12], Local Binary
Pattern [13,14], Gabor Filter [15], HOG [16,17], SIFT [18,19], SURF [20], optical flow [21],
Dynamic Time Warping [22], Hidden Markov Models [23,24], and temporal accumulative
features [25]. Methods based on handcrafted features and traditional machine learning
techniques, while effective for a predefined and limited number of signs, typically struggle
to recognize new or rare signs due to their limited flexibility and generalization ability.
Additionally, detailed data analysis is required to extract powerful handcrafted features
that can represent the data, which is a task that requires domain-specific expertise.

Deep learning has surpassed the limitations of traditional machine learning techniques
by providing a high level of automation and learning capacity. Convolutional Neural Net-



Electronics 2024, 13, 1591 3 of 28

works (CNNs), in particular, have revolutionized the field of image classification [26].
Two-dimensional CNNs have been frequently used for digit and letter signs, which usu-
ally do not contain temporal information and consist of static images. Damaneh et al. [7]
proposed a hybrid method using CNN, Gabor Filter, and ORB feature descriptor for rec-
ognizing static hand gestures, achieving accuracies of 99.92%, 99.8%, and 99.80% on the
Massey [27], American Sign Language (ASL) alphabet [28], and ASL datasets [29], respec-
tively. Das et al. [30] used a hybrid method combining CNN and Random Forest classifiers
to accurately predict numerals and characters in Bangla Sign Language with accuracies
of 97.33% and 91.67%, respectively. Aldhahri et al. [31] developed a CNN architecture
that identified letters in Arabic Sign Language with 94.46% accuracy. Ma et al. [32] used
the Two-Stream Mixed (TSM) method to improve the correlation of feature expression
between two consecutive time frames in datasets containing dynamic gestures like the
letters J and Z. Their proposed TSM-ResNet50 model achieved 97.57% accuracy on the ASL
alphabet dataset. Alsharif et al. [33] obtained accuracies of 99.50%, 99.51%, 99.95%, 99.98%,
and 88.59% for recognizing the ASL alphabet using AlexNet, ConvNeXt, EfficientNet,
ResNet-50, and Vision Transformer models, respectively.

While 2D-CNNs have achieved significant success in areas such as image classification
and SLR, they have some limitations in capturing temporal features. This can pose a
problem for applications where understanding changes over time, such as sign language
words, is important. Therefore, models more suitable for capturing temporal information,
such as Recurrent Neural Networks (RNNs) [34], Long Short-Term Memory Networks
(LSTM) [35], and Transformers [36], have been used. Venugopalan et al. [8] successfully
classified 13 words from Indian Sign Language, which are prevalently used by deaf farmers,
with a 76.21% accuracy using their proposed GoogleNet-BiLSTM architecture. In a separate
study, Masood et al. [37] employed Convolutional Neural Networks (CNNs) for extracting
spatial features and Recurrent Neural Networks (RNNs) for temporal features, thereby
accurately classifying 46 words from the Argentine Sign Language dataset [38] with a
precision of 95.2%. Furthermore, Shin et al. [39] developed an SLR model leveraging CNNs
and Transformer architectures, which accomplished an 89% accuracy rate on a dataset of
77 Korean Sign Language words.

Other structures that can capture both spatial and temporal information include
3D Convolutional Neural Networks (3D-CNNs) [40] and (2+1)D Convolutional Neural
Networks, (2+1)D-CNNs [41]. Additionally, 3D-CNNs are an extension of traditional
2D-CNNs and can perform convolution operations in both spatial (space) and temporal
(time) dimensions. This allows 3D-CNNs to directly process datasets that contain temporal
information, such as SLR. On the other hand, (2+1)D-CNNs initially extract spatial fea-
tures using 2D convolutions and then perform temporal analysis on these spatial features
using 1D convolutions. Neto et al. [42] have achieved recognition accuracy of 93.9% on
the LSA64 dataset [38], which consists of 64 words from Argentine Sign Language, using
their proposed 3D-CNN model. In a separate study, Wang et al. [43] proposed a (2+1)D
convolution-based (2+1)D-SLR network on the same dataset, achieving a performance of
98.7%. Özdemir et al. [44] obtained 88.53% accuracy using Improved Dense Trajectories
and 78.85% accuracy using the MC3-18 model [41], which combines both 2D and 3D convo-
lutions, in their study on the BosphorusSign22k [44,45] dataset consisting of 744 sign words.
Sincan et al. [46] proposed a hybrid method in which RGB-MHI features are analyzed
with Resnet-50 in addition to the 3D-CNN model to classify sign language words, which
achieved 93.53% and 94.83% performance on AUTSL [47] and BosphorusSign22k datasets,
respectively. Adaloglou et al. [48] employed the GoogLeNet + TConvs framework [49],
the 3D-ResNet architecture [50], and the I3D model [51] in their study on Greek Sign Lan-
guage (GSL), which consists of 310 signs. These models, in signer-independent evaluations,
achieved accuracies of 86.03%, 86.23%, and 89.74%, respectively.

In recent years, methods have significantly increased that employ pose data as input
data in SLR systems. These methods detect key points of the human body, particularly
hands and fingers, as well as facial expressions and body posture, and use these data
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as the basis for SLR. Samaan et al. [52] trained GRU, LSTM, and Bi-LSTM models using
pose data obtained with MediPipe [53] and achieved over 99% success for ten sign words.
Podder et al. [54] achieved 87.69% accuracy with their segmentation-based MobileNetV2-
LSTM-SelfMLP model for Arabic SLR. Graph neural networks [55], which utilize these
pose data, have also achieved significant success in understanding sign language words.
Selvaraj et al. [56] implemented LSTM, Transformer, Spatial–Temporal Graph Convolutional
Network (ST-GCN), and Structure Learning Graph Convolutional Network (SL-GCN)
models for isolated SLR across diverse datasets. Their findings for the GSL dataset [48]
indicated accuracies of 86.6%, 89.5%, 93.5%, and 95.4% for each respective model.

The task of SLR also inherently required the use of multiple streaming methods. This
is because a robust SLR system requires a detailed analysis of all the components that make
up the sign. In this context, Gökçe et al. [57] used hand, face, and body images separately
as inputs for MC3-18 [41] and integrated the outputs of these networks at the score level.
The developed model showed an accuracy rate of 94.94% on the BosphorusSign22k dataset.
Gündüz and Polat [58] used the Inception3D (I3D) model to extract features from hand, face,
full-body, and optical flow images and combined these with features derived from pose data
processed through an LSTM network. These composite data were then inputted into a two-
layer neural network. In their research using the general subset of the BosphorusSign22k
dataset consisting of 174 signs, they achieved an 89.3% accuracy rate.

In the field of isolated SLR using computer vision, a review of current literature reveals
that while there is a focus on the comprehensive data comprising a sign or on the general
movements of the hand, finer details such as finger movements and configurations are
often overlooked. Yet, in sign language, the position and movement of fingers are crucial in
determining meaning. Thus, a thorough analysis of finger data can enhance accuracy and
provide a more detailed interpretation in SLR. Furthermore, challenges like overlapping
fingers and data gaps in certain positions make accurate sign recognition more complex.
The multichannel approach we propose in this study, processing finger pose images in
separate channels, presents an innovative solution to address these issues of overlap and
data deficiency. In addition to finger pose features, an SLR system is proposed that takes
into account full-body pose and face pose images and their temporal information.

3. Materials and Methods

The SLR method proposed in this paper aims to classify isolated sign language words
using features specifically based on finger data. A detailed analysis of the fingers was made
possible with the pose data obtained using the MediaPipe library. We created FINGER data
by visualizing each finger pose in a separate channel. Furthermore, MERGED-FINGER data,
which provide a closer look at the spatial features of the fingers, were created by cropping
and merging finger regions from the FINGER data. In addition, we developed FD-FINGER
data to capture temporal information by applying the frame difference method to the
FINGER data. In response to these features, we propose the MultiChannel-MobileNetV2
model, which processes each channel separately. The proposed method applies PCA to
the features obtained from these models, followed by their combination and classification
using SVM. The proposed method, based on finger data, is extended and made more robust
by including features of full-body and face data obtained from MobileNetV2 models, each
trained separately. The general diagram of the proposed method is shown in Figure 1.

This section elucidates the key steps supporting our SLR process: the datasets utilized,
data preprocessing techniques, the frame difference method, details of our proposed
MultiChannel-MobileNetV2 model, min–max normalization, and dimensionality reduction
via PCA, and, finally, the SVM algorithm used for classification. Each segment will reveal
how our methodology has been comprehensively and effectively designed.
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3.1. Datasets

BosphorusSign22k is an isolated Turkish Sign Language dataset created by Özdemir
et al. [44,45]. Prepared by six signers, comprising four females and two males, this dataset
comprises 22,542 videos across 744 different sign language word classes. The Bospho-
rusSign22k dataset is divided into three main thematic areas: general (174 class), health
(428 class), and finance (163 class). In our experimental study, the “general” subset of
the BosphorusSign22k dataset was utilized. The BosphorusSign22k-general subset con-
tains 5788 videos and 174 different sign language words. Among these data, 949 videos
belonging to one signer have been specifically set aside for testing purposes. After
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the experimental studies, the proposed method is further evaluated using the entire
BosphorusSign22k dataset.

We also perform an evaluation using the LSA-64 dataset to examine the performance
of our proposed method in different languages and on datasets with various numbers
of classes. The LSA-64 dataset, created by Ronchetti et al. [38], consists of 64 sign words
from Argentine Sign Language performed by ten signers, including three females and
seven males. In the dataset, each signer repeated each word five times, resulting in a total
of 3200 video images. The dataset creators did not specifically divide it into training and
test sets. Therefore, in our study, based on the literature, the dataset was randomly divided
into training and test sets in an 80:20 ratio, with one out of ten signers separated for testing
and the rest for training data, and in another arrangement, the fifth and tenth signers were
separated for testing, resulting in three different configurations.

Another dataset that we evaluated in our work is the Greek Sign Language (GSL)
dataset [48], which consists of 310 signs. This dataset is generated by seven different signers,
comprising one female and six males. The total number of videos is 40,826. All the data
generated by one of the signers are divided into 2331 validation data and 3500 test data.

Using these diverse datasets, we aim to validate our proposed method thoroughly,
emphasizing its reliability, flexibility, and scalability. This effort seeks to demonstrate our
method’s broad suitability for SLR and interpretation tasks. A summary of all datasets
used in our study is given in Table 1.

Table 1. Datasets used in this study.

Dataset Signer Size Sample Size Class Size

BosphorusSign22k-general [44,45] 6 5788 174
BosphorusSign22k [44,45] 6 22,542 744

LSA64 [38] 10 3200 64
GSL [48] 7 40,826 310

3.2. Data Preprocessing

In our study, we used MediaPipe to obtain finger pose images. MediaPipe, an open-
source library developed by Google, is based on deep learning and computer vision
techniques [53]. Its “Holistic” module provides an integrated solution for monitoring
movements of the face, hands, and body, offering comprehensive analysis capabilities [59].
The Holistic module detects body, face, and hand movements using a total of 543 key
points: 33 for the body, 468 for the face, and 21 for one hand.

In the preliminary process of obtaining finger pose images, landmark points corre-
sponding to each hand were first acquired from each video frame using the MediaPipe
Holistic solution. However, in some cases, such as when the hand covers the other hand
or when the movement is fast, the landmark points of the hand may not be detected. For
this reason, the linear interpolation method was applied to complete the missing landmark
data. For example, for n missing data points between x0 and x1, the value of the i-th data
point is obtained using Equation (1):

xi = x0 + i
(x1 − x0)

(n + 1)
, (1)

In this equation, xi represents the estimated value of the i-th missing data point. The
variable i is an index indicating the position of the currently estimated missing data point
relative to the starting point x0, with i = 1 being the first missing point immediately after x0
and i = n being the last one just before x1.

These landmark points were then used to depict the image of each finger in a separate
channel. These images show the positions, movements, and interrelations of the fingers
in detail. This detailed visualization made it easier to examine finger movements and
positions, bringing out the necessary fine details for accurate SLR. An illustration of the
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acquisition of FINGER images from an image containing a hand is shown in Figure 2. In
this figure, the pose landmark points obtained with MediaPipe Holistic are first shown
representatively. Subsequently, visuals illustrating a detailed rendering of each finger in
white on a black background, using these pose landmark points, are provided.
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Following the creation of the frames containing the finger pose images, the regions
containing the images of the fingers were then cropped and merged. These MERGED-
FINGER images provided a closer and more detailed analysis of the FINGER, facilitating a
clearer resolution of finger movements with complex and subtle details in sign language.
A visualization of the generation of FINGER and MERGED-FINGER images from a sign
language video frame is shown in Figure 3.

Electronics 2024, 13, x FOR PEER REVIEW 8 of 28 
 

 

 
Figure 3. Generation of FINGER and MERGED-FINGER data from a sign language video frame 
(frame is from a video from the BosphorusSign22k dataset). 

Our strategy of depicting finger pose images in separate channels enabled us to track 
the movement and position of each finger independently, even in situations where fingers 
were very close to or overlapped with each other. At the end of this process, the obtained 
FINGER images and MERGED-FINGER images were resized to 112 × 112 and 56 × 112, 
respectively, to train our MultiChannel-MobileNetV2 models. 

A robust SLR system requires the combined evaluation of manual and non-manual 
features. For this reason, in addition to the finger pose data, full-body pose and face pose 
images were generated. Hand pose images were also created to examine the effect of rep-
resenting each finger pose data point in a separate channel. These data were then resized 
to 112 × 112. These data, generated from an example frame, are shown in Figure 4. 

Figure 3. Generation of FINGER and MERGED-FINGER data from a sign language video frame
(frame is from a video from the BosphorusSign22k dataset).



Electronics 2024, 13, 1591 8 of 28

Our strategy of depicting finger pose images in separate channels enabled us to track
the movement and position of each finger independently, even in situations where fingers
were very close to or overlapped with each other. At the end of this process, the obtained
FINGER images and MERGED-FINGER images were resized to 112 × 112 and 56 × 112,
respectively, to train our MultiChannel-MobileNetV2 models.

A robust SLR system requires the combined evaluation of manual and non-manual
features. For this reason, in addition to the finger pose data, full-body pose and face
pose images were generated. Hand pose images were also created to examine the effect
of representing each finger pose data point in a separate channel. These data were then
resized to 112 × 112. These data, generated from an example frame, are shown in Figure 4.
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3.3. Obtaining Temporal Information with Frame Difference Method

The frame difference method is a widely used motion detection method in video
analysis [60–62]. This method was used in our study to extract temporal information from
videos obtained from pose data. This method is ideal for studying motion-oriented com-
munication forms because it effectively visualizes the intensity and temporal distribution
of motion [61].

In applying the frame difference method, the absolute value of the pixel difference
between consecutive frames is first calculated. The formulation is shown in Equation (2):

Dt(x, y) = |Ft(x, y)− Ft−1(x, y)|, (2)

where Ft(x, y) represents the pixel value of the video stream at the (x, y) coordinate at time
t, and Ft−1(x, y) is the pixel value at the (x, y) coordinate at the previous time t − 1. The
resultant Dt(x, y) represents the frame difference at time t, which is considered an indicator
of motion. The motion map is then obtained by summing the frame differences across the
entire video. As an extra here, instead of summing the frame differences over the whole
video, we divide the video into three equal parts and obtain separate motion maps for
each part so that the motion map we obtain for each part represents a channel of the image
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we will create. For each part, the motion map Tk(x, y) (where k is the channel number) is
calculated as the sum of all frame differences in that segment (Equation (3)):

Tk(x, y) = ∑end
t=start Dt(x, y), (3)

where start and end are the start and end frame numbers for each channel. The motion
map of each channel, Tk(x, y), is then normalized and scaled from 0 to 255. This process
makes the data suitable for visual analysis. Normalization is performed using Equation (4):

Tnorm,k(x, y) = 255 × Tk(x, y)− min (Tk)

max(Tk)− min (Tk)
, (4)

This method was applied for each channel in the FINGER data, and frame difference-
FINGER (FD-FINGER) data of size 5 × 112 × 112 × 3 were obtained from a single FINGER
data point. Similarly, the frame difference method was applied to the BODY and FACE data
to generate 112 × 112 × 3-sized frame difference-BODY (FD-BODY) and frame difference-
FACE (FD-FACE) datasets. These datasets, FD-FINGER, FD-BODY, and FD-FACE, encom-
pass the extracted temporal dynamics from finger, body, and face movements, respectively,
providing a comprehensive understanding of sign language gestures over time. A visual-
ization of how FD-BODY data are derived from BODY data is presented in Figure 5. This
illustration demonstrates that a video sample containing N frames is segmented into three
equal parts. The frame difference method is then individually applied to each segment.
Subsequently, the outcomes of these segments are amalgamated to create a composite RGB
visual representation.
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This representation of temporal information is crucial for training our SLR model, as it
allows for understanding the dynamics of gestures over time, not just their static snapshots.
Figure 6 showcases examples of the data obtained through this method, displaying FINGER,
BODY, and FACE data at the top, with their corresponding frame difference versions,
FD-FINGER, FD-BODY, and FD-FACE, illustrated at the bottom.
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3.4. MultiChannel-MobileNetV2

Our study proposes MultiChannel-MobileNetV2, an innovative multichannel adap-
tation of the MobileNetV2 architecture, which holds significant importance in the field
of deep learning. MobileNetV2, developed by Sandler et al. [63], offers a lightweight
and high-performance structure suitable for mobile and embedded systems, featuring
characteristics such as depthwise-separable convolutions, inverted residual structures,
and linear bottlenecks. The MultiChannel-MobileNetV2 is built upon this foundational
MobileNetV2 architecture, combining five separate pre-trained MobileNetV2 networks
to process different data channels individually. The use of pre-trained models accelerates
the training process of our model and enhances its capability to recognize features trained
on extensive datasets. The proposed MultiChannel-MobileNetV2 architecture, its compo-
nent MobileNetV2 architecture, and the Inverted Residual Block structure, which is also a
component of it, are shown in Figure 7.
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This multichannel approach allows for separate and detailed analysis of data in each
channel. Each sub-model is configured to process a different channel through customiza-
tions made at the initial layer of the model. This configuration, involving the alteration of
the input dimension of the first convolutional layer, enables each model to accept 32-channel
inputs for FINGER and MERGED-FINGER data and 3-channel inputs for FD-FINGER data,
thus facilitating the processing of different types of data. From the flattening layer before
the Fully Connected layer of MobileNetV2, 1280 features are obtained. In our model, the
outputs from the flattening layers of these five sub-networks are combined to form a single
output vector (5 × 1280 = 6400). This concatenated vector is then processed by a Fully Con-
nected layer to produce the final output of the model; this output is dimensioned according
to the specified number of classes and can be used for a specific classification task.

In our study, MobileNetV2 models were also trained using BODY, FD-BODY, FACE,
FD-FACE, and HANDS data. For the models that utilized BODY, FACE, and HANDS
data, the convolution process in the first layer was modified to have an input size of 32, as
these data were utilized by randomly selecting 32 frames during training. No additional
modifications were made to the models for FD-BODY and FD-FACE data. Moreover, the
output layers of all the deep learning models used in the study were restructured according
to the number of classes in the datasets employed for training.

3.5. Min–Max Normalization, Dimension Reduction with PCA

Each MultiChannel-MobileNetV2 model, when trained on FINGER, MERGED-FINGER,
and FD-FINGER data, produces a feature vector comprising 6400 elements. When com-
bining these features for classification, the total feature size triples due to the combination
of data from all three sources. This large feature set not only increases the computational
burden in the classification and analysis processes but can also have a negative impact
on the training and generalization ability of the model, often referred to as the curse of
dimensionality [64]. The use of PCA is an ideal method to overcome these challenges and
meaningfully reduce the size of the dataset while retaining its key features [65]. Princi-
pal Component Analysis (PCA) functions as an effective tool in statistical methodology,
specially designed to handle the intricacies of data with high dimensions. The technique
operates by converting existing features into a distinct group of variables known as princi-
pal components. These components are unique in their orthogonality and their capacity
to capture the greatest degree of variance in the data. Typically, the foremost principal
components are the most informative, encapsulating the bulk of vital information. This
enables a significant reduction in the data’s dimensionality, all while effectively preserving
their most critical attributes [66].

Before using the PCA method, we applied min–max normalization to the feature
datasets. This normalization process is a method that scales each feature in the dataset
within a certain range. Usually, this range is [0, 1]. The formula for min–max normalization
is expressed in Equation (5).

Xnorm =
X − Xmin

Xmax − Xmin
, (5)

In this equation, Xnorm is the post-normalization value, X is the original value, and
Xmin and Xmax represent the minimum and maximum values of the feature, respectively.
This process ensures that all features are on the same scale, contributing to a more effective
application of PCA.

In the application of PCA, the covariance matrix of the dataset is first calculated. The
covariance matrix expresses the variances and correlations between data features. First, the
centered data matrix Xcentered is created by subtracting the mean value from each feature
of the data matrix. Then, the covariance matrix of this centered data matrix is calculated
(Equation (6)):

Σ =
1

n − 1
XT

centeredXcentered, (6)
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In this formula, n represents the number of observations and Σ is the covariance matrix.
The eigenvalues and eigenvectors of the covariance matrix indicate in which directions the
dataset contains the most variance. The eigenvalues and eigenvectors are found by solving
the following eigenvalue problem for the covariance matrix (Equation (7)):

Σv = λv, (7)

In solving this equation, v is an eigenvector and λ is the eigenvalue corresponding to
this eigenvector. Eigenvectors with large eigenvalues represent the highest variance in the
dataset and are selected as principal components. These two steps form the basis of PCA
and provide the ability to retain important information while effectively reducing the size
of the dataset. The ranking and selection of the eigenvectors allow the identification of the
components that best represent the unique structure of the dataset. In our experimental
studies, we compared the accuracy rates obtained by applying PCA with different numbers
of principal components. Thus, the optimal number of principal components to maximize
the model performance was determined.

After the feature dimension reduction using PCA, the reduced feature sets are fused
to form a unified feature vector for each data sample. This comprehensive feature vector
encapsulates the essential characteristics of sign language gestures, capturing both spatial
and temporal dynamics effectively. The unified feature vector is then used as input for the
SVM for the final classification step.

3.6. Support Vector Machine (SVM)

In this study, Support Vector Machine (SVM) is used for feature classification. SVM
is a supervised learning algorithm that determines the optimal hyperplane that separates
classes in the feature space [67]. The basic principle of SVM is to find the hyperplane that
separates data points into different classes and has the widest margin between these classes.
The basic formula for the hyperplane is given in Equation (8):

w·x + b = 0, (8)

In these equations, w is the normal vector of the hyperplane, x is the feature vectors,
and b is the bias.

During training, SVM uses a kernel function that can move the data into a higher-
dimensional vector space for cases where the feature set is not linearly separable. In our
study, the Radial Basis Function (RBF) kernel is particularly preferred. The RBF kernel is
a function that smooths the Euclidean distance between two points of the feature vectors
with an exponential function [68], expressed as in Equation (9):

K(xi, xj) = e−γ∥xi−xj∥2
, (9)

In this formula, xi and xj are the feature vectors of the two data points and γ is the
parameter that determines the degree of propagation of the kernel. The RBF kernel is char-
acterized by its ability to handle non-linear relationships between class labels and features.

4. Experimental Studies

This study was carried out on a system with an Intel Core i5-8400 processor, 16 GB RAM,
and 12 GB GeForce GTX 1080 Ti GPU, mainly using PyTorch, PyTorch-Lightning, and scikit-
learn libraries. The experimental studies were carried out using the BosphorusSign22k-general
dataset [44,45], and then the final proposed method was evaluated with the other three
datasets. The parameters set for the deep learning models trained in the study are given
in Table 2.
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Table 2. Parameters used in training deep learning models.

Parameter Value

Learning rate 0.001 (reduced by a factor of 0.1 every 15 epochs)
Optimization algorithm Stochastic Gradient Descent

Momentum 0.9
Mini-batch size 8

Number of epochs 35
Data augmentation technique Random rotation between −10 and +10 degrees
Frame selection for video data Random selection of 32 frames

Table 2 details the key parameters used in our model’s training, selected to optimize
performance for our SLR study. The initial learning rate is set at 0.001, reducing by a
factor of 0.1 every 15 epochs to allow for precise adjustments during training. We employ
Stochastic Gradient Descent (SGD) as our optimization algorithm, facilitating efficient and
effective training with a momentum set at 0.9 to minimize fluctuations and achieve faster
convergence. A mini-batch size of 8 is chosen, optimizing memory usage and improving
generalization, and the model is trained over 35 epochs to ensure thorough learning and
performance saturation. Data augmentation with random rotation (between −10 and
+10 degrees) strengthens the model’s adaptation to different orientations. Lastly, selecting
32 random frames from video data increases training diversity by incorporating information
from different timestamps.

4.1. Performance Evaluation Metrics

In this study, we utilize a range of essential metrics to evaluate our developed model’s
effectiveness. Below is an outline of these key metrics:

True Positives (TPs): Instances in which the model accurately identifies an example as
belonging to a specific category.

False Positives (FPs): Occurrences where the model wrongly labels an example as part
of a category it is not.

False Negatives (FNs): Cases where the model fails to recognize actual examples of a
category, incorrectly labeling them as not belonging.

True Negatives (TNs): Instances where the model rightly concludes that an example is
not part of a certain category.

To assess the model’s overall effectiveness, we compute its accuracy, reflecting the
proportion of correct predictions against the total number of predictions. Additionally,
we examine precision and recall to gain insights into the model’s classification abilities.
Precision measures the fraction of correctly identified positive instances among all instances
classified as positive for a category. Recall assesses the model’s ability to correctly identify
true positive instances. We also employ the F1-Score, the harmonic mean of precision
and recall, providing a balance between these metrics. The formulas for these metrics are
as follows:

Accuracy =
Total Correct Predictions

Total Predictions
, (10)

Precision =
TP

TP + FP
, (11)

Recall =
TP

TP + FN
, (12)

F1 − Score =
Precision × Recall
Precision + Recall

(13)

4.2. Classification Results of MultiChannel-MobileNetV2 Models

In the initial phase of this study, MultiChannel-MobileNetV2 models were trained
using the obtained FINGER, MERGED-FINGER, and FD-FINGER data. Additionally, a
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conventional MobileNetV2 model was trained using HANDS data to evaluate the advan-
tages of visualizing finger data in separate channels. The training and testing accuracy
graphs of these models are presented in Figure 8. The performance metrics of the models’
test analyses are listed in Table 3.
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Table 3. Performance metrics of MultiChannel-MobileNetV2 and MobileNetV2 models trained on
finger and hand data types (for BosphorusSign22k-general dataset).

Model Data Precision Recall F1-Score Accuracy

MultiChannel-MobileNetV2 FINGER 93.94 94.49 93.40 94.52
MultiChannel-MobileNetV2 MERGED-FINGER 90.00 91.49 89.14 90.83
MultiChannel-MobileNetV2 FD-FINGER 90.26 91.67 89.73 90.83

MobileNetV2 HANDS 89.70 91.18 88.90 90.41

The MultiChannel-MobileNetV2 model has demonstrated remarkable success when
trained with FINGER data. This model exhibited a precision of 93.94% and a recall of
94.49%, not only indicating accurate classifications but also showcasing a low number of
missed true positives. This balance, when combined with an F1-Score of 93.40%, signifies
the model’s consistency and reliability. Moreover, an accuracy rate of 94.52% highlights the
model’s overall correctness, underscoring the critical importance of detailed examination
of finger movements in SLR.

The model trained with MERGED-FINGER data, obtained by cropping regions con-
taining fingers in FINGER data, achieved slightly lower values with 90.00% precision,
91.49% recall, 89.14% F1-Score, and 90.83% accuracy compared to the FINGER data. This
can be attributed to the loss of complete positional information of fingers within the full
image in MERGED-FINGER. However, a high accuracy rate of 90.83% indicates that this
approach offers a valuable perspective for SLR, suggesting that a closer examination of
fingers still provides significant information despite some loss of details.

The model trained with FD-FINGER data, which captures temporal changes in move-
ment from FINGER data using the frame difference method, demonstrated robust values
with 90.26% precision, 91.67% recall, 89.73% F1-Score, and 90.83% accuracy, successfully
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capturing the dynamics of motion. Together with these results, the FD-FINGER data
demonstrate the critical role of temporal information in SLR by effectively capturing the
dynamics of finger gestures.

Lastly, the traditional MobileNetV2 model trained with HANDS data showed a slightly
lower performance with an accuracy of 90.41% compared to other models. This outcome
indicates that a detailed analysis of fingers provides more information and is more effective
in SLR compared to general hand pose imagery.

Figure 9 illustrates a common challenge faced in SLR by visualizing situations where
fingers overlap. This overlapping of fingers can make it difficult to recognize signs, espe-
cially when fingers cover each other accurately. This issue is also relevant for HANDS data
derived through pose information, where finger overlap can obstruct a clear view. How-
ever, our FINGER data, achieved by visualizing each finger position in separate channels,
present an effective solution to this overlapping issue. Additionally, the MERGED-FINGER
data not only provide a closer examination of finger imagery but also distinctly separate
the fingers of both hands, enabling a detailed analysis. These visual insights and the
results from the corresponding data underscore the effectiveness of our proposed method
in tackling challenges like finger overlap in SLR. The detailed analysis facilitated by the
MultiChannel-MobileNetV2 model, which processes each finger in separate channels,
significantly improves the accuracy and efficiency of SLR systems.
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4.3. Fusion and Classification of Finger-Based Features

In this section, we aim to investigate the fusion of features obtained through trained
MultiChannel-MobileNetV2 models and the impact of this combination on the overall accu-
racy of the model. Each MultiChannel-MobileNetV2 model produces a 6400-dimensional
feature vector for each data point through its flattening layer. These vectors offer a rich
representation reflecting the complex structure of the data. When we combine the fea-
ture vectors obtained from the FINGER, MERGED-FINGER, and FD-FINGER datasets,
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a total feature vector of 19,200 dimensions per data point is obtained. However, this
high dimensionality can pose challenges, particularly in terms of computational load and
data management.

To address this issue, we plan to reduce the dimensionality of the feature vectors
using the PCA method. PCA helps eliminate features that are redundant or contain little
information while preserving the most significant aspects of the data. This characteristic
of PCA not only shortens the training duration of the model but also enhances its overall
performance and interpretability. For this purpose, we apply min–max normalization
followed by PCA to the feature sets obtained from each model. The reduced feature sets
post-PCA corresponding to each model are then combined and classified using the SVM
classifier. Additionally, we repeat this application with different numbers of principal com-
ponents in PCA to determine the optimal number of components. We also perform a similar
classification process without applying PCA to observe its impact more distinctly. The
results of the experimental study conducted with different principal component numbers
in PCA are illustrated in the graph in Figure 10.
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Figure 10. Accuracy values of the proposed method for FINGER-FEATURES for different numbers of
principal components (for BosphorusSign22k-general dataset).

According to the data in the graph, the accuracy rate starting with four principal
components (79.14%) significantly increased as the number of principal components rose.
Notably, when using 16, 24, and 32 principal components, there were marked increases in
accuracy rates (94.63%, 95.26%, and 95.36%, respectively). This indicates that PCA, while
preserving the fundamental features of the dataset, filters out unnecessary information,
thereby focusing on the model. A key observation is that the highest accuracy rate was
achieved with 64 principal components (96.21%). However, beyond this point, despite an
increase in the number of principal components, a decrease in accuracy rates was observed.
For instance, the rates obtained with 72, 96, and 128 principal components were 96.00%,
95.89%, and 95.89%, respectively. This suggests that beyond a certain point, additional
components do not contribute to, or may even detract from, the overall performance of
the model. Another conclusion drawn from this analysis is that the performance achieved
without using PCA (an accuracy rate of 95.99%) was lower than some results obtained with
PCA. This demonstrates that using the entire feature set does not automatically increase
accuracy. However, it is evident that when the correct number of principal components
is selected, PCA can optimize the performance of the model and achieve higher accuracy
rates. In our experiments, this optimal number of principal components was identified as
64, which will be utilized in future experimental studies.
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FINGER, MERGED-FINGER, and FD-FINGER data reflect finger movements from
different perspectives, and understanding the impact of each on the model’s outcomes is
crucial for enhancing the precision and efficiency of SLR systems. Following the achieve-
ment of 96.21% accuracy using the PCA method with 64 principal components, a fusion
process of all possible combinations of feature sets was conducted to determine which sets
most significantly improved model performance and which were less effective. The results
of this analysis are presented in Table 4.

Table 4. Fusion of the finger features in different combinations and classifications (for
BosphorusSign22k-general dataset).

FINGER MERGED-
FINGER

FD-
FINGER Precision Recall F1-Score Accuracy

✓ ✓ 94.94 96.20 94.59 95.57
✓ ✓ 93.78 94.78 93.35 94.31

✓ ✓ 94.98 95.89 94.67 95.57
✓ ✓ ✓ 95.63 96.66 95.29 96.21

Note: ✓denotes data type included.

The results presented in Table 4 detail the impact of different feature combinations
on the performance of SLR systems. Notably, the highest performance is achieved when
all features are combined, with an accuracy of 96.21%. This underscores that integrating
different features significantly enhances the model’s precision and effectiveness. When
examining the performance of individual feature sets, it is observed that the standalone use
of the FINGER data yields the highest performance, with an accuracy of 94.52%. However,
these individual performances are lower than the accuracy rates achieved when features are
combined. For instance, the accuracy rate obtained by combining FINGER and MERGED-
FINGER data (95.57%) is higher than when each data type is used independently. This
illustrates how combining each type of data enhances the overall performance of the model,
surpassing the information provided by each dataset individually.

4.4. Classification Performance of BODY and FACE Features

A robust SLR system should encompass a detailed analysis of not only the fingers but
also all components that constitute the sign. Therefore, in the continuation of our study, we
integrate body and face features into the system developed with finger features. To achieve
this, we first use the BODY data, which are full-body pose images, and the FACE data,
which are face pose images, obtained during the data preprocessing stage. In addition to
these, we also incorporate FD-BODY and FD-FACE data, obtained by applying the frame
difference method, into the system. All these datasets have been used in training separate
MobileNetV2 models for each. The training and testing accuracy graphs obtained as a
result of this training are presented in Figure 11, and the performance metric results are
shown in Table 5.

Table 5. Performance metrics of MobileNetV2 models trained on body and face data types (for
BosphorusSign22k-general dataset).

Model Data Precision Recall F1-Score Accuracy

MobileNetV2 BODY 79.69 82.81 78.44 80.08
MobileNetV2 FD-BODY 84.40 86.33 83.23 85.14
MobileNetV2 FACE 16.32 16.91 13.04 15.70
MobileNetV2 FD-FACE 15.11 15.82 12.49 15.48
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Table 5 displays the performance of the MobileNetV2 model on BODY, FD-BODY,
FACE, and FD-FACE data. According to the results, the BODY dataset was recognized by
the model with an accuracy rate of 80.08%. The FD-BODY dataset, after the application
of the frame difference method, exhibited a higher performance with an accuracy rate of
85.14%. These outcomes indicate that features related to the body are important components
in SLR and that the models can effectively process these data. Additionally, the FD-BODY
data obtained through the frame difference method demonstrate an enhanced ability to
capture the dynamics and changes in movement, thereby improving recognition capabilities.
On the other hand, the performance of the FACE and FD-FACE datasets remained quite
low (accuracy rates of 15.70% and 15.48%, respectively). However, these low scores suggest
that facial features serve more as complementary elements to the meaning of the sign rather
than representing the sign independently. When combined with other features, they are
expected to enhance the overall accuracy.

4.5. Fusion and Classification of All Features

At this stage of the study, features derived from BODY and FD-BODY data, as well as
FACE and FD-FACE data, from the trained models were reduced using the PCA method
(n_components = 64). These reduced features were then classified using SVM. Subsequently,
all features related to fingers, body, and face were combined in all possible combinations and
reclassified. At this stage, we label the combined data processed with PCA from the models
as follows: FINGER-FEATURES (from FINGER, MERGED-FINGER, and FD-FINGER data),
BODY-FEATURES (from BODY and FD-BODY data), and FACE-FEATURES (from FACE
and FD-FACE data). The performance results obtained from classifying these different
combinations using SVM are presented in Table 6.

According to the results in Table 6, the combination of BODY and FD-BODY features
to create BODY-FEATURES (87.88% accuracy) and the combination of FACE and FD-FACE
features to create FACE-FEATURES (17.07% accuracy) are noteworthy. The results ob-
tained from both BODY-FEATURES and FACE-FEATURES demonstrate that combining
spatial features with temporal features represented through the frame difference method
enhances accuracy.
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Table 6. Fusion of all features in different combinations and classifications (for BosphorusSign22k-
general dataset).

FINGER-
FEATURES

BODY-
FEATURES

FACE-
FEATURES Precision Recall F1-

Score Accuracy

✓ 95.63 96.66 95.29 96.21
✓ 87.38 90.66 87.03 87.88

✓ 16.73 20.34 14.78 17.07
✓ ✓ 95.80 96.77 95.54 96.31
✓ ✓ 96.21 96.97 95.92 96.73

✓ ✓ 87.82 90.60 87.32 88.51
✓ ✓ ✓ 96.65 97.29 96.45 97.15

Note: ✓denotes data type included.

The standalone use of the FINGER-FEATURES set exhibits a notably high performance,
with an accuracy of 96.21%. However, it has been observed that the combination of FINGER-
FEATURES and FACE-FEATURES achieves a higher accuracy rate (96.73%) compared to the
combination of FINGER-FEATURES and BODY-FEATURES. This suggests that, although
facial expressions alone may be insufficient for representing signs, they have the ability to
convey emotional tones and subtle nuances in sign language. Integrating these features
enhances the sensitivity and detailed understanding of SLR systems.

The highest recognition accuracy of 97.15% was achieved by combining all feature sets
(FINGER-FEATURES, BODY-FEATURES, and FACE-FEATURES). This result proves how
essential the integration of different features is for implementing a robust SLR system.

4.6. Time and Cost Analysis of the Proposed Method

In this section, time and cost analyses of the proposed SLR methods (FINGER-
FEATURES and ALL-FEATURES) have been conducted. The analyses were carried out
using the BosphorusSign22k-general test dataset. This test set encompasses a total of
949 videos, with the total duration of the videos being 2623 s and the number of frames
being 78,684. This indicates that the average duration of a video is approximately 2.76 s,
and the average number of frames per video is 82.

The Real-Time Factor (RTF), a critical criterion for evaluating real-time performance,
has been used. RTF is calculated by dividing the total processing time by the actual duration
of the sign language video. A lower RTF indicates a system capable of processing videos
required for uninterrupted communication in real time or faster. Upon analyzing the test
dataset, it is determined that the FINGER-FEATURES and ALL-FEATURES approaches
have average RTF values of 2.19 and 2.47, respectively. These values, especially for the ALL-
FEATURES approach, indicate that the data processing time is approximately 2.47 times
greater than the data duration; this suggests that the method may require optimization for
real-time processes. The RTF value of the FINGER-FEATURES approach is lower than that
of ALL-FEATURES, indicating that it is slightly more advantageous in terms of real-time
performance. However, considering the requirements for real-time operation, ideally, the
RTF value should be close to 1 or lower. In this context, it is clear that both approaches
need improvements in their real-time performances.

In the next phase of our research, to identify potential areas for improvement, a
comprehensive temporal analysis was conducted for each of the SLR processes (pose
extraction, pose visualization, and classification). This analysis was carried out across our
entire test dataset, and the results were averaged. Thus, the results can be considered to
have been obtained from a video of an average length of 2.76 s (the average duration per
video). Additionally, a maximum memory cost analysis was also conducted using a sample
equal to the average number of frames in our test set, which was 82 frames. Table 7 presents
the detailed results of this analysis.
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Table 7. Time and cost analysis results of the proposed methods.

Method
Pose

Extraction
(ms)

Pose
Visualization (ms)

Classification
Process

(ms)

All
Processes (ms)

Maximum
Memory Usage

(MB)

FINGER-
FEATURES 4228 1744 63 (GPU)/

274 (CPU)
6035 (GPU)/6246

(CPU) 1958

ALL-FEATURES 4237 2482 91 (GPU)/
499 (CPU)

6810 (GPU)/7218
(CPU) 2334

The detailed temporal analysis demonstrates that the feature extraction performance
during the classification process of the proposed MultiChannel-MobileNetV2 model, used
for finger-based features, is quite reasonable. Particularly, executing this phase on the
GPU significantly reduces the duration of classification operations. This underlines the
efficiency and practical applicability of our proposed model. However, the pose extraction
and visualization stages account for a significant portion of the total processing time, and
the costs associated with these stages play a pivotal role in the overall efficiency of the
methods. This situation highlights the need for improvements and identifies opportunities
for optimization that could potentially enhance performance.

The ALL-FEATURES approach, compared to FINGER-FEATURES, offers a broader
set of information that includes data on fingers as well as bodies and faces. Thanks to this
additional information, recognition accuracy significantly increases; however, this situation
leads to an increase in processing time and memory usage. Nonetheless, the accuracy
improvement achieved through the provided comprehensive information set justifies the
higher resource utilization of this method.

The obtained maximum memory usage values can be considered reasonable for high-
performance computers. However, in environments with limited memory capacity, such
as mobile devices, managing these amounts can pose a challenge and necessitate the
development of more effective memory management strategies.

These analyses have thoroughly evaluated the performance of the proposed SLR
methods in terms of time and cost. The results indicate that both methods have their
own advantages; however, they also reveal the need for careful optimization for real-time
applications and environments with limited resources, thereby laying a solid foundation
for future work.

4.7. Comparison with Other Studies

In this section, we go beyond the initial experimental work on the 174-class BosphorusSign22k-
general dataset [44,45] and examine the performance of our proposed method on larger
and more diverse datasets. In this context, the 744-class BosphorusSign22k [44,45], 64-class
LSA64 [38], and 310-class GSL datasets [48] are used to evaluate the generalizability and
cross-linguistic compatibility of our method.

Our comparisons with other studies focus on two main methods: the first one is based
on the FINGER-FEATURES set, which is derived from finger data (FINGER, MERGED-
FINGER and FD-FINGER); the second one is based on the ALL-FEATURES set, which
integrates features derived from body (BODY, FD-BODY) and face (FACE, FD-FACE) data
in addition to FINGER-FEATURES. The performance comparison of these two approaches
with the existing literature is detailed in Tables 8–11.
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Table 8. Comparison with results in the literature (BosphorusSign22k-general dataset).

References Method Input Data Focus
Areas Acc. (%)

Kindiroglu et al. (2019) [25] CNN TAF Full 81.58

Gündüz and Polat, (2021) [58] Inception 3D,
LSTM-RNN

RGB, pose,
optical flow Body, hand, face 89.35

Proposed method
(FINGER-FEATURES)

MultiChannel-
MobileNetV2 Pose Finger 96.21

Proposed method
(ALL-FEATURES)

MultiChannel-
MobileNetV2,
MobileNetV2

Pose Finger,
body, face 97.15

Table 8 compares the results of the studies performed on the BosphorusSign22k-general
dataset. The method proposed by Gündüz and Polat (2021) [58], based on Inception 3D and
LSTM-RNN models integrating body, hand, face, optical flow, and pose data, achieved an
accuracy of 89.35% using these complex and multifaceted data. This method demonstrated
the potential of integrating various models and data types in the field of SLR. In contrast,
our proposed FINGER-FEATURES approach emphasizes the critical role of finger gestures
in sign language understanding and achieves an accuracy of 96.21% by focusing only on
these features. This result is a strong indication that in-depth analysis of finger features
can significantly improve the accuracy of SLR. In particular, our proposed MultiChannel-
MobileNetV2 model processes FINGER, MERGED-FINGER, and FD-FINGER features in
separate channels, enabling detailed evaluation of each finger feature and thus achieving an
accuracy rate that exceeds the performance of previous works in the literature. In addition,
compared to the Inception 3D and LSTM-RNN models, which have the capacity to capture
spatial and temporal information, the integration of features obtained by using a relatively
simpler model such as MobileNetV2 on pose data (e.g., BODY) and features produced by
the frame difference method applied to these data (e.g., FD-BODY) yielded a remarkable
accuracy rate of 87.88%, indicating that the frame difference method is highly effective in
detecting temporal features. The 97.15% accuracy rate achieved with our ALL-FEATURES
approach using all features makes a significant contribution by further improving the
accuracy of SLR recognition.

Table 9. Comparison with results in the literature (BosphorusSign22k dataset).

References Method Input Data Focus
Areas Acc. (%)

Özdemir et al., 2020 [44] MC3-18 RGB Full 78.85
Özdemir et al., 2020 [44] IDT RGB Full 88.53

Gökçe et al., 2020 [57] MC3-18, score-level fusion RGB Body, hand, face 94.94
Sincan and Keles, 2021 [46] ResNet-50, I3D RGB, MHI Full 94.83

Kındıroglu et al., 2023 [69]

Aligned temporal
accumulative features,
temporal transformer

networks, MC3-18

RGB, pose Full 94.90

Özdemir et al., 2023 [70] ST-GCN, MC-LSTM RGB, pose Body, hand, face 92.58
Proposed method

(FINGER-FEATURES)
MultiChannel-
MobileNetV2 Pose Finger 92.79

Proposed method
(ALL-FEATURES)

MultiChannel-
MobileNetV2,
MobileNetV2

Pose Finger,
body, face 95.13

Table 9 shows the studies using the 744-class BosphorusSign22k dataset. Among
the past highest performances, Gökçe et al. (2020) [57] and Kındıroglu et al. (2023) [69]
utilized the MC3-18 model, a powerful model capable of processing spatial and temporal
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information, while Sincan and Keles (2021) [46] benefited from the I3D model. In our
proposed method, the relatively simpler MobileNetV2 and MultiChannel-MobileNetV2
models are used, and temporal information is obtained from video data using the frame
difference method. The highest recognition accuracy of 94.94% obtained by Gökçe et al.
(2020) [57] with the method including body, hand, and face components was exceeded with
a value of 95.13% in our method including body, face, and finger data. In addition, the
approach we developed based only on finger features achieved a competitive value with a
recognition accuracy of 92.79%, surpassing many studies.

Table 10. Comparison with results in the literature (LSA64 dataset).

References Method Input Data Focus
Areas Acc. (%)

Ex-1

Ronchetti et al. (2016) [71] BoW + SubCls RGB Hand 97.00
Konstantinidis et al. (2018b) [72] LSTM Pose Body, hands 98.09

Konstantinidis et al. (2018a) [73] VGG-16, LSTM RGB, pose, optical
flow Body, hand, face 99.84

Zhang and Li (2019) [74] MEMP network RGB Full 99.063

Imran and Raman (2020) [75]
CNN, kernel-based

extreme learning
machine

MHI, dynamic
image, RGBMI Full 97.81

Marais et al. (2022) [76] Pruned VGG RGB Full 95.50
Bohacek and Hruz (2022) [77] Transformer Pose Body, hand 100

Alyami et al. (2023) [78] Transformer Pose Hand, face 98.25
Proposed method

(FINGER-FEATURES)
MultiChannel-
MobileNetV2 Pose Finger 99.09

Proposed method
(ALL-FEATURES)

MultiChannel-
MobileNetV2,
MobileNetV2

Pose Finger,
body, face 99.78

Ex-2

Marais et al. (2022) [79] InceptionV3-GRU RGB Full 74.22
Proposed method

(FINGER-FEATURES)
MultiChannel-
MobileNetV2 Pose Finger 95.93

Proposed method
(ALL-FEATURES)

MultiChannel-
MobileNetV2,
MobileNetV2

Pose Finger,
body, face 97.96

Ex-3

Ronchetti et al. (2016) [71] BoW + SubCls RGB Hand 91.70
Rodríguez and Martínez (2018)

[80]
Cumulative SD-VLAD

with SVM RGB Full 85.00

Alyami et al. (2023) [78] Transformer Pose Hand, face 91.09
Proposed method

(FINGER-FEATURES)
MultiChannel-
MobileNetV2 Pose Finger 97.59

Proposed method
(ALL-FEATURES)

MultiChannel-
MobileNetV2,
MobileNetV2

Pose Finger,
body, face 98.93

Table 10 presents the studies conducted on the LSA64 dataset containing 64 sign
classes. In this evaluation, the results for different training and test partitions of the LSA64
dataset are analyzed. In experiment 1, the dataset was randomly split into 80% training and
20% testing, and a 5-fold cross-validation method was applied to this configuration. This
allowed for a more reliable assessment of the overall performance and robustness of our
model. The average accuracy of 99.78% obtained in experiment 1 is a competitive result,
very close to the most recent work in the literature. However, it is important to note that the
results from the experiment 1 set are completely randomized in terms of the distribution of
training and test data, and the randomness may vary across all the studies compared.
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Table 11. Comparison with results in the literature (GSL dataset).

References Method Input Data Focus
Areas Acc. (%)

Adaloglou et al. (2020) [48] GoogLeNet + TConvs RGB Full 86.03
Adaloglou et al. (2020) [48] 3D-ResNet + BLSTM RGB Full 86.23
Adaloglou et al. (2020) [48] I3D + BLSTM RGB Full 89.74

Selvaraj et al. (2021) [56] LSTM Pose Full 86.60
Selvaraj et al. (2021) [56] Transformer Pose Full 89.50
Selvaraj et al. (2021) [56] ST-GCN Pose Full 93.50
Selvaraj et al. (2021) [56] SL-GCN Pose Full 95.40

Fang et al. (2023) [81] Adversarial multi-task learning RGB, pose Full 91.49
Proposed method

(FINGER-FEATURES) MultiChannel-MobileNetV2 Pose Finger 94.05

Proposed method
(ALL-FEATURES)

MultiChannel-MobileNetV2,
MobileNetV2 Pose Finger,

body, face 95.37

Experiments 2 and 3 involve special training and test splits for signer-independent
evaluation in our work on the LSA64 dataset. In experiment 2, the fifth and tenth of the ten
signers in the dataset are specifically allocated as the test set. Experiment 3 represents an
approach where one of the ten signers is designated as the test set, and the remaining nine
are used as the training set. This process was repeated to evaluate the generalization ability
of the model against all signers, with each signer being allocated as a test set in turn. The
values in the table represent average accuracies. For both experiments, the results obtained
with our FINGER-FEATURES and ALL-FEATURES approaches outperformed all the work
in the literature. For experiment 2, accuracy rates of 95.93% and 97.96% were obtained with
FINGER-FEATURES and ALL-FEATURES, respectively. These results demonstrate the
superior performance and adaptability of our model. For experiment 3, 97.59% and 98.93%
accuracy rates were obtained with FINGER-FEATURES and ALL-FEATURES, respectively,
proving that the generalization capability of our model and its capacity to recognize sign
languages produced by different signers are quite high.

Finally, in order to verify the applicability of our proposed method to different sign
languages, we evaluated it on the GSL dataset, which contains 310 sign words. The results
of this evaluation are presented in Table 11. In the study by Adaloglou et al. (2020) [48],
methods such as GoogLeNet + TConvs [49] (86.03%), 3D-ResNet + BLSTM [50] (86.23%),
and I3D + BLSTM [82] (89.74%) that can evaluate both spatial and temporal information
were used on this dataset and achieved the mentioned accuracy rates. In contrast, our
proposed method achieved a remarkable recognition accuracy of 94.05%, with the model
based only on finger features. This result surpasses many studies in the literature and
shows how effective it is to process the data obtained by visualizing finger positions in
different channels with our MultiChannel-MobileNetV2 model. The recognition accuracy of
95.37% obtained with the ALL-FEATURES model closely approaches the highest reported
accuracy rate in the literature of 95.40%, found in the work by Selvaraj et al. (2021) [56],
and surpasses all other studies. This achievement demonstrates that our proposed system
can provide robust and reliable recognition performance in the field of SLR by effectively
utilizing both spatial and temporal information.

In summary, we evaluated our proposed method on various datasets with 64, 174,
310, and 744 sign classes. When examining the data from Tables 8–11, it is evident that
our methods provide superior and competitive results compared to existing methods in
the literature. Particularly, our multichannel approach using only finger-related features
(FINGER-FEATURES) has achieved notable performance. The integration of features
related to the face (FACE-FEATURES) and body (BODY-FEATURES) further enhanced this
performance. The high recognition rates obtained from all datasets demonstrate that our
proposed methodologies are reliable and robust across different datasets.
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5. Conclusions

In this study, a multi-stream approach to the SLR process has been developed. Fo-
cusing particularly on finger movements, we have developed three detailed feature sets,
FINGER, MERGED-FINGER, and FD-FINGER, where the data for each finger is visualized
in a separate channel. This approach has facilitated a better understanding of the intricate
details of sign language. Our developed MultiChannel-MobileNetV2 model has signifi-
cantly improved accuracy and precision in the SLR field by effectively processing these
multichannel features. Moreover, by expanding our methodology to include body and
facial data, we have emphasized the importance of recognizing non-manual expressions,
further enhancing the accuracy of the SLR process. This integrated approach, following the
dimensionality reduction of features via PCA and their fusion and classification through
SVM, presents an innovative SLR system that maximizes the comprehensiveness and
accuracy of the SLR process.

Our study has made significant advancements in the field of SLR, yet it has some limi-
tations. Firstly, we addressed the diversity of sign language by using datasets of different
class sizes and languages. However, the focus of these datasets on specific languages limits
the generalizability of our model across different sign languages. Considering the cultural
and geographical diversity of sign language, our model requires additional datasets en-
compassing a wider range of languages to achieve more comprehensive access. Moreover,
the chosen datasets might not be extensive enough to cover all gestures and expressions
of sign language, which could limit the universal applicability of our model. Therefore,
integrating datasets containing various languages and dialects in future studies is crucial
for the model to appeal to a broader and more diverse user group.

While our study meticulously describes finger-based features, it has not directly exam-
ined the potential effects of individual differences, such as hand sizes and finger lengths,
on the performance of our model. Sign language includes a rich array of gestures and
expressions that can be influenced by physical differences among individuals. Therefore,
future research should more thoroughly investigate the impact of various hand sizes and
finger lengths on the accuracy and general applicability of our model. This could enhance
the suitability of our model for a broader user base and strengthen the universality of
SLR systems.

Additionally, evaluations of our system’s real-time processing capability have shown
that the RTF values are far from the ideal, being close to or less than 1. This situation
underscores that our system has not yet reached the performance levels required for real-
time applications and highlights the need for optimization, especially on devices with
limited resources. Our future work will focus on improving the real-time performance
of our model and developing more efficient memory management strategies, thereby
expanding the applicability of SLR systems to a broader usage area.

In summary, although this study has taken innovative steps in the field of SLR tech-
nology and achieved significant successes, there are areas that future research needs to
focus on. Enhancing the generalizability of the model across different sign languages and
dialects, improving sensitivity to individual physical variations, and optimizing real-time
processing capabilities are at the forefront of these areas. Improvements in these direc-
tions will enable SLR systems to reach a broader user base and significantly expand the
communication possibilities of sign language users within society.
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