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Abstract: Neural Radiance Fields (NeRFs), as an innovative method employing neural networks
for the implicit representation of 3D scenes, have been able to synthesize images from arbitrary
viewpoints and successfully apply them to the visualization of objects and room-level scenes (<50 m2).
However, due to the capacity limitations of neural networks, the rendering of drone-captured scenes
(>10,000 m2) often appears blurry and lacks detail. Merely increasing the model’s capacity or the
number of sample points can significantly raise training costs. Existing space contraction methods,
designed for forward-facing trajectory or the 360◦ object-centric trajectory, are not suitable for the
unique trajectories of drone footage. Furthermore, anomalies and cloud fog artifacts, resulting from
complex lighting conditions and sparse data acquisition, can significantly degrade the quality of
rendering. To address these challenges, we propose a framework specifically designed for drone-
captured scenes. Within this framework, while using a feature grid and multi-layer perceptron (MLP)
to jointly represent 3D scenes, we introduce a Space Boundary Compression method and a Ground-
Optimized Sampling strategy to streamline spatial structure and enhance sampling performance.
Moreover, we propose an anti-aliasing neural rendering model based on Cluster Sampling and
Integrated Hash Encoding to optimize distant details and incorporate an L1 norm penalty for outliers,
as well as entropy regularization loss to reduce fluffy artifacts. To verify the effectiveness of the
algorithm, experiments were conducted on four drone-captured scenes. The results show that, with
only a single GPU and less than two hours of training time, photorealistic visualization can be
achieved, significantly improving upon the performance of the existing NeRF approaches.

Keywords: neural radiance fields; neural networks; implicit representation; drone-captured scene;
feature grids

1. Introduction

In recent years, neural network-driven implicit representation methods [1–5] have
demonstrated exceptional performance in applications such as high-precision 3D recon-
struction, thereby attracting extensive attention from researchers in the field of computer
graphics. This approach takes the coordinates of a spatial point as input to predict the
attributes of an object at that point. Compared to traditional explicit representation methods
(such as point clouds, voxels, and meshes), the neural network-based implicit representa-
tion allows for the fine sampling of 3D objects at any spatial resolution. This results in the
seamless reconstruction of scenes with rich geometric texture details and realistic visual
effects that better meet the demands for authenticity.

One of the most notable works in this area are Neural Radiance Fields (NeRFs) [6].
NeRFs achieve an end-to-end process of scene modeling and rendering, enabling highly
realistic reconstructions of scenes from just a set of multi-view photos, and allowing the
viewing of 3D scenes from arbitrary angles. This method has developed rapidly in recent
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years and has broken through the limitations of explicit data structures in previous 3D
surface models, with a particular focus on enhancing the ability to capture the details of real
scenes. It is characterized by a high degree of automation, efficient training and rendering
processes, and high fidelity in rendering effects. Notably, it addresses common issues in
photogrammetry such as texture distortion and loss. Despite drawbacks such as significant
computational demand and insufficient geometric precision, the technology is continually
being optimized and has shown immense potential for application in various fields, includ-
ing virtual reality (VR) and augmented reality (AR) [7], autonomous driving [8], robotic
vision [9], large-scale scene generation [10], and film production [11].

While NeRFs and their derivative algorithms have shown their potential as power-
ful and easily optimizable 3D scene visualization algorithms, they face significant chal-
lenges when dealing with scenes captured by drones. For open scenes, the vanilla NeRF
compresses the forward-unbounded scenes into a unit cube, while Mip-NeRF 360 [12]
encapsulates 360-degree unbounded scenes within a bounded spherical space. However,
these two methods of spatial compression are only suitable for camera trajectories that
are either fixed in orientation or rotate 360 degrees, and not for the multi-loop circling
shots typical of drones. Furthermore, to precisely locate surfaces in larger scenes, NeRFs
needs to sample more points along the light ray. Although DoNeRF [13] and Mip-NeRF
360 [12] have optimized the distribution of sampling points through improved sampling
functions, they tend to concentrate points near the camera, whereas the areas of interest in
drone scenes are often at a distance. Under outdoor open scenes, NeRFs are constrained
by model complexity, as capturing and expressing the full information contained in drone
scenes requires a larger neural network and more GPU memory. Mega-NeRF [14] uses
multiple neural networks to represent different aspects of the scene, but this demands
significant computational resources, necessitating several GPUs working continuously
for days or even weeks. DVGO, Plenoxels, TensoRF, and Instant-NGP [15–18] introduce
feature grids to simplify the neural network architecture, significantly improving training
and inference speeds, but this may lead to speckle noise during visualization. In drone
scenes, the spatial area covered by a single pixel increases significantly with distance from
the camera. Mip-NeRF [19] encodes LOD (Levels of Detail)-like information into the neural
network’s input, allowing the model to dynamically adjust rendering precision based on
the distance between observer and object, but the training cost for this method is high and
the speed is slow. Moreover, complex lighting variations and sparse data capture in outdoor
scenes can cause outliers and fog artifacts, further affecting rendering quality. Faced with
these challenges, this paper seeks to address the following question: How can we achieve
higher-quality visualization of drone scenes with limited computational resources and
relatively fast convergence speed?

Considering the shortcomings of existing NeRF methods in drone-captured scenes, we
introduce a NeRF framework specifically designed for the 3D visualization of drone scenes.
The framework incorporates multi-resolution hash grids [18], which store features directly
in a hash table to obtain prior information about the scene and alleviate the computational
burden on the neural network, thus overcoming the high computational cost and long
training time associated with the vanilla NeRF model. Our major contributions can be
summarized as follows:

• We introduce a novel spatial compression technology to specifically address the multi-
circle surround top-down flight paths performed by drones, and to integrate it with an
efficient drone scene sampling method to significantly reduce the number of sampling
points and enhance the performance of NeRFs;

• We combine the speed advantages of the feature grid-based approach with methods
that maintain quality at a distant scale to accelerate the training process and effectively
eliminate aliasing in long-range views, thereby enhancing the rendering quality when
observed from a distance;
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• Under the constraints of using only drone imagery as the data source and limited
computational resources, we have realized the rapid convergence of the radiance field
and improved the visual quality of drone-scene visualizations.

2. Related Work

The classic Neural Radiance Fields (NeRFs) paper [6] has sparked a plethora of subse-
quent research endeavors. We will discuss several approaches from a non-exhaustive list
that pertain to aspects relevant to our work.

2.1. NeRFs for Sample Strategy Improvement

The hierarchical volume sampling technique introduced by the vanilla NeRF has made
a significant impact on enhancing sampling outcomes. Further research has continued
to refine this sampling method from a variety of perspectives. “NeRF in detail” [20]
optimizes sample collection in NeRFs with a differentiable module, enhancing training and
outperforming the vanilla model in view synthesis quality while lowering computational
costs. NeuSample [21] accelerates rendering by substituting NeRFs’ coarse sampling with
a neural sample field without sacrificing quality. DONeRF [13] reduces needed samples
with a logarithmic strategy and depth priors. AdaNeRF [22] achieves real-time rendering
with an innovative dual network that improves sampling efficiency. Enerf [23] boosts
rendering speed with a depth-guided sampling that relies on predicted coarse geometry.
TermiNeRF [24] efficiently maps camera rays to influential ray positions, streamlining
neural-field model rendering and training. In this paper, we have adopted a simple yet
effective sampling strategy that is particularly suited to drone-captured scenes.

2.2. Unbounded Scenes NeRFs

Generally, NeRF models are confined to encoding bounded scenes. To extend their
application to unbounded scenes, current research has introduced a series of spatial con-
traction techniques. NeRF++ [25] introduces an “inverted sphere parametrization” to
map unbounded scenes into a finite space by separating foreground and background into
different coordinate systems. Mip-NeRF 360 [12] by Barron et al. maps infinite spherical
spaces into bounded ones for unbounded scene rendering. MeRF [26] offers a contraction
function for real-time large-scale rendering, maintaining linearity within a bounded space.
Nerfstudio [27] adopts an L∞ norm to compress into a cubic space, enhancing compatibil-
ity with voxel-based encoding and addressing discontinuities present in other methods.
ImmersiveNeRF [28] proposes a novel foreground–background hybrid representation,
focusing on unbounded scenes captured from an inside-out configuration. MMPI [29]
and Nex360 [30] expand MPI representation for complex scene synthesis from multiple
perspectives. We have utilized an intuitive and efficient spatial contraction approach that is
particularly well-suited for handling drone-captured surround top–down trajectories.

2.3. Large-Scale Scene NeRFs

The vanilla NeRF framework was designed primarily for small-scale scenes or objects.
However, extending a NeRF to handle large-scale scenes would greatly expand its range
of applications. A mega-NeRF [14] partitions the scene into segments and employs a
sub-NeRF to implicitly represent each block. A block-NeRF [10] reconstructs urban-scale
scenes from street-view images, using appearance embeddings and dynamic composition
of NeRF blocks for neural rendering. Switch-NeRF [31] employs a gating network for scene
decomposition and assigns points to various NeRF subnetworks for efficient large-scale
reconstruction. Urban Radiance Fields [32] enhance new viewpoint synthesis by merging
RGB and LiDAR data, adjusting for exposure, and using image segmentation for ray
density control. SUDS [33] innovatively encodes urban scenes using separate structures
for static, dynamic, and distant elements and reconstructs them using various unlabeled
signals, achieving detailed decomposition of background and object motion. However,
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these methods typically encounter issues of prolonged training durations and low efficiency.
We adopt the feature grid representation to speed up the large-scale scene optimization.

2.4. Grid-Based NeRFs

In the vanilla NeRF, each sample point’s position and direction require forward propa-
gation through a massive MLP neural network, and excessive MLP queries significantly
slow down a NeRF’s training speed. The feature grid method offers an efficient solution
strategy. NSVF [34] utilizes a sparse voxel octree to organize voxel boundaries and uses an
MLP network for predicting each voxel’s geometry and appearance. DVGO [15] and Plenox-
els [16] optimize radiance fields using a sparse voxel-grid storing scene prior information,
enabling fast, efficient end-to-end optimization. TensoRF [17] reduces the memory footprint
and increases reconstruction speed by representing the radiance field as a 4D tensor and
applying tensor decompositions. Instant-NGP [18] employs a multi-resolution hash table
that reduces computational costs while maintaining quality, allowing for high-resolution
detail capture in short training times and reducing computation during rendering. In this
paper, following Instant-NGP [18], we replace the traditional large MLP of NeRFs with the
fusion of a multi-resolution hash table and a smaller MLP.

2.5. Anti-Aliasing NeRFs

To eliminate blurring and aliasing artifacts, recent work assesses the density and color
of volumes rather than individual points during the rendering process. Mip-NeRF [19]
proposes a continuous multiscale NeRF representation, using frustums instead of direct ray
sampling, and introduces Integrated Positional Encoding (IPE) for the finer characterization
of spatial regions. BungeeNeRF [35], also known as CityNeRF, expands NeRFs’ scale range
to render scenes from individual objects to entire city scales. It employs a progressively
refined NeRF with a hierarchical network structure that incrementally introduces new mod-
ules during training to capture details at varying observation distances. Exact-NeRF [36]
improves the Exact Integral Positional Encoding (EIPE) using a pyramidal frustum integral
formula, reducing edge blur and aliasing. LIRF [37] predicts local volumetric radiance fields
using samples within truncated cones to render high-quality images of new viewpoints on
a continuous scale. Meanwhile, we incorporate multilevel detail information by defining
the representation of volume as the mean feature of points within the volume.

3. Preliminaries
3.1. NeRF

NeRF [6] represents scenes with a five-dimensional vector function through a Multi-
Layer Perceptron (MLP), encoding 3D positions p = (x, y, z) and 2D-viewing direc-
tions d = (θ, φ) to color c = (r, g, b) and density σ(p): MLPΘ(p, d) = (c, σ). Train-
ing adjusts weights Θ to match 5D inputs to correct color and density. Training in-
volves casting rays through the scene, encoding sampling points via Fourier transforms:
γ(v) =

(
sin
(
20πv

)
, cos

(
20πv

)
, · · · , sin

(
2L−1πv

)
, cos

(
2L−1πv

))
. Volume rendering inte-

grates sampled colors along rays as follows: Ĉ(r) = ∑N
i=1 Ti(1 − exp(−σiδi))ci, where

Ti = exp
(
−∑i−1

j=1 σjδj

)
. And δi = ti+1 − ti is the distance between samples. Minimizing the

mean squared error (MSE) loss between predicted and true pixel colors iteratively improves

the model: Lossmse = ∑r∈R

∥∥∥Ĉpred(r)− Ĉgt(r)
∥∥∥2

2
.

3.2. Grid-Based Acceleration

The feature grid method offers an effective acceleration strategy that involves storing
features directly within a feature grid to obtain prior information about the scene, thereby
streamlining the process of querying the MLP network’s outputs. DVGO and Plenox-
els [15,16] use O

(
n3) complexity voxel grids for space discretization. TensoRF [17] lowers

complexity to O
(
n2) with vector–matrix decomposition. Multi-resolution hash grids [18]

increase efficiency further by representing scenes with hierarchical grids and reducing
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complexity to O(n) through hashing, allowing higher resolution with less memory and
providing O(1) lookup time.

By constructing multi-resolution hash grids, the input coordinates can be encoded into
trainable feature vectors indexed by multi-scale hash table indices. The multi-resolution
hash encoding encodes scene coordinates p through the function enc(p; θ) where θ rep-
resents the trainable encoding parameters, and inputs the result into an MLP network.
The specific steps of multi-resolution hash encoding are as follows. First, for any given
input coordinate p, locate its grid position in the conceptually different resolution layers,
creating a hash mapping that establishes indices from each grid vertex coordinate to the
hash table. Next, at different resolution levels, retrieve the feature vectors corresponding to
each vertex index from the hash tables (these feature vectors are trainable). Based on the
relative position of the input coordinate p in the grids of various resolutions, interpolate
the feature vectors of each vertex using trilinear interpolation to form a single feature
vector. Finally, concatenate the feature vectors from the grids of different resolutions to
complete the multi-resolution hash encoding. As the hash tables store a significant amount
of prior scene information, this method allows for the acceleration of training and rendering
through a smaller MLP network while maintaining rendering quality.

4. Methods
4.1. Overview

This study is dedicated to developing a NeRF framework specifically tailored for
drone-scenario 3D visualization. It begins by adopting a spatial compression approach
(Section 4.2) designed for drone scenes, which facilitates a compact representation of
space. Following this, an efficient sampling method (Section 4.3) is introduced, focusing
on increasing sample point coverage in areas proximate to the ground. Additionally, a
higher-resolution implicit voxel model is built using a multi-resolution hash grid. An
oversampling technique (Section 4.4) is then implemented to improve the representation of
distant scene information within the feature grid. Lastly, we outline the design of the loss
function (Section 4.5).

As shown in Figure 1, our NeRF framework starts by sampling 3D points along rays
emanating from pixels. During this process, we employ Space Boundary Compression to
effectively confine the scene within a smaller region and optimize the sampling procedure
using a Ground-Optimized Sampler. Subsequently, we generate additional sample points in
the vicinity of each sampled point on the ray using Cluster Sampling. These sampling points
then undergo Multi-Resolution Hash Encoding to obtain multi-resolution grid features
with geometric significance. These features, after being concatenated with direction vectors
encoded by spherical harmonics, are fed into a neural network. The network predicts the
density (σ) and color values (c). In the final step, image colors and opacities (α) can be
computed through volumetric rendering, followed by the calculation of the loss function.
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Figure 1. Overview: This figure illustrates the complete process from initial sampling to final
rendering. The black arrows represent the rays in the sampling scenarios, while the yellow arrows
indicate the arrows in the flowchart.

4.2. Space Boundary Compression

Under the premise of limited computational resources, it becomes particularly impor-
tant to precisely define scene boundaries. In unbounded scenes, mainstream strategies for
setting the values of the near and far planes to limit the sampling range include Normalized
Device Coordinate (NDC) Warping and Inverse-Sphere Warping [6,12]. The former maps
the infinite view frustum to a bounded cube, setting the near and far to 0 and 1, respectively,
which is appropriate for forward unbounded scenes, as shown in Figure 2a; the latter,
designed for inward-facing 360◦ unbounded scenes, sets near and far to a fixed very small
and very large value, respectively, and then maps the space beyond a certain range into a
sphere bounded by 2, as shown in Figure 2b.
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(a) forward-facing camera trajectory; (b) 360◦ object-centric camera trajectory; (c) drone-captured
surround top–down trajectory, highlighting the complex and sparse nature of drone camera paths.
Bottom: (a) NDC Warping; (b) Inverse-Sphere Warping; (c) Space Boundary Compression, which
optimizes sampling by eliminating minimally contributing regions.
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However, in drone scenes, these two methods may distort the space around the camera,
thereby reducing the efficiency of spatial allocation. NDC Warping maps the view frustum
inside a unit cube, and while this is a reasonable approach for forward unbounded scenes,
it can only express a limited area of the scene as the field of the view of the frustum
cannot exceed 120◦ without causing significant distortion. Inverse-Sphere Warping usually
assumes the camera center as the center of the scene, whereas drone imagery is often
taken from a height of one hundred to three hundred meters, tilting down twenty to forty
degrees, with the camera center significantly higher than the center of the scene. In this
case, Inverse-Sphere Warping centered on the camera would lead to the oversampling of
blank areas, potentially creating fluffy clouds of noise. Therefore, we propose a spatial
compression algorithm specifically designed for drone scenes.

This algorithm is named Space Boundary Compression, mainly aimed at large-scale
complex unbounded 3D spaces, to use the known boundaries of a given scene to reduce
computational complexity and improve rendering efficiency. The Axis-Aligned Bounding
Box (AABB) is a rectangular box that can completely encapsulate a 3D object or scene,
with its edges aligned with the coordinate axes. The AABB can be seen as a “container”
representing the height, width, and depth of the scene that NeRFs can render. It approxi-
mates the geometric shape of the object in a simplified form, thus simplifying the process
of testing the intersection of light rays with the object. The Space Boundary Compression
method uses the AABB to shrink the scene to a smaller area close to the ground.

Specifically, an AABB cube with edge lengths of 2 is first set, with its minimum vertex
coordinates set to [−1, −1, −1] and maximum vertex coordinates set to [1, 1, 1]. Then, for
drone imagery, the camera is proportionally shrunk and placed above the AABB to ensure
that all cameras are generally pointing toward the origin of the AABB, i.e., the center of the
scene. After certain training steps, a NeRF has successfully learned the contour features of
the scene. At this point, the range of the AABB is adjusted through the scene viewer [27]
so that it can just enclose all the cameras and the entire 3D scene, thus completing the
Space Boundary Compression. At this stage, the scale of the bounding box changes in
various dimensions, which can be referred to as “variable-scale axis-aligned bounding box”,
as shown in Figure 2c. Finally, the values of near and far are determined by calculating
the intersection points of the camera rays with the variable-scale axis-aligned bounding
box. In summary, this method not only defines the scene boundaries more effectively but
also enhances the efficiency of the NeRF sampling process by focusing on regions that
significantly contribute to the scene’s visual integrity. The values of the near and far planes
are dynamically determined by calculating the intersection points of the camera rays with
this bounding box, optimizing resource use and rendering quality.

4.3. Ground-Optimized Sampling

During the rendering of scenes by NeRFs, the process commences by generating a set
of rays for each pixel within the image. Subsequently, the algorithm samples points along
these rays and queries the neural network to calculate the radiance and volume density for
each point. A pivotal challenge lies in determining the positions of these sample points on
the rays. The vanilla NeRF [6] employs a Uniform Sampling method, where sample points
are allocated equally between the near and far planes, resulting in an excessive allocation of
sample points in blank scenes. DoNeRF [13] introduces a Logarithmic Sampling approach,
which concentrates more samples closer to the camera, while Mip-NeRF 360 [12] adopts
an even more pronounced Disparity Sampling technique, which significantly reduces the
sampling distance for close samples, as demonstrated in Figure 3a–c. However, these
sampling strategies are not suitable for drone-based scenarios. Drone imagery is often
captured from high altitudes, with the camera focusing more on the ground-level scene
information rather than areas close to the camera. Adhering to Logarithmic or Disparity
Sampling would lead to under-sampling of the ground, which lies farther from the camera,
and over-sampling of the air, resulting in an abundance of fluffy artifacts floating above
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the scene. Dense sampling in areas rich with scene content is crucial; otherwise, the visual
quality will be severely compromised.
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Therefore, we propose a novel sampling scheme named “Ground-Optimized Sam-
pling”, designed to optimize the distribution of sample points and reduce the frequency of
network queries, thereby enhancing the efficiency of the rendering process, as depicted in
Figure 3d. The formula for Ground-Optimized Sampling is as follows:

p(di) = o + di·r (1)

di =

(
dmin +

(di − dmin + 1)5

(dmax − dmin + 1)5 ∗ (dmax − dmin)

)
, i = [0, 1, 2, . . . , N] (2)

where o denotes the origin of the ray, r represents the direction of the ray, N is the number
of the samples placed, and dmin and dmax correspond to the distance from the camera to the
near and far planes, respectively. During the execution of Ground-Optimized Sampling,
each sample undergoes what is termed “random perturbation”. The unique characteristic
of this perturbation is that it maintains the consistency of sample ordering while not altering
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the overall statistical distribution of the sample group. In addition, we employ a proposal
network [12] aimed at further reducing the number of sampling points during training
and more effectively concentrating these points on the ground surface. In conclusion, this
sampling method concentrates a greater number of sampling points in the areas of the
drone-captured scene that are rich in detail, ensuring that even the surfaces at the furthest
extents of the scene receive adequate sampling density. This significantly enhances the
reconstruction quality of these regions.

4.4. Cluster Sampling

Given that conventional MLP networks primarily tend to learn low-frequency func-
tions [38], they exhibit relatively weaker performance when tasked with fitting high-
frequency functions. A solution to this issue is the application of Fourier Encoding, which
projects sample points onto the frequency space, causing mutations in Euclidean space
to appear relatively smooth in frequency space. This transformation enables the MLP to
more easily fit these high-frequency variations, thereby enhancing the resolution of neural
rendering results [39]. Similarly, Hash Encoding [18] projects sample points from Euclidean
space into hash tables of varying resolutions, allowing grids of different resolutions to
capture information at corresponding frequencies. However, both of these encoding meth-
ods adopt a discrete form, leading to a single sampling point’s limited ability to capture
and represent pixel details at different scales, which results in aliasing effects in distant
views. In drone scenarios, the training set naturally leans towards distant views due to the
camera’s elevation above the ground.

Mip-NeRF [19] introduced an anti-aliasing encoding strategy. Rather than sampling
rays directly for each pixel, it projects a cone and subdivides it into several frustums,
which correspond to the sampling intervals. To approximate these frustums, Mip-NeRF
employs multivariate Gaussian functions, parameterizing each frustum as a Gaussian
distribution with a mean and covariance, thus fitting a uniform distribution of all sampling
points within the frustum. Subsequently, this method applies Fourier Encoding to the
Gaussian distribution and integrates it, achieving Integrated Fourier Encoding. This
strategy effectively prevents the generation of aliasing artifacts in distant views.

To improve the accuracy of scene rendering, increasing the sampling rate is an effective
strategy. Inspired by the super-sampling methods in NeRF-SR [40] and LIRF [37], we
introduce a novel super-sampling method termed “Cluster Sampling”. This method
aims to integrate the advantages of multi-resolution hash grids in terms of speed and
memory optimization with the superior distant view rendering capabilities of Integrated
Fourier Encoding. In Cluster Sampling, each sampling point on a ray generates a group
of additional sampling points, forming a “star cluster”. For each pixel, we cast a cone in
the multi-resolution hash grid and use star clusters to approximate each cone section. To
fit a uniform distribution of sampling points within a frustum, we sample one point at
equal distances in six orthogonal directions around the center point of each frustum. The
distance is defined as the radius of a sphere that is tangential to the frustum’s sides and
centered on the frustum’s center point. The following formula calculates the new sampling
points’ positions:

pij = pi + ri ∗ d ∗ oj, j = [0, 1, 2, . . . , 5] (3)

ri =

(√
p2

i − o2
)
∗ si

ti
, i = [0, 1, 2, . . . , N − 1] (4)

where pi represents the coordinates of the original sampling point, d is the direction of the
ray, oj denotes the offset vector indicating offsets along the six orthogonal directions of the
three-dimensional Cartesian coordinate system, ri is the radius of the sphere tangential
to the frustum sides, o is the origin of the ray, si is the radius of the frustum’s top surface,
and ti is the distance from the ray’s origin to the top surface of the frustum. N is the number
of original sampling points.
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In Mip-NeRF [19], the scale characteristics of Integrated Fourier Encoding are de-
termined by the covariance of a Gaussian distribution. As shown in Figure 4a, as the
covariance increases, the high-frequency encoding gradually decreases to near zero, ho-
mogenizing the high-frequency characteristics of all sample points within the frustum.
Conversely, as the covariance decreases, the volume of the frustum tends towards a sin-
gle sampling point, and the Integrated Fourier Encoding will degenerate to the Fourier
Encoding of the vanilla NeRF model, thus retaining more high-frequency information. In
effect, Integrated Fourier Encoding can be seen as an anti-aliasing Fourier Encoding that
allows for the smooth adjustment of encoding space volume and shape. It essentially acts
as a Gaussian low-pass filter that can filter out high-frequency signals when rendering
low-resolution distant views, achieving an anti-aliasing effect.
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Considering that the size of the frustum is proportional to the depth of its location,
the decay of the encoding features also increases accordingly. To address this issue, it is
necessary to apply a weight to the encoding features of the sample points that decreases
with the extension of the ray. By applying Hash Encoding to the star cluster sample
points and performing a weighted average, the expected characteristics of the frustum
can be determined, thus achieving feature representation of the frustum. This process
is called “Integrated Hash Encoding”. Integrated Hash Encoding is designed to achieve
a function similar to Integrated Fourier Encoding, as illustrated in Figure 4b. We set a
covariance value proportional to the weights of the weighted average Hash Encoding. With
an increase in covariance, higher-level grid encoding features will be smoothed to near
zero, reducing fluctuations in the high-frequency range. However, as covariance decreases,
integrated hash encoding will degenerate to the vanilla Hash Encoding, leading to the
reappearance of high-frequency noise. Overall, this encoding method applies diminishing
weights to voxel features, thereby balancing the capability to capture details at varying
depths. It effectively suppresses the high-frequency noise generated within the hash grid
due to excessive discretization, resulting in a more continuous frequency representation
post-Hash Encoding.

4.5. Loss Function

In scenarios captured by drones, each image can only capture a limited amount of
scene details. Especially for the vanilla NeRF model that utilizes the minimization of
mean squared error (MSE) loss, this characteristic could lead to certain issues. Since the
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model solely relies on the true pixel colors as supervision information when optimizing
the radiance field, it might result in overfitting in areas with sparse scene information or
encountering local minima during gradient descent, which could produce outliers or noise
in those areas. To address this problem, we introduce the L1 norm as a regularization term.

The L1 norm loss, also known as Least Absolute Deviations, can be calculated with
the following formula:

LossL1 = ∑r∈R

∣∣∣Ĉpred(r)− Ĉgt(r)
∣∣∣ (5)

where Ĉpred(r) is the predicted value of the pixel, and Ĉgt(r) is the true value of the pixel.
The advantage of the L1 loss function is its robustness to outliers, as the penalty it imposes
on errors is linear and directly proportional to the size of the error, thus avoiding excessive
punishment for larger errors. In contrast, the MSE loss function squares the errors, which
can lead to a further magnification of larger errors. Therefore, the L1 loss function is more
advantageous in handling outliers.

When the scene includes various transient factors, such as moving objects, changes
in lighting, and shadows, which do not persist, there often arise view-dependent effects,
or what are called ‘floaters’. This is because the volumetric density prediction in large
scenes is not very accurate. To effectively handle these unstable factors, we employ entropy
regularization techniques, which tend to encourage opaque rendering and penalize semi-
transparent rendering.

Entropy regularization loss is a method that utilizes the concept of information entropy
and is inclined to encourage the model to generate outputs with strong certainty (i.e.,
opacity). In this context, low information entropy means that the distribution of the
volumetric density is more likely to be unimodal. Its calculation formula is as follows:

Lossentropy = entropy(∑N
i=1 Tiαi) (6)

entropy(x) = −xlog(x)− (1 − x)log(1 − x) (7)

where Ti is the cumulative transmittance, indicating the probability that light travels from
the near plane to the far plane without being intercepted, and αi is the transparency of
sample point i. This formula is a special form of binary cross-entropy for the case when the
true class is 1 (the loss when the true category is 1), and it takes smaller values when x is
close to 1, thus encouraging the model to generate transparency values close to 1. The goal
of entropy regularization loss is to concentrate the weights on the ray into as small a region
as possible, thereby optimizing the volumetric density distribution in space.

We chose the following formula to minimize the loss function:

Lossall = Lossmse + λ1LossL1 + λ2Lossentropy (8)

where λ1 and λ2 are hyperparameters used to balance the main loss items Lossmse, LossL1,
and Lossentropy.

5. Results
5.1. Dataset

To validate the effectiveness of the proposed framework, we employ circumnaviga-
tional flight paths for drone route planning and image capture, using the Metashape 1.8.0
software to restore the camera’s position and orientation. Figure 5 illustrates four distinct
scenes in our experiments, each spanning an approximate area of 100,000 square meters.
The rural household scene includes a complete village where the rooftops of farmhouses
exhibit high reflectivity due to sunlight exposure. The farmland scene encompasses ex-
tensive agricultural land, parts of which also show high reflectance due to intense solar
radiation. The water body scene comprises a large expanse of water surface, presenting a
challenge with its low texture and prominent reflective properties. The vegetation scene
covers a vast natural vegetative area, containing many smaller objects. The characteristics
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of these scenes pose significant challenges in accurately capturing and reproducing the
nuanced details of the physical environment. Our method is particularly suited to these
static scenes, especially for sampling points near the ground surface, which makes it unsuit-
able for high-density urban environments. In urban settings, the presence of tall buildings
and dynamic factors such as vehicles and pedestrians can interfere with image capture,
compromising the effectiveness of the method. Therefore, we chose to focus on natural
scenes that are compatible with our methodology, ensuring the accuracy and reliability of
our experimental results.
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For the dataset, each image with a resolution of 8192 × 5460 was downsampled by a
factor of 8. This downsampling is crucial for several reasons. (1) Insufficient Pose Accuracy:
High-resolution images make pixel-level pose accuracy difficult, as minor movements
cause large pixel shifts. Downsampling reduces this complexity, allowing models to focus
on broader, more significant visual features. (2) Incomplete Pixel Coverage: Handling
over 44 million pixels per image is not feasible due to hardware and time constraints.
Downsampling reduces the number of pixels, enabling more efficient training and better
use of computational resources. These adjustments are necessary to balance detail retention
with practical computational demands in drone imagery analysis. Of these, 90% of the
images were used for model training, while the remaining images were assessed using
three image quality metrics, PSNR, SSIM, and LPIPS [41–43], to evaluate the model.

5.2. Implementation Details

In the experiments conducted for the framework proposed in this study, the RAdam
optimizer was utilized for optimization, with an initial learning rate set at 0.01 and an
epsilon value of 1 × 10−15. Throughout the training process, logarithmic decay was applied
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to adjust the learning rate, gradually reducing it from 0.01 to 0.001. In the allocation of
sample points, the experiment incorporated a two-stage proposal network sampling [12],
selecting 16 samples in each phase. Subsequently, during the final sampling stage, 8 sam-
ples were chosen for optimization. Concerning the configuration of grid parameters, the
hierarchy levels of the multi-resolution hash grid were set at 20, with the lowest and highest
resolutions established at 16 and 8192, respectively. The hash table was sized at 221, and
each entry in the hash table was designed to have a feature dimension of 4. Regarding the
model architecture, the MLP used for learning the volumetric density features comprised
a layer with 64 neurons, while the MLP for learning appearance features consisted of
three layers, each with 256 neurons.

We implemented our proposed method in Nerfstudio [27], a widely used codebase.
The framework proposed in this study was implemented on the Windows Server 2022 Stan-
dard platform using PyTorch 1.13.1 and CUDA117 and was trained over 30,000 iterations
on a Quadro P5000 GPU with 16 GB of VRAM. The batch size for the rays was set at 4096.

5.3. Evaluation

We compare the proposed method against existing methods to demonstrate its ef-
fectiveness. The methods for comparison include Mip-NeRF [19], which replaces the ray
sampling method used in the vanilla NeRF [6] with an anti-aliasing view-cone sampling
method. Instant-NGP [18] introduces a multi-resolution hash grid with learnable parame-
ters. Nerfacto [27] combines the Hash Encoding of Instant-NGP with the Inverse-Sphere
Warping of Mip-NeRF 360 [12] to express unbounded scenes. TensoRF [17] employs tensor
decomposition algorithms to reduce the memory footprint of the feature grid. Mega-
NeRF [14] is a NeRF model designed for drones that uses distributed training to divide
large scenes into sub-scenes, each with its own small NeRF model. All NeRF methods,
except Mega-NeRF, were trained using the experimental setup, ray batch size, and iteration
count described in the previous section.

Specifically, to expand scene representation while avoiding memory overflow, we set
the hierarchy levels of the multi-resolution hash grid in Instant NGP to 16, with a maximum
resolution of 8192. TensoRF’s highest resolution is set to 512, with 32/96 components used
for density and appearance feature grids, respectively. In our study, Mega-NeRF is divided
into four sub-blocks. Due to the VRAM constraints of a single GPU, each block is configured
with a ray batch size of 2048 and an iteration count of 60,000.

Table 1 presents a comprehensive quantitative comparative analysis between the
method proposed in this study and existing NeRF methods. The method we presented
outperforms all other listed methods across all evaluation metrics, attaining the highest
PSNR and SSIM scores, as well as the lowest LPIPS score, which indicates its closeness to the
real image in terms of visual quality. Changes in the PSNR, SSIM, and LPIPS indicators over
time during model training are shown in Appendix A. Moreover, the method demonstrates
excellence in training time efficiency, requiring only 1.81 h, while Mega-NeRF requires
over a week to complete the same task. This drastic reduction in training time is achieved
through innovative approaches to sampling and neural network design. Specifically, by
optimizing the number of sampling points and employing a streamlined MLP architecture,
the proposed method not only expedites the training process but also maintains high-quality
rendering outputs, essential for detailed drone scenario visualizations. This suggests that
the method achieves a favorable balance between efficiency and quality.

Figure 6 shows the qualitative comparison results between the method of this study
and existing NeRF methods. Despite undergoing 30,000 iterations of training, Mip-NeRF
failed to converge successfully. Instant-NGP uses multi-level hash grids to represent scenes,
significantly shortening training time. However, speckle noise is present across all scenes,
and there is a lack of “highlights” information on reflective surface features. Although
TensoRF successfully captured some specular reflection information, it performs poorly
in presenting distant details. Nerfacto converges quickly in all scenarios but suffers from
severe fogging issues in farmland and vegetation scenes. Mega-NeRF exhibits notice-
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able distortion in high-frequency details, presenting a pronounced blurring effect across
all scenes.

Table 1. Quantitative comparison results with existing NeRF methods. We report PSNR (↑), SSIM (↑),
and LPIPS (↓) metrics on the test view. ↑ means higher value is better, while ↓ means lower value is
better. The best results are bolded.

Methods PSNR ↑ SSIM ↑ LPIPS ↓ Time (h)

Mip-NeRF 14.39 0.418 0.845 11.50
Instant-NGP 23.54 0.657 0.378 2.45

Nerfacto 25.08 0.683 0.324 1.44
TensoRF 24.65 0.622 0.394 8.57

Mega-NeRF 22.84 0.488 0.596 178.10
Proposed method 26.15 0.705 0.298 1.81
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In contrast, the method we propose offers significant advantages in the precise replica-
tion of real-world scenes in terms of geometric detail and texture sharpness, particularly
in the reproduction of roof and photovoltaic details in farmhouse scenarios. In rendering
water body scenes, our approach excels in simulating the gloss and reflective effects of
water surfaces, presenting a highly realistic visual representation of water and maintaining
high accuracy when rendering the vegetation at the water’s edge and the shoreline. For
farmland scenes, the proposed method not only accurately presents information on high-
lights but also captures the fine textural details of vegetation. In scenes with vegetation, our
approach demonstrates superior performance in simulating the layering and depth of plant
life, with a reproduction of density and color that closely matches the actual landscape.
In conclusion, the method we proposed shows significant accuracy in processing scenes
captured by drones, particularly excelling in reconstructing the reflection phenomena on
object surfaces, and rendering far-distance details that are closer to reality.

5.4. Ablation

We conducted extensive ablation experiments on each component of the proposed
framework. All models were trained using the same experimental environment, ray batch
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size, and iteration count as described in the previous section. The average results of
the ablation study are presented in Table 2. Model (A), which combined Inverse-Sphere
Warping with Uniform Sampling, produced relatively high LPIPS values, indicating a loss
in resolution and texture detail. Models (B) and (C) combined Inverse-Sphere Warping with
Logarithmic and Disparity Sampling, respectively, while Model (D) implemented Inverse-
Sphere Warping with Ground-Optimized Sampling. Model (E) used Space Boundary
Compression with Uniform Sampling, and Models (F) and (G), respectively, combined
Space Boundary Compression with Logarithmic and Disparity Sampling. These models
exhibited lower metrics when reconstructing drone scenes, reflecting their limitations in
effectively restoring scenes. Model (H) disabled Cluster Sampling, resulting in reduced
accuracy. Model (I) disabled the L1 loss function, which led to decreased performance.
Model (J), when employing Huber loss in place of the combined use of MSE loss and L1
loss, experienced a significant degradation in performance. Model (K) disabled entropy
regularization loss, which did not significantly affect the single-image metrics but slightly
impaired performance.

Table 2. Quantitative comparison results with ablation experiment. ↑ means higher value is better,
while ↓ means lower value is better. The best results are bolded.

Methods PSNR ↑ SSIM ↑ LPIPS ↓
(A) Inverse-Sphere Warping
+ Uniform Sampling 25.89 0.681 0.341

(B) Inverse-Sphere Warping
+ Logarithmic Sampling 15.46 0.434 0.852

(C) Inverse-Sphere Warping
+ Disparity Sampling 16.09 0.440 0.851

(D) Inverse-Sphere Warping
+ Ground-Optimized Sampling 17.17 0.396 0.676

(E) Space Boundary Compression
+ Uniform Sampling 15.04 0.358 0.711

(F) Space Boundary Compression
+ Logarithmic Sampling 14.41 0.424 0.913

(G) Space Boundary Compression
+ Disparity Sampling 14.41 0.424 0.913

(H) w/o Cluster Sampling 26.00 0.693 0.311
(I) w/o L1 Loss 25.98 0.693 0.305
(J) w Huber Loss 25.85 0.682 0.323
(K) w/o Entropy Loss 26.12 0.703 0.300
Proposed method 26.15 0.705 0.298

In contrast, the proposed method stands out by achieving the highest PSNR of 26.15,
the highest SSIM of 0.705, and the lowest LPIPS of 0.298, clearly surpassing all other com-
parative methods in visual quality. These results thoroughly demonstrate the superiority of
the research framework in the field of drone scene reconstruction.

We compared the performance differences between various spatial compression meth-
ods and sampling strategies in image rendering through experimental research. Specifically,
we analyzed the Inverse-Sphere Warping introduced by Mip-NeRF 360 [12] and the Space
Boundary Compression technique proposed in this study. Regarding sampling strategies,
in addition to the Uniform Sampling used by the vanilla NeRF model [6], we also examined
the Logarithmic Sampling suggested by DoNeRF [13], the Disparity Sampling introduced
by Mip-NeRF 360 [12], and a novel Ground-Optimized Sampling method proposed herein.

Figure 7 presents a comparative result of the view quality combining different spatial
compression methods with various sampling strategies. It is important to note that even
after 30,000 iterations of training, models utilizing Logarithmic and Disparity Sampling
strategies failed to adapt to the scene, resulting in a uniformly gray rendering outcome;
hence, these results were not displayed in the figure. The combination of Space Boundary
Compression with Ground-Optimized Sampling generated images with accurate color
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restoration, clear edges, and rich texture details. In contrast, the combination of Inverse-
Sphere Warping with Uniform Sampling resulted in more pronounced spatial detail distor-
tion, especially in the representation of high-frequency details, such as building contours
and field textures. For grasslands sparsely covered with vegetation, this led to an inaccurate
distribution of vegetation and caused the photovoltaic panels on the roofs of farmhouses to
appear blurred. Images resulting from the combination of Inverse-Sphere Warping with
Ground-Optimized Sampling showed a significant decrease in clarity and color fidelity,
appearing extremely blurred and nearly devoid of all detail. The images produced by
combining Space Boundary Compression with Uniform Sampling exhibited poor global
consistency, particularly in the deeper parts of the scene where a noticeable blur effect
occurred, accompanied by the incorrect generation of terrain features. In comparison to
the real images, it is evident that the method combining Space Boundary Compression
with Ground-Optimized Sampling proposed in this paper achieved the highest fidelity in
scene reproduction, significantly enhancing the visual clarity and detail representation of
landscapes. Meanwhile, other methods underperformed in rendering distant landscape
details and lack sufficient accuracy. Overall, experimental results confirm the applicability
of Space Boundary Compression to drone-captured surround top-down trajectories, as well
as the efficacy of Ground-Optimized Sampling strategies in enhancing the quality of drone
scene reconstruction.
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As illustrated in Figure 8, the images rendered using the Cluster Sampling technique
display more refined and clearer contours of riverbanks, as well as the intricate details of
the surrounding vegetation. The reflections and shadows on the water surface are also
enhanced, exhibiting more complex textures and well-defined layers. Particularly, for lake
surfaces illuminated by sunlight, the application of Cluster Sampling reveals more delicate
wave textures and a greater number of ripple effects. By contrast, images produced without
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Cluster Sampling appear blurrier in terms of edge sharpness and detail resolution. Flat
areas on the lake surface show conspicuous speckle noise, and the ripple effects are overly
smooth and accompanied by artifacts. The light and shadow effects are also less detailed,
resulting in a general deterioration of the image’s texture quality. Comparison with real
images demonstrates that Cluster Sampling significantly improves the realism and detail
fidelity of rendered images, bringing them closer to the visual experience of actual scenes.
This finding confirms the effectiveness of Cluster Sampling in overcoming the limitations
of Hash Encoding and enhances the model’s ability to capture scene details, effectively
preventing the generation of speckle noise. In summary, Cluster Sampling integrates the
advantages of Mip-NeRF and multi-resolution hash grids, thereby augmenting the model’s
capacity for detail reproduction and achieving high-precision rendering of distant views.
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Figure 9 reveals that, in the absence of an L1 regularization loss during model training,
the model incorrectly learned the color of vegetation in farmlands and produced noticeable
anomalies on the roads adjacent to the farmlands. For the farmland areas, the rendering
outcomes lacking L1 loss exhibited severe blurring and artifacts. In areas where power lines
intersect with vegetation, models not utilizing L1 regularization loss did learn the color of
the power lines; however, they failed to accurately capture the shape of the power lines,
erroneously blending the color of the power lines with the ground vegetation. In contrast,
models incorporating L1 regularization loss, along with the model employing Huber loss,
were able to effectively ignore the visual interference of power lines on the ground vegeta-
tion. The application of L1 regularization loss in scene reconstruction tasks contributes to
the production of sharper images and better preservation of high-frequency details. When
compared with real images, the ones generated with L1 loss demonstrated superior color
accuracy, especially in reproducing details of vegetation and roads. Conversely, images
produced without the application of L1 loss displayed fuzzier edges and distorted color
representation, performing poorly in detail preservation and noise control. This resulted
in a reduction in overall image quality and a significant deviation from the actual scene.
Images generated using Huber loss effectively prevent the excessive amplification of larger
errors; however, they still lack sufficient capture of high-frequency details, resulting in
an overall blurry and unsharp appearance. In conclusion, by incorporating the L1 loss,
the model can more effectively restore the detailed structures within images, enhance
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the generalization capabilities in areas sparse with details, reduce outliers, and maintain
structural consistency, thus more authentically mirroring real-world scenes.

Electronics 2024, 13, x FOR PEER REVIEW 18 of 23 
 

 

power lines intersect with vegetation, models not utilizing L1 regularization loss did learn 
the color of the power lines; however, they failed to accurately capture the shape of the 
power lines, erroneously blending the color of the power lines with the ground vegetation. 
In contrast, models incorporating L1 regularization loss, along with the model employing 
Huber loss, were able to effectively ignore the visual interference of power lines on the 
ground vegetation. The application of L1 regularization loss in scene reconstruction tasks 
contributes to the production of sharper images and better preservation of high-frequency 
details. When compared with real images, the ones generated with L1 loss demonstrated 
superior color accuracy, especially in reproducing details of vegetation and roads. 
Conversely, images produced without the application of L1 loss displayed fuzzier edges 
and distorted color representation, performing poorly in detail preservation and noise 
control. This resulted in a reduction in overall image quality and a significant deviation 
from the actual scene. Images generated using Huber loss effectively prevent the excessive 
amplification of larger errors; however, they still lack sufficient capture of high-frequency 
details, resulting in an overall blurry and unsharp appearance. In conclusion, by 
incorporating the L1 loss, the model can more effectively restore the detailed structures 
within images, enhance the generalization capabilities in areas sparse with details, reduce 
outliers, and maintain structural consistency, thus more authentically mirroring real-
world scenes. 

 
Figure 9. Qualitative comparison results with and without L1 loss, and with Huber loss. 

As depicted in Figure 10, the introduction of entropy regularization loss does not 
markedly impact the visual quality, yet the absence of entropy regularization loss in 
rendering depth maps reveals specific issues. In regions with dense vegetation, the lack of 
entropy regularization loss results in the appearance of fluff-like artifacts. In flat farmland 
areas, a floating phenomenon of semi-transparent objects is observed. Depth maps that 
employ entropy regularization loss show smoother color transitions, indicating an 
improvement in the stability and uniformity of depth estimation. In contrast, depth maps 
without entropy regularization loss exhibit sharp and uneven color variations, revealing 
increased uncertainty and inconsistency in the model’s spatial prediction. This contrast 
sharply demonstrates the efficacy of entropy regularization loss in enhancing the quality 
of depth predictions, particularly when dealing with complex scenes and dynamic factors. 
Overall, by minimizing information entropy, this loss function aims to concentrate the 
weights along the ray onto a smaller region, thereby rendering the predictions of 
volumetric density more focused and precise. This reduction in the uncertainty and in-
consistency caused by unstable factors is manifested in depth maps as more concentrated 
and uniform depth values. 

Figure 9. Qualitative comparison results with and without L1 loss, and with Huber loss.

As depicted in Figure 10, the introduction of entropy regularization loss does not
markedly impact the visual quality, yet the absence of entropy regularization loss in ren-
dering depth maps reveals specific issues. In regions with dense vegetation, the lack of
entropy regularization loss results in the appearance of fluff-like artifacts. In flat farm-
land areas, a floating phenomenon of semi-transparent objects is observed. Depth maps
that employ entropy regularization loss show smoother color transitions, indicating an
improvement in the stability and uniformity of depth estimation. In contrast, depth maps
without entropy regularization loss exhibit sharp and uneven color variations, revealing
increased uncertainty and inconsistency in the model’s spatial prediction. This contrast
sharply demonstrates the efficacy of entropy regularization loss in enhancing the quality of
depth predictions, particularly when dealing with complex scenes and dynamic factors.
Overall, by minimizing information entropy, this loss function aims to concentrate the
weights along the ray onto a smaller region, thereby rendering the predictions of volumetric
density more focused and precise. This reduction in the uncertainty and inconsistency
caused by unstable factors is manifested in depth maps as more concentrated and uniform
depth values.

Electronics 2024, 13, x FOR PEER REVIEW 19 of 23 
 

 

 
Figure 10. Qualitative comparison results with and without applying entropy loss. 

5.5. Limitations 
We found that under our current experimental setup, the training of the algorithm is 

typically confined to a maximum resolution of 1 K. This limitation results in noticeable 
blurring or distortion when rendering scenes with highly detailed geometric structures. 
Additionally, although our method can effectively handle data within a certain range, its 
scalability remains limited under scenarios involving large datasets and high 
computational demands. These constraints could potentially restrict the practical 
applicability of our approach, especially in scenarios requiring high-resolution or large-
scale data processing. 

6. Conclusions and Future Work 
We propose a neural rendering framework for drone-captured scenes that caters to 

the demand for high-quality three-dimensional visualization. The framework utilizes 
spatial boundary compression technology to divide the 3D space more effectively, which 
allows for more efficient sampling and significantly reduces the number of network 
queries. With a ground surface optimization sampling strategy, an abundance of samples 
is allocated to the content-rich regions of the drone scenes, thus substantially improving 
the rendering quality of these areas. The integration of Hash Encoding markedly increases 
the convergence speed of training the NeRF model while avoiding the high video memory 
consumption associated with querying a vast neural network. By applying a Cluster 
Sampling technique, the frequency information after Hash Encoding becomes more 
coherent, achieving rendering accuracy at the sub-pixel level. Moreover, the use of an L1 
photometric loss makes the model less sensitive to anomalies, thereby lowering the noise 
level in image reconstruction and successfully decreasing rendering biases. By 
minimizing entropy regularization loss, the system penalizes semi-transparent renderings 
and promotes the production of opaque outputs, effectively suppressing the erroneous 
generation of fluffy artifacts and semi-transparent materials within the scene, thereby 
significantly enhancing the scene’s visual quality. 

Experimental findings demonstrate that this framework is more apt for drone-
captured scenes compared to previous NeRF methods, attaining an optimized effect in 3D 
scene visualization quality. In terms of rendering outcomes, the framework significantly 
preserves “highlight” information on reflective ground surfaces, notably reducing speckle 
noise and rendering inaccuracies, while the representation of distant details closely 
matches the actual environment. This framework achieves a balance between expediting 
the training process and improving rendering quality by prioritizing computational 
resource allocation to the most detail-rich areas of the scene and using a series of 
optimization strategies to make efficient use of the limited sample budget. We plan to 
introduce several key technologies in our future research to enhance system performance 

Figure 10. Qualitative comparison results with and without applying entropy loss.



Electronics 2024, 13, 1682 19 of 22

5.5. Limitations

We found that under our current experimental setup, the training of the algorithm
is typically confined to a maximum resolution of 1 K. This limitation results in noticeable
blurring or distortion when rendering scenes with highly detailed geometric structures.
Additionally, although our method can effectively handle data within a certain range, its
scalability remains limited under scenarios involving large datasets and high computational
demands. These constraints could potentially restrict the practical applicability of our
approach, especially in scenarios requiring high-resolution or large-scale data processing.

6. Conclusions and Future Work

We propose a neural rendering framework for drone-captured scenes that caters to the
demand for high-quality three-dimensional visualization. The framework utilizes spatial
boundary compression technology to divide the 3D space more effectively, which allows for
more efficient sampling and significantly reduces the number of network queries. With a
ground surface optimization sampling strategy, an abundance of samples is allocated to the
content-rich regions of the drone scenes, thus substantially improving the rendering quality
of these areas. The integration of Hash Encoding markedly increases the convergence speed
of training the NeRF model while avoiding the high video memory consumption associ-
ated with querying a vast neural network. By applying a Cluster Sampling technique, the
frequency information after Hash Encoding becomes more coherent, achieving rendering
accuracy at the sub-pixel level. Moreover, the use of an L1 photometric loss makes the
model less sensitive to anomalies, thereby lowering the noise level in image reconstruc-
tion and successfully decreasing rendering biases. By minimizing entropy regularization
loss, the system penalizes semi-transparent renderings and promotes the production of
opaque outputs, effectively suppressing the erroneous generation of fluffy artifacts and
semi-transparent materials within the scene, thereby significantly enhancing the scene’s
visual quality.

Experimental findings demonstrate that this framework is more apt for drone-captured
scenes compared to previous NeRF methods, attaining an optimized effect in 3D scene
visualization quality. In terms of rendering outcomes, the framework significantly preserves
“highlight” information on reflective ground surfaces, notably reducing speckle noise and
rendering inaccuracies, while the representation of distant details closely matches the actual
environment. This framework achieves a balance between expediting the training process
and improving rendering quality by prioritizing computational resource allocation to the
most detail-rich areas of the scene and using a series of optimization strategies to make
efficient use of the limited sample budget. We plan to introduce several key technologies in
our future research to enhance system performance and scalability. First, to address the
resolution limitations, we will explore the use of super-resolution algorithms [44] to enhance
the detail rendering capabilities of our images. Furthermore, considering the need for real-
time rendering, we plan to employ baking algorithms [26] to accelerate the rendering
process. To improve the scalability of our system, we will test our method on larger
datasets and consider integrating more advanced computational techniques and specific
scaling technologies. Specifically, we will investigate vertical scaling technologies [35,45]
designed for generating data representations at varying scales, including earth-scale, which
are crucial for efficiently processing extensive scenes; we will also explore horizontal
scaling [14] through distributed processing, ensuring our method can handle broader
scenes while maintaining quality and coherence. Additionally, to overcome the limitations
encountered with a single GPU when processing large-scale and complex datasets, we plan
to adopt a multi-GPU system in our future research.

By implementing these plans, we aim to significantly enhance the practical perfor-
mance and adaptability of our method. Inspired by findings from [46], we also plan
to design new metrics that effectively describe the rendering quality of NeRF models
across various spatial scales and resolutions, thereby enhancing the efficiency of rendering
effect assessments.
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Appendix A

This appendix includes graphs depicting the changes in Peak Signal-to-Noise Ratio
(PSNR), Structural Similarity Index Measure (SSIM), and Learned Perceptual Image Patch
Similarity (LPIPS) over time for each tested scenario. As depicted in Figure A1, these
graphs quantitatively demonstrate how the performance metrics of our model evolve as
a function of training time. In the graphs, the horizontal axis represents time, showing
the progression of model optimization over the duration of the training. The vertical
axis represents the metric values, where typically, the graphs for PSNR and SSIM exhibit
an upward trend, indicating improvements in image fidelity and structural similarity as
training progresses. Conversely, the graphs for LPIPS generally show a downward trend,
reflecting enhanced perceptual similarity between the generated images and the ground
truth. These visualizations help to understand the convergence behavior of our model and
highlight the effectiveness of the training methodology used in this study.
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