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Abstract: In this paper, two inverse problems for the fractional diffusion-wave equation that use
final data are considered. The first problem consists in the determination of two time-dependent
source terms. Uniqueness for this inverse problem is established under an assumption that given
space-dependent factors of these terms are “sufficiently different”. The proof uses asymptotical
properties of Mittag–Leffler functions. In the second problem, the aim is to reconstruct a location
and time history of a point source. The uniqueness for this problem is deduced from the uniqueness
theorem for the previous problem in the one-dimensional case.
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1. Introduction

Fractional diffusion-wave equations (FDWE) are widely used to model anomalous
diffusion, and wave processes in physics, chemistry, and biology [1–4]. Applications of
FDWE also occur in engineering sciences [5].

Often parameters of models are unknown. To determine the parameters, inverse
problems that use measurements of states of the processes are solved [6–11]. Depending
on possibilities, the state can be measured at a boundary of a domain where the process is
going on, in a subdomain or at fixed time values, e.g., at a final time moment.

An important practical inverse problem for a diffusion equation is the determination of
the location or time history of groundwater or atmospheric pollution sources [12,13]. In case
the medium is accessible, then it is possible to measure the concentration of the pollution at
a final time moment over the domain and use this information in the inverse problem.

The problems to determine space-dependent components of source factors of FDWE
from final measurements of states are well-studied [14–20]. On the other hand, problems to
determine time-dependent components of sources of FDWE from final data have received
very little attention. In [9], these problems were discussed from a general viewpoint and
in [21] the uniqueness of a solution to a problem to determine a single time-dependent
source factor of FDWE was proved. The method of the paper [21] is based on power-type
asymptotic expansions of Mittag–Leffler functions occurring in the formula of solution of
a corresponding direct problem. However, these expansions can be used in the inverse
problem only if the time-dependent source factor is a priori known in an arbitrarily small left
neighborhood (T− ε, T) of the final time value T. We also mention that a similar uniqueness
result was obtained in [22] for a problem that involves unknown time-dependent boundary
conditions instead of the time-dependent source factor.
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In this paper, we will consider two inverse problems. In the first problem, the
source function of FDWE consists of two addends of the form of products of known
space-dependent and unknown time-dependent functions. We will prove that two time-
dependent factors are uniquely recovered by the final values of the state. The basic idea of
the proof is that if the given two space-dependent components are “sufficiently different”
in a certain sense, then from the series of Fourier coefficients of the final state, we can
extract 2 subseries that can be asymptotically used to construct two separate families of
integral equations for both unknown time-dependent terms. These equations lead to the
uniqueness result. This technique is a further development of the method presented in [21],
where a problem with a single unknown was considered.

In the second inverse problem, the aim is to construct a location and time history of
a point source in FDWE. We deduce the uniqueness of this problem from the uniqueness
theorem for the previous problem in the one-dimensional case. We emphasize that this
is the first time when a problem of simultaneous reconstruction of unknown time- and
space-dependent source terms from final data is studied.

As in [21], the results of the present paper are obtained under the additional assump-
tion that the unknown time-dependent terms are a priori known in an arbitrarily small left
neighborhood (T − ε, T) of the final time value T.

The plan for the paper is as follows. In Section 2, we will formulate the inverse
problems. Section 3 has mainly a referative character. There we introduce some concepts
and refer to mathematical sentences we need in our further analysis. Sections 4 and 5
contain the main results of the paper. There we prove the uniqueness of solutions to the
posed inverse problems. In Section 6, we will give conclusions.

2. Formulation of Problems

Let Ω ⊂ Rd, d ∈ N, be an open bounded domain. We assume that in case d ≥ 2
the boundary ∂Ω of Ω is of the class C2. Moreover, let T > 0 and consider the following
equation (cf. [21,23]):

CDα
t u(t, x)−κ∆u(t, x) = F(t, x), x ∈ Ω, t ∈ (0, T), (1)

where CDα
t is the Caputo–Djrbashian fractional derivative of the order α ∈ (0, 1) ∪ (1, 2)

defined by the formula [24]

CDα
t w(t) =

∫ t

0

(t− τ)bαc−α

Γ(1 + bαc − α)
w(bαc+1)(τ)dτ, (2)

b·c denotes the floor function, ∆ is the Laplacian and κ is a positive number.
Equation (1) is called the fractional diffusion-wave equation. It governs subdiffusion

(the case α ∈ (0, 1)) and superdiffusion or fractional wave (the case α ∈ (1, 2)) processes.
The function u is a state of the process, and F is a source function. There are two methods
to derive Equation (1). One approach is based on modeling continuous time random walk
processes of particles at the micro-level. The obtained master equation leads to (1) after
homogenization [25,26]. Another approach is partly classical and consists in inserting a
constitutive relation with memory to a conservation equation [27].

Let us bring in (2) one derivative from the function w to the front of the integral. Then
we obtain the following expression:

CDα
t w(t) = RDα−bαc

t

[
w(bαc)(t)− w(bαc)(0)

]
, (3)

where RDβ
t w(t) is the Rieman–Liouville fractional derivative of the order β ∈ (0, 1) [24]

given by the formula

RDβ
t w(t) =

d
dt

∫ t

0

(t− τ)−β

Γ(1− β)
w(τ)dτ. (4)
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The representation (3) requires less regularity of w than (2).
Further, let us introduce initial and boundary conditions and modify the Equation (1)

according to the formula (3). Then we obtain the following direct problem for the state
function u:

RDα−bαc
t

[
∂bαc

∂tbαc
u− ϕbαc

]
(t, x)−κ∆u(t, x) = F(t, x), x ∈ Ω, t ∈ (0, T), (5)

∂j

∂tj u(t, x)|t=0= ϕj(x), x∈Ω, j∈{0; bαc}, u(t, x)=0, t∈ (0, T), x∈∂Ω. (6)

In this paper, we will consider two inverse problems for Equation (5). In the first
problem, we assume that the source function F has the form

F(t, x) = g(t) f (x) + g̃(t) f̃ (x), (7)

where f , f̃ and given but g, g̃ are unknown. To recover the unknowns, the final condition

u(T, x) = ψ(x) (8)

is prescribed with a given function ψ. Thus, the inverse problem consists in finding the
triplet (g, g̃, u) satisfying (5)–(8).

In the second inverse problem we assume that d = 1, Ω = (0, 1) and

F(t, x) = g(t)δ(x− x0), (9)

where δ is the Dirac delta distribution and x0 ∈ (0, 1). The aim is to find the triplet (g, x0, u)
that satisfies (5), (6), (8), and (9).

Since the second inverse problem involves δ(x − x0), we need to treat the direct
problem in the distributional sense with respect to the space variable. We will introduce
the concept of a generalized solution to the direct problem (Section 3.3) and prove the
uniqueness results for the inverse problems in the generalized setting.

3. Preliminaries
3.1. Spaces Related to the Operator L = −κ∆

Let us introduce the operator

L = −κ∆ with the domain D(L) = {z ∈W2
2 (Ω) : z|∂Ω = 0} in L2(Ω).

Let (λk, vk), k ∈ N denote the pairs of eigenvalues and eigenfunctions of L, i.e.,
Lvk = λkvk, k ∈ N. We assume that the eigenvalues are ordered nondecreasingly, i.e.,
0 < λ1 ≤ λ2 ≤ . . . and the eigenfunctions are orthonormed in L2(Ω). Then (vk)k∈N forms
a basis in L2(Ω).

For any z ∈ L2(Ω), we will denote the k-s Fourier coefficient of z by means of the
subscript k, i.e.,

zk = 〈z, vk〉L2(Ω), k ∈ N. (10)

It is well-known that the following quantity:

‖z‖D(L) =

[
∞

∑
k=1

λ2
k |zk|2

] 1
2
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is a norm in the space D(L), the operator L is a bijection from D(L) to L2(Ω) and the
ormulas

Lz =
∞

∑
k=1

λkzkvk, z ∈ D(L), L−1z =
∞

∑
k=1

λ−1
k zkvk, z ∈ L2(Ω)

are valid.
Let us define nonnegative powers of L and their domains as follows:

Lγz(x) =
∞

∑
k=1

λ
γ
k zkvk(x),

Dγ =

z ∈ L2(Ω) : ‖z‖Dγ
:=

[
∞

∑
k=1

λ
2γ
k |zk|2

] 1
2

< ∞

, γ ≥ 0.

Evidently, D0 = L2(Ω) and D1 = D(L). The set Dγ is a Hilbert space endowed by the
inner product

〈y, z〉Dγ
=

∞

∑
k=1

λ
2γ
k ykzk.

Moreover,
Dγ2 ↪→ Dγ1 , 0 ≤ γ1 < γ2.

Let us introduce the family of Gelfand triples Dγ ↪→ L2(Ω) ↪→ D′γ, γ > 0, define

D−γ := D′γ, γ > 0,

and denote the value of the functional z ∈ D−γ, γ > 0, applied to ζ ∈ Dγ by 〈z, ζ〉−γ.
Then it holds that

〈z, ζ〉−γ = 〈z, ζ〉L2(Ω) for z ∈ L2(Ω), ζ ∈ Dγ, γ > 0. (11)

Moreover,

D−γ1 ↪→ D−γ2 , 0 < γ1 < γ2, (12)

〈z, ζ〉−γ1 = 〈z, ζ〉−γ2 , z ∈ D−γ1 , ζ ∈ Dγ2 , 0 < γ1 < γ2. (13)

Since vk, k ∈ N, belongs to ∩s>0Ds, it is an argument of any distribution z ∈ D−γ,
γ > 0. Let γ > 0 and z ∈ D−γ. We define the generalized Fourier coefficients of the
distribution z by the formula

z−γ,k = 〈z, vk〉−γ, k ∈ N. (14)

Due to (11) and (13), z−γ1,k = z−γ2,k for z ∈ D−γ1 , 0 < γ1 < γ2 and z−γ,k = zk for
z ∈ L2(Ω). Therefore, z−γ,k is an extension of zk, and we will omit the first subscript −γ in
its notation.

The quantity 〈z, ζ〉−γ can expressed as

〈z, ζ〉−γ =
∞

∑
k=1

zkζk, ζ ∈ Dγ, z ∈ D−γ,

and the norm in the space D−γ has the formula

‖z‖D−γ
=

[
∞

∑
k=1

λ
−2γ
k |zk|2

] 1
2

.
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Finally, let us extend the operator L outside D(L). For any γ < 1 we define Lγ as an
operator that maps Dγ to Dγ−1 by the formula

〈Lγz, ζ〉γ−1 =
∞

∑
k=1

λkzkζk, ζ ∈ D1−γ, z ∈ Dγ.

We note that Lγ1 z = Lγ2 z for z ∈ Dγ2 , γ1 < γ2 < 1 and Lγz = Lz for z ∈ D(L), γ < 1.
This means that Lγ is an extension of the operator L and we will omit the subscript γ in
further formulas.

3.2. Abstract Functional Spaces: Riemann–Liouville Fractional Integral and Derivative

Let X be a complex Banach space and G ⊆ R. We introduce the following spaces of
Bochner’s measurable functions in G with values in X:

Lp(G; X) =

{
w :

∫
G
‖w(t)‖p

Xdt < ∞
}

, p ∈ [1, ∞),

L∞(G; X) =

{
w : ess sup

t∈G
‖w(t)‖X < ∞

}
,

W l
p(G; X) =

{
w : w(j) ∈ Lp(G; X), j = 0, . . . , l

}
, p ∈ [1, ∞], l ∈ N,

C(G; X) = {w : w is continuous in G},

Cl(G; X) =
{

w : w(j) ∈ C(G; X), j = 0, . . . , l
}

, l ∈ N,

Hs
p(R; X) =

{
w ∈ Lp(R; X) : F−1|ξ|sFw ∈ Lp(R; X)

}
, p ∈ (1, ∞), s > 0,

where F denotes the Fourier transform with the argument ξ,

Hs
p((0, T); X) =

{
w|(0,T) : w ∈ Hs

p(R; X)
}

, p ∈ (1, ∞), s > 0,

0Hs
p((0, T); X) =

{
w|(0,T) : w ∈ Hs

p(R; X), supp w ⊆ [0, ∞)
}

, p ∈ (1, ∞), s > 0.

In case X = C, we drop the value space C in these notations.
The Riemann–Liouville fractional integral Iβ

t and Riemann–Lioville fractional deriva-
tive RDβ

t of the order β ∈ (0, 1) of a Bochner measurable function w : (0, T) 7→ X are
formally given by the relations

Iβ
t w(t) =

∫ t

0

(t− τ)β−1

Γ(β)
w(τ)dτ,

RDβ
t w(t) =

d
dt

∫ t

0

(t− τ)−β

Γ(1− β)
w(τ)dτ,

respectively.
Let us formulate a lemma that gives a relationship between Iβ

t and RDβ
t .

Lemma 1 ([28]). Let X be a complex Hilbert space, β ∈ (0, 1) and p ∈ (1, ∞). The operator Iβ
t is

a bijection from Lp((0, T); X) onto 0Hβ
p ((0, T); X), the operator RDβ

t is the left inverse of Iβ
t and

‖w‖
0 Hβ

p ((0,T);X)
= ‖RDβ

t w‖Lp((0,T);X)

is a norm in the space 0Hβ
p ((0, T); X). Moreover, in the case p ∈ ( 1

β , ∞) it hold
Hβ

p ((0, T); X) ↪→ C([0, T]; X) and w(0) = 0 for w ∈ 0Hβ
p ((0, T); X).
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3.3. Generalized Solution of Direct Problem

To generalize the direct problem, we define the following spaces:

u ∈ Uα,s,γ =
{

u ∈ Cbαc([0, T];Dγ) ∩ Ls((0, T);Dγ+1) :

u(bαc) − u(bαc)(0) ∈ 0Hα−bαc
s ((0, T);Dγ)

}
,

α ∈ (0, 1) ∪ (1, 2), s > 1, γ ∈ R.

Let α ∈ (0, 1) ∪ (1, 2), F ∈ Ls((0, T);Dγ) and ϕj ∈ Dγ, j ∈ {0; bαc}, for some s > 1,
γ ∈ R. We call a function u ∈ Uα,s,γ a generalized solution of the direct problem if

RDα−bαc
t (u(bαc) − ϕbαc)(t) + Lu(t) = F(t) a.e. t ∈ (0, T), (15)

and

u(j)(0) = ϕj, j ∈ {0; bαc}. (16)

Note that if u is a generalized solution of the direct problem, then due to the definition
of the extension of L in Section 3.1 and Lemma 1, all addends included in the Equation (15)
belong to Ls((0, T);Dγ).

We also mention that if γ ≥ 0 then all terms in (15) become regular distributions in Ω
and the function u(t, x) = (u(t))(x) is a strong solution of the direct problem (5) and (6).

Theorem 1. Let α ∈ (0, 1) ∪ (1, 2).

(i) Let the direct problem have a generalized solution u ∈ Uα,s,γ for some s > 1, γ ∈ R. If
ϕj = 0, j ∈ {0; bαc}, and F = 0 then u = 0.

(ii) Let F(t) = g(t) f + g̃(t) f̃ , where f , f̃ ∈ Dγ and g, g̃ ∈ Lp(0, T) for some γ ∈ R and
p > 1

α−bαc . Moreover, assume that ϕj ∈ Dγ+rj , j ∈ {0; bαc}, for some rj > 1− j
α −

1
pα .

Then the direct problem has a generalized solution u that belongs to any space Uα,p,γ′ , γ′ < γ,
and its Fourier coefficients have the formulas

uk(t) =
bαc

∑
j=1

ϕj,ktjEα,j+1(−λktα)

+ fk

∫ t

0
(t−τ)α−1Eα,α(−λk(t−τ)α)g(τ)dτ

+ f̃k

∫ t

0
(t−τ)α−1Eα,α(−λk(t−τ)α)g̃(τ)dτ, t ∈ [0, T], k ∈ N.

(17)

Here Eα,β is the two-parametric Mittag–Leffler function.

Proof. The assertion (i) and the assertion (ii) in case g̃ f̃ = 0 (i.e., F(t) = g(t) f ) were proved
in [21]. The generalization of (ii) to the case g̃ f̃ 6= 0 is immediate.

Let us denote

D =
⋃

γ∈R
Dγ.

By means of this notation, we can reformulate the statement (ii) of Theorem 1 in the
following simpler form:

Corollary 1. Let α ∈ (0, 1) ∪ (1, 2), ϕj ∈ D, j ∈ {0; bαc}, and F(t) = g(t) f + g̃(t) f̃ , where
f , f̃ ∈ D and g, g̃ ∈ Lp(0, T) for some p > 1

α−bαc . Then the direct problem has a generalized
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solution in the space Uα,p,γ for some γ ∈ R and its Fourier coefficients are expressed by the
formulas (17).

3.4. Inverse Problem to Determine a Single Time-Dependent Source Factor

In this subsection, we present a previously published uniqueness result for an inverse
problem to determine a time-dependent component g of the source function of the form

F(t) = g(t) f , (18)

where the element f is given.
Let us define the following class of degenerate elements of L2(Ω):

F0 = { f ∈ L2(Ω) : ∃k0 ∈ N : fk = 0, k ≥ k0}.

Evidently, F0 ⊂
⋂

γ∈R
Dγ.

Theorem 2 ([21]). Let α ∈ (0, 1) ∪ (1, 2), f ∈ D \ F0, and g ∈ Lp(0, T) for some p > 1
α−bαc . If

ϕj = 0, j ∈ {0; bαc}, g(t) = 0 a.e. t ∈ (T− ε, T) for some ε ∈ (0, T) and the generalized solution
of the direct problem with F of the form (18) satisfies u(T) = 0 then g = 0 and u = 0.

4. Inverse Problem to Determine Two Time-Dependent Source Factors

In this section, we will treat the problem to determine two time-dependent source
factors in a generalized setting.

Let α ∈ (0, 1) ∪ (1, 2) and suppose that F has the form

F(t) = g(t) f + g̃(t) f̃ , (19)

where g, g̃ ∈ Ls(0, T) for some s > 1 and f , f̃ ∈ D. Assume that the elements f , f̃ and initial
data ϕj ∈ D, j ∈ {0; bαc}, are given but g, g̃ are unknown. In addition, we assume that the
generalized solution of the direct problem satisfies the final condition

u(T) = ψ, (20)

where ψ is a prescribed element of D. The aim is to determine the triplet (g, g̃, u).
To handle this problem, we need to introduce some additional sets. With any pair of

non-degenerate elements f , f̃ ∈ D \ F0 we associate the set

K f , f̃ = {k ∈ N : | fk|+ | f̃k| 6= 0}.

We also define the following set of pairs of non-degenerate elements f , f̃ that have
“similar” asymptotics of Fourier coefficients:

Psim =
{
( f , f̃ ) ∈ (D \ F0)

2 : ∃k1 ∈ N, m ∈ Z, c ∈ C \ {0} :

fk 6= 0, f̃k 6= 0 for k ≥ k1, k ∈ K f , f̃ and lim
k→∞

k∈K
f , f̃

λm
k

f̃k
fk

= c
}

.

In the following theorem, we will prove the uniqueness of the posed inverse problem
in the case f and f̃ are non-degenerate and have not a “similar” asymptotics in the sense of
the definition of Psim.

Theorem 3. Let α ∈ (0, 1) ∪ (1, 2), ( f , f̃ ) ∈ (D \ F0)
2 \ Psim and g, g̃ ∈ Lp(0, T) for some

p > 1
α−bαc . If ϕj = 0, j ∈ {0; bαc}, g(t) = g̃(t) = 0 a.e. t ∈ (T − ε, T) for some ε ∈ (0, T) and
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the generalized solution of the direct problem with F of the form (19) satisfies u(T) = 0 then g = 0,
g̃ = 0 and u = 0.

Proof of this theorem uses the following two lemmas:

Lemma 2 ( [22]). Let α ∈ (0, 1) ∪ (1, 2) and g ∈ L1(0, T − ε) for some ε ∈ (0, T). Then, for any
N ∈ N, ∫ T−ε

0
(T − τ)α−1Eα,α(−λk(T − τ)α)g(τ)dτ

=
N

∑
n=1

(−1)n

Γ(−nα)

∫ T−ε

0

g(τ)dτ

(T − τ)nα+1
1

λn+1
k

+ O

(
1

λN+2
k

)
as k→ ∞.

(21)

Lemma 3 ( [22]). Let α ∈ (0, 1) ∪ (1, 2), g ∈ L1(0, T − ε) for some ε ∈ (0, T) and

1
Γ(−nα)

∫ T−ε

0

g(τ)dτ

(T − τ)nα+1 = 0, n ∈ N.

Then, g(t) = 0 a.e. t ∈ (0, T − ε).

Proof of Theorem 3. Let ϕj = 0, j ∈ {0; bαc}, g(t) = g̃(t) = 0 a.e. t ∈ (T − ε, T) for some
ε ∈ (0, T) and the generalized solution of the direct problem with F of the form (19) satisfy
u(T) = 0. We aim to show that g(t) = g̃(t) = 0 a.e. t ∈ (0, T − ε). Then due to the
assumption g(t) = g̃(t) = 0 a.e. t ∈ (T − ε, T) we have F = 0 and Theorem 1 (i) implies
u = 0; hence the assertion of the theorem follows.

Due to (17) and the imposed assumptions we have

fk

∫ T−ε

0
(T − τ)α−1Eα,α(−λk(T − τ)α)g(τ)dτ

+ f̃k

∫ T−ε

0
(T − τ)α−1Eα,α(−λk(T − τ)α)g̃(τ)dτ = 0, k ∈ N. (22)

The assumption ( f , f̃ ) ∈ (D \ F0)
2 \ Psim implies that for any m ∈ Z at least one of

the following statements (23)–(25) is valid:

there exists a subsequence (k[m]i)i∈N ⊆ K f , f̃ such that

fk[m]i
6= 0, i ∈ N, and lim

i→∞
λm

k[m]i

f̃k[m]i
fk[m]i

= 0;

 (23)

there exist subsequences (k[m]1,i)i∈N, (k[m]2,i)i∈N ⊂ K f , f̃ ,

and c1, c2 ∈ C \ {0}, c1 6= c2, such that

fk[m]j,i
6= 0, f̃k[m]j,i

6= 0, i ∈ N, j = 1, 2,

and lim
i→∞

λm
k[m]j,i

f̃k[m]j,i
fk[m]j,i

= cj, j = 1, 2;


(24)

there exists a subsequence (k̂[m]i)i∈N ⊆ K f , f̃ such that

f̃k̂[m]i
6= 0, i ∈ N, and lim

i→∞
λ−m

k̂[m]i

fk̂[m]i
f̃k̂[m]i

= 0.

 (25)

Since lim
k→∞

λk = ∞, we can draw the following conclusions. If (23) is valid for some

m = m0 then (23) holds for all m ≤ m0 − 1. If (25) is valid for some m = m0 then (25) holds
for all m ≥ m0 + 1. Consequently, at least one of the following four cases occurs:
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1◦ (23) is valid for all m ∈ Z;

2◦ there exists m0 ∈ Z such that (24) is valid for m = m0;

3◦ there exists m0 ∈ Z such that (23) is valid for m = m0 and (25) is valid for m = m0 + 1;

4◦ (25) is valid for all m ∈ Z.

Firstly, let us consider the case 2◦ and suppose that m0 ≥ 0. From (22), we have∫ T−ε

0
(T − τ)α−1Eα,α(−λkj,i

(T − τ)α)g(τ)dτ

+λm0
kj,i

f̃kj,i

fkj,i

1
λm0

kj,i

∫ T−ε

0
(T − τ)α−1Eα,α(−λkj,i

(T − τ)α)g̃(τ)dτ = 0, i ∈ N, j = 1, 2,

where k j,i = k[m0]j,i. Let us choose some N ∈ N, N ≥ m0 + 1. Using Lemma 2 for

the term
∫ T−ε

0 (T − τ)α−1Eα,α(−λkj,i
(T − τ)α)g(τ)dτ and Lemma 2 with N replaced by

N−m0 for the term
∫ T−ε

0 (T− τ)α−1Eα,α(−λkj,i
(T− τ)α)g̃(τ)dτ and observing the relation

lim
i→∞

λkj,i
= ∞ as well as the boundedness of the sequence

(
λm0

kj,i

f̃kj,i
fkj,i

)
i∈N

, we deduce

Θm0

m0

∑
n=1

(−1)n

Γ(−nα)

∫ T−ε

0

g(τ)dτ

(T − τ)nα+1︸ ︷︷ ︸
In

1
λn+1

kj,i

+
N

∑
n=m0+1

[ (−1)n

Γ(−nα)

∫ T−ε

0

g(τ)dτ

(T − τ)nα+1︸ ︷︷ ︸
In

+
(−1)n−m0

Γ(−(n−m0)α)

∫ T−ε

0

g̃(τ)dτ

(T − τ)(n−m0)α+1︸ ︷︷ ︸
Ĩn−m0

λm0
kj,i

f̃kj,i

fkj,i

]

× 1
λn+1

kj,i

= O

 1
λN+2

kj,i

 as i→ ∞, j = 1, 2, (26)

where

Θm0 = 1 if m0 ≥ 1 and Θm0 = 0 if m0 = 0. (27)

If any of the quantities In, n = 1, . . . , m0, differs from zero, then the left-hand side
of (26) has lower order asymptotics than the right-hand side of (26) in the process i→ ∞.
Consequently, In = 0, n = 1, . . . , m0, i.e.

1
Γ(−nα)

∫ T−ε

0

g(τ)dτ

(T − τ)nα+1 = 0, n = 1, . . . , m0. (28)

This means that the first sum at the left-hand side of (26) vanishes. Now we multiply (26)

by λm0+2
kj,i

and send i to ∞. Taking the relations lim
i→∞

λm0
kj,i

f̃kj,i
fkj,i

= cj, j = 1, 2, into account, we

reach the following system of equations:

Im0+1 + cj Ĩ1 = 0 j = 1, 2.
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Since c1 6= c2, we obtain Im0+1 = Ĩ1 = 0. Thus,

1
Γ(−(m0 + 1)α)

∫ T−ε

0

g(τ)dτ

(T − τ)(m0+1)α+1
= 0,

1
Γ(−α)

∫ T−ε

0

g̃(τ)dτ

(T − τ)α+1 = 0.

Multiplying (26) next by λm0+3
kj,i

and sending i to ∞ we reach a system of equations that

yields Im0+2 = Ĩ2 = 0. Hence

1
Γ(−(m0 + 2)α)

∫ T−ε

0

g(τ)dτ

(T − τ)(m0+2)α+1
= 0,

1
Γ(−2α)

∫ T−ε

0

g̃(τ)dτ

(T − τ)2α+1 = 0.

Continuing this process, we deduce the relations

1
Γ(−nα)

∫ T−ε

0

g(τ)dτ

(T − τ)nα+1 = 0, n = m0 + 1, . . . , N,

1
Γ(−nα)

∫ T−ε

0

g̃(τ)dτ

(T − τ)nα+1 = 0, n = 1, . . . , N −m0.
(29)

Since N ≥ m0 + 1 was chosen arbitrarily, (28) and (29) imply

1
Γ(−nα)

∫ T−ε

0

g(τ)dτ

(T − τ)nα+1 =
1

Γ(−nα)

∫ T−ε

0

g̃(τ)dτ

(T − τ)nα+1 = 0, n ∈ N. (30)

Lemma 3 implies g(t) = g̃(t) = 0 a.e. t ∈ (0, T − ε).

The case 2◦, m0 < 0, reduces to the case 2◦ with m0 replaced by −m0 if we exchange

the roles of fk and f̃k and rewrite the limit relations in (24) in the form lim
i→∞

λ−m
k[m]j,i

fk[m]j,i

f̃k[m]j,i

= 1
cj

,

j = 1, 2, with m = m0.

Secondly, we consider the case 3◦, m0 ≥ 0. Let us choose N ∈ N, N ≥ m0 + 2 and

denote ki = k[m0]i, k̂i = k̂[m0 + 1]i. Using the boundedness of the sequences
(

λm0
ki

f̃ki
fki

)
i∈N

and
(

λ−m0−1
k̂i

fk̂i
f̃k̂i

)
i∈N

and applying arguments similar to the ones used in the previous case,

we deduce the relations

Θm0

m0

∑
n=1

(−1)n

Γ(−nα)

∫ T−ε

0

g(τ)dτ

(T − τ)nα+1︸ ︷︷ ︸
In

1
λn+1

ki

+
N

∑
n=m0+1

[ (−1)n

Γ(−nα)

∫ T−ε

0

g(τ)dτ

(T − τ)nα+1︸ ︷︷ ︸
In

+
(−1)n−m0

Γ(−(n−m0)α)

∫ T−ε

0

g̃(τ)dτ

(T − τ)(n−m0)α+1︸ ︷︷ ︸
Ĩn−m0

λm0
ki

f̃ki

fki

]

× 1
λn+1

ki

= O

(
1

λN+2
ki

)
as i→ ∞ (31)
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and

Θm0+1

m0+1

∑
n=1

(−1)n

Γ(−nα)

∫ T−ε

0

g(τ)dτ

(T − τ)nα+1︸ ︷︷ ︸
In

λ−m0−1
k̂i

fk̂i

f̃k̂i

1
λn+1

k̂i

+
N

∑
n=m0+2

[ (−1)n

Γ(−nα)

∫ T−ε

0

g(τ)dτ

(T − τ)nα+1︸ ︷︷ ︸
In

λ−m0−1
k̂i

fk̂i

f̃k̂i

+
(−1)n−m0−1

Γ(−(n−m0 − 1)α)

∫ T−ε

0

g̃(τ)dτ

(T − τ)(n−m0−1)α+1︸ ︷︷ ︸
Ĩn−m0−1

]

× 1
λn+1

k̂i

= O

 1
λN+2

k̂i

 as i→ ∞. (32)

Like in the previous case, from (31) we deduce In = 0, n = 1, . . . , m0, that implies (28).
Thus, the first sum at the left-hand side of (31) vanishes. Now we multiply (31) by λm0+2

ki

and send i to ∞. Since lim
i→∞

λm0
ki

f̃ki
fki

= 0, we obtain Im0+1 = 0. Therefore,

1
Γ(−(m0 + 1)α)

∫ T−ε

0

g(τ)dτ

(T − τ)(m0+1)α+1
= 0.

Next, we turn to (32). Since In = 0, n = 1, . . . , m0 + 1, the first sum at the left-hand

side of (32) vanishes. We multiply (32) by λm0+3
k̂i

and send i to ∞. Since lim
i→∞

λ−m0−1
k̂i

fk̂i
f̃k̂i

= 0,

we obtain Ĩ1 = 0 that implies

1
Γ(−α)

∫ T−ε

0

g̃(τ)dτ

(T − τ)α+1 = 0.

Having performed these operations, we return to (31). Since Im0+1 = Ĩ1 = 0, the first
addend of the second sum at the left-hand side of (31) vanishes. Multiplying (31) by λm0+3

ki
and sending i to ∞ we obtain Im0+2 = 0 that implies

1
Γ(−(m0 + 2)α)

∫ T−ε

0

g(τ)dτ

(T − τ)(m0+2)α+1
= 0.

Then we turn again to (32). In view of Im0+2 = Ĩ1 = 0, the first addend of the second
sum at the left-hand side of (32) vanishes. Multiplying (32) by λm0+4

k̂i
and sending i to ∞

we deduce Ĩ2 = 0. Therefore,

1
Γ(−2α)

∫ T−ε

0

g̃(τ)dτ

(T − τ)2α+1 = 0.

Continuing this process, we obtain the family of relations

1
Γ(−nα)

∫ T−ε

0

g(τ)dτ

(T − τ)nα+1 = 0, n = m0 + 1, . . . , N,

1
Γ(−nα)

∫ T−ε

0

g̃(τ)dτ

(T − τ)nα+1 = 0, n = 1, . . . , N −m0 − 1.
(33)
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Since N ≥ m0 + 2 was chosen arbitrarily, (28) and (33) imply (30). Lemma 3 yields
g(t) = g̃(t) = 0 a.e. t ∈ (0, T − ε).

The case 3◦, m0 < 0, reduces to the case 3◦ with m0 replaced by −m0 if we exchange
the roles of fk and f̃k. Then (25) with m = m0 + 1 becomes (23) with m = −m0 − 1 and (23)
with m = m0 becomes (25) with m = −m0.

Thirdly, we consider the case 1◦. Let N ∈ N and denote ki = k[N]i. From (22) due
Lemma 2 we have

N

∑
n=1

(−1)n

Γ(−nα)

∫ T−ε

0

g(τ)dτ

(T − τ)nα+1
1

λn+1
ki

+
N

∑
n=1

(−1)n

Γ(−nα)

∫ T−ε

0

g̃(τ)dτ

(T − τ)nα+1 λN
ki

f̃ki

fki

1
λn+N+1

ki

= O

(
1

λN+2
ki

)
as i→ ∞. (34)

Since lim
i→∞

λN
ki

f̃ki
fki

= 0, we deduce from (34)

1
Γ(−nα)

∫ T−ε

0

g(τ)dτ

(T − τ)nα+1 = 0 (35)

for n = 1, . . . , N. Since N ∈ N was chosen arbitrarily, (35) is valid for all n ∈ N. Lemma 3
yields g(t) = 0 a.e. t ∈ (0, T − ε). Now (22) takes the form

f̃k

∫ T−ε

0
(T − τ)α−1Eα,α(−λk(T − τ)α)g̃(τ)dτ = 0, k ∈ N.

Since f̃ 6∈ F0, there exists a sequence (k̃i)i∈N such that f̃k̃i
6= 0, i ∈ N. By means of

Lemma 2, we deduce

N

∑
n=1

(−1)n

Γ(−nα)

∫ T−ε

0

g̃(τ)dτ

(T − τ)nα+1
1

λn+1
k̃i

= O

 1
λN+2

k̃i

 as i→ ∞

for any N ∈ N. Handling this relation similarly to (34) we reach g̃(t) = 0 a.e. t ∈ (0, T− ε).
Finally, case 4◦ reduces to case 1◦ if we exchange the roles of f̃k and fk there.

Example 1. Let d = 1, Ω = (0, 1), κ = 1 and

f (x) =

{
1 if 0 < x < 1

2 ,

0 if 1
2 < x < 1,

f̃ (x) =

{
0 if 0 < x < 1

2 ,

1 if 1
2 < x < 1.

Then λk = (πk)2, vk(x) =
√

2 sin kπx, k ∈ N, and

fk =

√
2

kπ

(
1− cos

kπ

2

)
, f̃k =

√
2

kπ

(
cos

kπ

2
− cos kπ

)
, k ∈ N.

Note that(
1− cos

kπ

2

)
k∈N

= (1, 2, 1, 0, . . .),
(

cos
kπ

2
− cos kπ

)
k∈N

= (1,−2, 1, 0, . . .).
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Therefore, f , f̃ ∈ D \ F0, K f , f̃ = N \ {4j : j ∈ N} and fk 6= 0, f̃k 6= 0 for any k ∈ K f , f̃ .

Clearly, the sequence
(

λm
k

f̃k
fk

)
k∈K f , f̃

has not a limit in C \ {0} for any m ∈ Z. Consequently,

( f , f̃ ) ∈ (D \ F0)
2 \ Psim and assumptions of Theorem 3 are satisfied for the pair f , f̃ .

5. Inverse Problem to Determine Location and Time History of a Point Source

In this section, we will study the problem of simultaneous reconstruction of the
location and time history of a point source in the one-dimensional case.

Let us formulate this problem in a generalized setting. Let α ∈ (0, 1) ∪ (1, 2), d = 1,
Ω = (0, 1) and

F(t) = g(t)δ(· − x0),

where g ∈ Ls(0, T) for some s > 1 and x0 ∈ (0, 1). Note that δ(· − x0) ∈ D−1. Suppose
that g and x0 are unknown. Further, assume that ϕj ∈ D, j ∈ {0; bαc}, are given, and the
generalized solution of the direct problem satisfies the final condition (20), where ψ is a
prescribed element of D. The inverse problem consists of the determination of the triplet
(g, x0, u).

The next theorem provides uniqueness for this inverse problem.

Theorem 4. Let α ∈ (0, 1) ∪ (1, 2), d = 1, Ω = (0, 1), x0, x̃0 ∈ (0, 1) and g, g̃ ∈ Lp(0, T)
for some p > 1

α−bαc . Let ϕj ∈ D, j ∈ {0; bαc}, g(t) = g̃(t) = 0 a.e. t ∈ (T − ε, T) for

some ε ∈ (0, T). Moreover, define F(t) = g(t)δ(· − x0), F̃(t) = g̃(t)δ(· − x̃0) and denote the
generalized solutions of the direct problems corresponding to the data vectors (F, ϕj|j∈{0;bαc}) and
(F̃, ϕj|j∈{0;bαc}) by u and ũ, respectively. If u(T) = ũ(T) and g|(0,T−ε) 6= 0 then g = g̃, x0 = x̃0
and u = ũ.

Proof. The spectral data of L = −κ∆ with the domain D(L) = {z ∈ W2
2 (0, 1), z(0) =

z(1) = 0} are λk = κ(kπ)2, vk(x) =
√

2 sin kπx, k ∈ N.
The function U = u− ũ is a generalized solution of the direct problem with zero initial

conditions and the source term of the form

F(t) = g(t) f + (−g̃(t)) f̃ ,

where

f = δ(· − x0), f̃ = δ(· − x̃0). (36)

Moreover, if u(T) = ũ(T) then U(T) = 0.
Evidently, f , f̃ ∈ D \ F0. The basic idea of the proof consists in showing that the im-

plication

x0 6= x̃0 =⇒ ( f , f̃ ) ∈ (D \ F0)
2 \ Psim (37)

is true. Suppose that (37) is valid. Then if x0 6= x̃0, the assumptions of Theorem 3 are
satisfied for f , f̃ . Theorem 3 yields (g,−g̃, U) = 0. This contradicts to the assumption
g|(0,T−ε) 6= 0. Thus, x0 = x̃0, and F reduces to the form F(t) = (g(t)− g̃(t))δ(· − x0). Now
Theorem 2 implies g− g̃ = 0. Finally, Theorem 1 (i) yields U = u− ũ = 0.
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So, it remains to prove (37). Firstly, we consider the case x0 = 1
2 and x̃0 ∈ [(0, 1) ∩

Q] \ { 1
2}. We express x̃0 as x̃0 = r

s where r, s ∈ N and consider the subsequences fk, f̃k,
k = 2(k̄s + 1), where k̄ ∈ N. Noting that

fk =
√

2 sin kπx0, f̃k =
√

2 sin kπx̃0,

we have fk =
√

2 sin(k̄s + 1)π = 0 but f̃k =
√

2 sin(2k̄rπ + 2r
s π) =

√
2 sin 2r

s π 6= 0 because
r
s ∈ (0, 1) \ { 1

2}. Therefore, there exist arbitrarily large values of k such that fk = 0 but
f̃k 6= 0. This is in contradiction with the requirement ∃k1 ∈ N, : fk 6= 0, f̃k 6= 0 for k ≥ k1,
k1 ∈ K f , f̃ , in the definition of Psim. Thus, ( f , f̃ ) ∈ (D \ F0)

2 \ Psim.

Similarly, we reach the relation ( f , f̃ ) ∈ (D \ F0)
2 \ Psim in case x̃0 = 1

2 and
x0 ∈ [(0, 1) ∩Q] \ { 1

2}.
Next, let us consider the case x0 ∈ (0, 1) ∩Q and x̃0 ∈ (0, 1) ∩ I. Then x0 = p

q where

p, q ∈ N. For the subsequences fk, f̃k, k = k̄q, where k̄ ∈ N, it holds fk = 0 but f̃k 6= 0. As
before, this leads to the conclusion that ( f , f̃ ) ∈ (D \ F0)

2 \ Psim.
Similarly, we obtain ( f , f̃ ) ∈ (D \F0)

2 \ Psim in case x̃0 ∈ (0, 1)∩Q and x0 ∈ (0, 1)∩ I.
Now let us deal with the case x0, x̃0 ∈ [(0, 1) ∩Q] \ { 1

2}, x0 6= x̃0. We express x0 = p
q

and x̃0 = r
s where p, q, r, s ∈ N. For the subsequences fk, f̃k, k = 2k̄qs + 1, where k̄ ∈ N,

we have fk =
√

2 sin(2k̄psπ + p
q π) =

√
2 sin x0π 6= 0 and f̃k =

√
2 sin(2k̄rqπ + r

s π) =
√

2 sin x̃0π 6= 0. Therefore, f̃k
fk
= c1 for k = 2k̄qs + 1, k̄ ∈ N, where c1 = sin x̃0π

sin x0π . Moreover,

for the subsequences fk, f̃k, k = 2k̄qs + 2, where k̄ ∈ N, we have fk =
√

2 sin(2k̄psπ +

2 p
q π) =

√
2 sin 2x0π 6= 0 and f̃k =

√
2 sin(2k̄rqπ + 2 r

s π) =
√

2 sin 2x̃0π 6= 0. Therefore,
f̃k
fk
= c2 for k = 2k̄qs + 2, k̄ ∈ N, where c2 = sin 2x̃0π

sin 2x0π = c1
cos x̃0π
cos x0π 6= c1. This shows that the

requirement ∃m ∈ Z, c ∈ C \ {0} : lim
k→∞

k∈K
f , f̃

λm
k

f̃k
fk
= c in Psim is not satisfied. Consequently,

( f , f̃ ) ∈ (D \ F0)
2 \ Psim.

Finally, we consider the case x0, x̃0 ∈ (0, 1)∩ I, x0 6= x̃0. Then fk 6= 0, f̃k 6= 0 for all k ∈ N,

hence K f , f̃ = N. Suppose that ( f , f̃ ) ∈ Psim. Then ∃m ∈ Z, c ∈ C \ {0} : lim
k→∞

λm
k

f̃k
fk
= c.

Firstly, let m > 0. Then in view of | fk| = |
√

2 sin kx0π| ≤
√

2 and lim
k→∞

λk = ∞ it holds

lim
k→∞

f̃k = 0. Let us choose ε > 0 such that arcsin ε < π
2 min{x̃0; 1− x̃0}. There exists kε

such that for k > kε it holds | f̃k| = |
√

2 sin kx̃0π| <
√

2ε. From the latter inequality, we
deduce that for any k > kε there exists nk ∈ Z such that

− arcsin ε < kx̃0π + nkπ < arcsin ε. (38)

This yields also

− arcsin ε < −kx̃0π − nkπ < arcsin ε. (39)

Applying (38) with k + 1 instead of k we obtain

− arcsin ε < (k + 1)x̃0π + nk+1π < arcsin ε. (40)

Adding (39) and (40), we have

−2 arcsin ε < x̃0π + nπ < 2 arcsin ε (41)

with some n ∈ Z. On the other hand, the inequality arcsin ε < π
2 min{x̃0; 1− x̃0} implies

(x̃0 − 1)π < −2 arcsin ε and 2 arcsin ε < x̃0π. Thus, from (41) we deduce (x̃0 − 1)π <
x̃0π + nπ < x̃0π. This implies the relation −1 < n < 0 that contradicts to n ∈ Z.
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Consequently, the supposition ( f , f̃ ) ∈ Psim was wrong and we have ( f , f̃ ) ∈ (D \ F0)
2 \

Psim. The case m < 0 reduces to the case m > 0 if we interchange the roles of fk and

f̃k. It remains to consider the case m = 0. Then lim
k→∞

f̃k
fk

= lim
k→∞

sin kx̃0π
sin kx0π = c 6= 0 yields

c = lim
k→∞

sin 2kx̃0π
sin 2kx0π = c lim

k→∞

cos kx̃0π
cos kx0π . Thus, lim

k→∞

cos kx̃0π
cos kx0π = 1. Note that we can exclude the

case x0 + x̃0 = 1. Indeed, if x0 + x̃0 = 1 then the quotient cos kx̃0π
cos kx0π equals cos kπ and its limit

is not 1. Thus, in the sequel, we assume x0 + x̃0 6= 1. We have

cos kx̃0π

cos kx0π
= 1 + ηk, (42)

where lim
k→∞

ηk = 0. The relation (42) implies

kx̃0π ∈ {2nπ ± arccos((1 + ηk) cos kx0π) : n ∈ Z}. (43)

Due to the mean value theorem,

arccos((1 + ηk) cos kx0π) = arccos(cos kx0π) + εk, (44)

where εk = − 1√
1−ξ2

k

ηk cos kx0π and ξk is between cos kx0π and (1 + ηk) cos kx0π. The

relation lim
k→∞

ηk = 0 implies lim
k→∞

εk = 0. Since arccos(cos kx0π) ∈ {2nπ ± kx0π : n ∈ Z},
from (43) and (44) we obtain

kx̃0π ∈ {2nπ ± kx0π + εk : n ∈ Z},

where εk ∈ {±εk}. Therefore, for any k ∈ N, there exist nk ∈ Z and θk ∈ {−1; 1} such that

k
x̃0 − θkx0

2
= nk +

εk
2π

. (45)

Due to the relations x0, x̃0 ∈ (0, 1), x0 6= x̃0 and x0 + x̃0 6= 1 we have

x̃0 − θx0 6∈ Z, θ ∈ {−1; 1}. (46)

Since lim
k→∞

εk = 0, due to (46), there exists K ∈ N such that for any k > K it holds

|εk| <
π

2
min

θ∈{−1;1}
m∈Z

|m− (x̃0 − θx0)|. (47)

We also note that due to θk ∈ {−1; 1}, we can find an integer k∗ > K such that either 1◦

θk∗+1 = θk∗ or 2◦ θk∗+2 = θk∗ . In case 1◦ from (45) we obtain

k∗
x̃0 − θk∗x0

2
= nk∗ +

εk∗
2π

and (k∗ + 1)
x̃0 − θk∗x0

2
= nk∗+1 +

εk∗+1

2π
.

This implies x̃0 − θk∗x0 −
εk∗+1−εk∗

π = 2n for some n ∈ Z. In view of (46) and (47), the
left-hand side of this equality does not belong to Z. This is a contradiction. Thus, we have
( f , f̃ ) ∈ (D \ F0)

2 \ Psim. In case 2◦ from (45) we deduce

k∗
x̃0 − θk∗x0

2
= nk∗ +

εk∗
2π

and (k∗ + 2)
x̃0 − θk∗x0

2
= nk∗+2 +

εk∗+2

2π
.

This yields x̃0 − θk∗x0 −
εk∗+2−εk∗

2π = n for some n ∈ Z. Again, by (46) and (47), the left-
hand side of this equality is not an element of Z. We reached a contradiction. Therefore,
( f , f̃ ) ∈ (D \ F0)

2 \ Psim.



Mathematics 2023, 11, 456 16 of 17

6. Conclusions

We have proved the uniqueness for two inverse problems for FDWE with final overde-
termination. In the first problem, the aim is to reconstruct two time-dependent functions g
and g̃ in a source term of the form F(t) = g(t) f + g̃(t) f̃ , where f and f̃ are given distribu-
tions in a space domain Ω. The uniqueness holds provided f and f̃ satisfy the condition
( f , f̃ ) ∈ (D \ F0)

2 \ Psim. In the second inverse problem, the time factor g and point x0 in
the source function of the form F(t) = g(t)δ(· − x0) has to be found. The uniqueness for
this problem in the one-dimensional case follows from the uniqueness of the first problem.

The generalization of the uniqueness result for the second problem to the multi-
dimensional case is an open question. If one could prove that the implication

x0, x̃0 ∈ Ω, x0 6= x̃0 =⇒ ( f , f̃ ) ∈ (D \ F0)
2 \ Psim (48)

is valid for f = δ(· − x0) and f̃ = δ(· − x̃0) then the desired uniqueness follows by means
of arguments similar to the proof of Theorem 4.

The relation ( f , f̃ ) ∈ (D \ F0)
2 \ Psim in case f = δ(· − x0), f̃ = δ(· − x̃0) means that

the sequences (vk(x0))k∈N and (vk(x̃0))k∈N have nonzero elements for arbitrarily large k,
and either there exists a subsequence (kl)l∈N ⊂ N such that vkl

(x0) 6= 0, vkl
(x̃0) = 0 or

there exists a subsequence (pl)l∈N ⊂ N such that vpl (x0) = 0, vpl (x̃0) 6= 0 or the sequence(
λm

k
vk(x0)
vk(x̃0)

)
{k∈N: |vk(x0)|+|vk(x̃0)|6=0}

has not a limit in C \ {0} for any m ∈ Z.

Another open question is the possibility of removal of the requirement that the un-
known time-dependent functions are a priori known in an interval (T − ε, T) for some
ε > 0. Without such a condition, our theory does not work. In case ε = 0 Lemma 2 fails,
because the integrals at the right-hand side of (21) become singular.
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