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Abstract: Background: Autonomous ships have the potential to increase operational efficiency and
reduce carbon footprints through technology and innovation. However, there is no comprehensive
literature review of all the different types of papers related to autonomous ships, especially with
regard to their integration with ports. This paper takes a systematic review approach to extract and
summarize the main topics related to autonomous ships in the fields of container shipping and port
management. Methods: A machine learning method is used to extract the main topics from more
than 2000 journal publications indexed in WoS and Scopus. Results: The research findings highlight
key issues related to technology, cybersecurity, data governance, regulations, and legal frameworks,
providing a different perspective compared to human manual reviews of papers. Conclusions: Our
search results confirm several recommendations. First, from a technological perspective, it is ad-
vised to increase support for the research and development of autonomous underwater vehicles and
unmanned aerial vehicles, establish safety standards, mandate testing of wave model evaluation sys-
tems, and promote international standardization. Second, from a cyber–physical systems perspective,
efforts should be made to strengthen logistics and supply chains for autonomous ships, establish
data governance protocols, enforce strict control over IoT device data, and strengthen cybersecurity
measures. Third, from an environmental perspective, measures should be implemented to address
the environmental impact of autonomous ships. This can be achieved by promoting international
agreements from a global societal standpoint and clarifying the legal framework regarding liability in
the event of accidents.

Keywords: autonomous ship; container port; topic model; bertopic; machine learning; natural
language processing; systematic literature review

1. Introduction

The maritime industry is undergoing a transformation with the advent of autonomous
ship technology. Fully or even partially autonomous vessels promise to revolutionize
cargo transportation and navigation. Therefore, it is crucial to understand the various
research topics and methodologies that are driving their development, especially from the
perspective of container ports.

The integration of autonomous ships into container ports is a topic that has gained
significant attention in recent years. As technology continues to advance, the shipping
industry is exploring ways to leverage autonomous systems to improve efficiency, safety,
and sustainability. The main benefits of autonomous ships in container ports can be summa-
rized in three areas: (1) increased operational efficiency, which can lead to faster turnaround
times and reduced congestion; (2) improved safety and reduced risk of accidents through
advanced collision avoidance systems; (3) reduction of greenhouse gas emissions through
operation on cleaner energy sources. However, the integration of autonomous ships into

Logistics 2024, 8, 23. https://doi.org/10.3390/logistics8010023 https://www.mdpi.com/journal/logistics

https://doi.org/10.3390/logistics8010023
https://doi.org/10.3390/logistics8010023
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/logistics
https://www.mdpi.com
https://orcid.org/0000-0002-3127-3170
https://orcid.org/0000-0002-2253-5415
https://doi.org/10.3390/logistics8010023
https://www.mdpi.com/journal/logistics
https://www.mdpi.com/article/10.3390/logistics8010023?type=check_update&version=2


Logistics 2024, 8, 23 2 of 15

container ports raises a number of challenges. Regulatory frameworks need to be estab-
lished to ensure the safe and reliable operation of these vessels. Cybersecurity measures
need to be implemented to protect autonomous systems from potential hacking or malicious
activity. In addition, standardization and collaboration among stakeholders, including port
authorities, shipping companies, and labor unions, need to be addressed to facilitate the
successful integration of autonomous ships. In conclusion, the integration of autonomous
ships into container ports has significant potential to transform the shipping industry.

Autonomous ships have the potential to increase operational efficiency and reduce
carbon footprints through technology and innovation. There is a growing interest in this
new concept in both academia and industry, as the required technologies for autonomous
ships are almost available. Several review papers on autonomous vessels are available, in-
cluding those by Yu et al. [1], Ziajka-Poznańska and Montewka [2], and Veitch and Andreas
Alsos [3]. While the existing literature focuses on specific topics such as safety or economic
impacts, a comprehensive review is lacking. However, there is no comprehensive literature
review for all the different types of papers related to autonomous ships, particularly in
regard to their integration with ports. This study aims to address the research gap by
reviewing all related research articles using a machine learning algorithm. The goal is to
identify the main topics, key areas of investigation, and methodologies used to improve
the integration of autonomous vessels in the container port ecosystem.

This paper takes a systematic review approach to extract and summarize the main
topics related to autonomous ships in the fields of container shipping and port management.
More specifically, this study analyzes over 2000 scientific papers published in journals
indexed in Web of Science (WoS) and Scopus. The data are converted from PDF to text
format and analyzed using machine-learning-based natural language processing (NLP)
techniques, including BERTopic [4].

Our study sheds light on critical issues such as technological challenges, cybersecurity
vulnerabilities, data governance procedures, and the structural regulations necessary for a
regulatory framework. Firstly, we argue for increased support for research and develop-
ment of autonomous underwater vehicles (AUVs) and unmanned aerial vehicles (UAVs),
rigorous safety protocols, mandatory testing of wave prediction systems, and the pursuit
of global technology standards. Secondly, it is important to strengthen logistics and sup-
ply networks that are tailored to autonomous ships. Additionally, a comprehensive data
management strategy should be created, and strict cybersecurity safeguards should be
enforced. And thirdly, we suggest implementing initiatives to mitigate the environmental
footprint of autonomous ships, encouraging the formation of international agreements to
assess broader social impacts, and refining legal frameworks to ensure clear accountability
in the event of accidents and attacks involving these ships.

Based on our analysis, we have determined that NLP is a useful technique for identi-
fying and analyzing the major issues and trends in autonomous shipping. Our research
makes two contributions. First, it addresses the technical, regulatory, and legal frame-
works required to govern the operation of autonomous ships in container ports. Second, it
provides valuable insights into the evolving landscape of autonomous ships and their inte-
gration into container ports. The research results contribute to informed decision making
and strategic planning, which are essential for the successful deployment of autonomous
ship technology in the maritime industry.

The subsequent sections of this paper are structured as follows: Section 2 presents a
review of the literature on autonomous ships and the use of topic modeling techniques.
Section 3 describes the data used in this study. Section 4 outlines the analysis methods
employed in the research. Section 5 presents visual representations of the primary findings
and discusses these key findings. Section 6 concludes the study, emphasizing the practical
implications of this work and identifying avenues for future research.
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2. Literature Review
2.1. System Literature Review

System literature review (SLR) is also known as secondary research, while the individ-
ual studies that contribute to the systematic review itself are known as primary studies [5].
An SLR is a research approach that reviews the related literature with respect to one or
more particular research questions [6].

This research establishes a framework for SLR by developing the process proposed
by Xiao and Watson [7]: (1) formulate the research question (Section 2); (2) prepare the
literature database and extract information (Sections 3 and 4); (3) report the findings
(Section 5).

To frame the research questions, we will discuss the related literature in Sections 2.2 and 2.3,
and present our research questions in Section 2.4.

2.2. Autonomous Ship

An autonomous ship is a ship with an advanced sensor module that takes over the
lookout duties on board (e.g., radar and AIS, combined with modern daylight and infrared
cameras). Its autonomous navigation system follows a predefined voyage plan and can
adapt to unexpected events, such as collision situations or significant weather changes.
Additionally, it is equipped with an autonomous engine and monitoring control system
that ensures overall reliability and anticipates potential failures. Finally, the autonomous
ship is equipped with a shore control center that continuously monitors the operation of
the autonomous ship and is prepared to intervene in certain emergencies.

The International Maritime Organization (IMO) has defined four degrees of autonomy
(DoA) related to maritime autonomous surface ships (MASS) in Table 1. MASSs may
operate at one or more degrees of autonomy during a single voyage [8].

Table 1. Degrees of autonomy for maritime autonomous surface ships.

DoA Description

DoA 1 Ship with automated processes and decision support, where the seafarers are on board for the operation and
control of shipboard systems and functions.

DoA 2 Remotely controlled ship with seafarers on board. The ship is controlled and operated from another location,
but seafarers are on board.

DoA 3 Remotely controlled ship without seafarers on board. The ship is controlled and operated from another
location. There are no seafarers on board.

DoA 4 Fully autonomous ship, where the operating system of the ship is able to make decisions and determine
actions by itself.

From a logistics and supply chain perspective, this paper investigates the key issues
related to the integration of autonomous ships in ports. The review primarily focuses on
papers published within the last five years and is divided into six categories, as outlined in
Table 2.

Table 2. Category of previous studies.

Design Navigation Safety Implementation Impact Legal

General design
Sub-systems

Trajectory
planning
Maneuvering
Risk control

Cybersecurity
Collision
avoidance

Implementation
path
Adoption
Training

Cost–benefit
analysis
Environmental

Law
Regulation
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Table 3 outlines a summary of key publications for each category.

Table 3. Summary of key publications for each category.

Category Year Author(s) Insights

Design

2023 Li et al. [9]

This paper performs simulations and proposes the novel concept of a
variable stability ship and the design of its control system, which can be
used to test the performance of different control strategies on different
types of ships, thus reducing the R&D costs of physical-model-based
testing and the time spent on developing physical ship models.

2023 Tsimplis [10]

This study proposes two legal norms that new autonomous ships
should comply with for safety at sea. The first concerns the arguable
obligation of a carrier to call for salvage assistance when the ship is in
distress. The second legal norm concerns the contribution of merchant
ships to search and rescue operations and the safety of life at sea.

Navigation

2020 Chaal et al. [11]
This study presents a framework for modeling a hierarchical control
structure for systems theoretical process analysis of an autonomous
ship.

2020 Fan et al. [12]

This study investigates the risk influencing factors for an autonomous
surface vessel operating at DoA 3. As a result, 23 human-related
factors, 12 ship-related factors, 8 environmental-related factors, and
12 technology-related factors were defined.

2020 Utne et al. [13]

This study proposes a new framework for online risk modeling for
autonomous ships. The proposed framework has general relevance for
systems other than autonomous ships, both manned and unmanned,
and with different levels of autonomy.

2020 Wang et al. [14] This study proposes a novel collision avoidance decision system for
autonomous ships.

2021 Chun et al. [15]
This study deals with a ship collision avoidance method considering
COLREGs. The proposed deep reinforcement learning method shows
good performance for various validation situations.

2023 Li et al. [16]

This study suggests that design faults, cyber-attacks, inapplicable
regulations, propulsion and steering system malfunction, shore control
center poor performance, and autonomous navigation controller
malfunction are influential both from the perspective of local
connectivity and the whole network.

Safety

2020 Felski and Zwolak [17]

This study describes the dangers arising from the specificity of systems
that can be used to solve navigational problems, pointing out the
importance of testing under real traffic conditions; improvements in
the transmission of radar data from vessels to shore; self-diagnosis
systems, including positioning devices, communication, and power
supply, play a crucial role; lack of regulations on the qualification of
operators of unmanned vessels.

2021 de Vos et al. [18]

This study suggests that crew removal has a much greater impact on
safety than autonomous navigation. It is concluded that the
implementation of autonomy on small cargo vessels under 120 m in
length will have the greatest safety benefit, as these vessels account for
the majority of recorded ship and life losses.

2023 Chaal et al. [19]

This study conducts a bibliometric analysis of 417 publications on the
safety of autonomous ships and suggests three main themes in this
research domain: “safety engineering and risk assessment for decision
making”, “navigation safety and collision avoidance”, and
“cybersecurity risk analysis”.
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Table 3. Cont.

Category Year Author(s) Insights

Implementation

2020 Deling et al. [20]
This study analyzes seafarers’ competency requirements for MASSs at
different levels of development, predicts the impact of MASSs on MET,
and proposes the direction of seafarers’ MET in the future.

2021 Kooij and
Hekkenberg [21]

This study proposes a logical path to unmanned autonomous vessels,
concluding that near-shore navigation, engine room maintenance,
responsibility, and life support can be replaced. The most difficult
cluster to replace is engine room maintenance.

2022 Munim and
Haralambides [22]

This study reviews 152 studies related to autonomous ships and
suggests ongoing issues related to MASS adoption, including the
classification of levels of automation (LOA), the status quo of maritime
education and training (MET), social impacts and prospects for
maritime employment, intelligent ship–port interfaces, cyber threats,
and finally, value creation for all maritime stakeholders.

Impact

2021 Akbar et al. [23]

This study presents a path–flow-based model formulation and a
heuristic route generation method to optimize the network, providing
evidence that autonomous ships could contribute to significant cost
savings.

2021 Poznańska and
Montewka [2]

This study presents the state-of-the-art system of costs and benefits of
operation of future autonomous merchant vessels with respect to
estimation of operating, voyage, and capital costs in future
autonomous shipping and vessel platooning.

2022 Kurt and Aymelek [24]
This study evaluates the processes for realizing autonomous ship–port
interoperability, highlights the navigational issues facing port areas,
and the challenges of MASS–port interactions during cargo operations.

Legal

2018 Karlis [25]

The international regulatory framework is based on manned ships.
Significant changes or a completely new convention will be required to
allow unmanned vessels to enter the trade. Until the necessary changes
are made and the operational status of unmanned vessels is clarified,
the risk of investing in the new concept is significantly higher than
investing in a manned vessel.

2019 Kim et al. [26]

This study suggests that key issues such as safety, security, jobs and
training, and legal and ethical issues need to be addressed to find a
solution. Holistic approaches to the development of technology and
regulatory frameworks need to be implemented, and communication
and cooperation among multiple stakeholders based on mutual
understanding are essential for the successful arrival of MASS in the
maritime industry.

2020 Vojković and
Milenković [27]

This study suggests that the main challenge is for engineers to combine
technologies to avoid risks and collisions, to navigate to the destination
and to perform complex maneuvers. It is necessary to create teams at
the level of companies and universities, scientists, and lawyers who
will work on the development of new legal rules of navigation.

2.3. Topic Modelling

Topic modeling is a machine learning technique that belongs to the category of un-
supervised learning. Its purpose is to analyze a collection of text data. By using NLP,
this technique enables users to discover the primary topics present in a corpus of docu-
ments. It achieves this by identifying recurring patterns of words and phrases, grouping
similar terms together, and determining the ones that encapsulate the essence of the doc-
uments most effectively. By analyzing linguistic patterns such as word frequency and
co-occurrence, topic modeling groups together content with similar themes, ultimately
revealing the central issues addressed within the document collection.
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Topic modeling involves several conventional and widely recognized algorithms, in-
cluding latent semantic analysis (LSA) [28], probabilistic latent semantic analysis (pLSA) [29],
latent Dirichlet allocation (LDA) [30], nonnegative matrix factorization (NMF) [31],
Top2vec [32], and BERTopic [4].

In their recent study, Egger and Yu [33] compared four different topic modeling
algorithms for analyzing Twitter data. The study confirmed the effectiveness of BERTopic
and NMF, followed by Top2Vec and LDA. In our study, we chose to use the BERTopic model
due to its strong performance in extracting topics from text corpus. Section 4 provides
details on the BERTopic algorithm used.

2.4. Research Questions

Through the manual literature review in Section 2.2, we identified the lack of a system-
atic review on the topic, especially one powered by machine learning methodology. This
motivated us to conduct this research. We present our research questions (RQ) as follows:

RQ1: How does a machine-learning-based SLR compare to a human-based SLR?
RQ2:What key issues can container ports face in integrating autonomous ships?
RQ3:With a machine-learning-based SLR, what policy recommendations can be made?

3. Literature Database Preparation

The study employs a dataset obtained from the Scopus and Web of Science scientific
paper databases. To create the dataset, we conducted a search using the keywords “au-
tonomous ship” and “port” or “autonomous ship” and “shipping” on 24 September 2023.
We used a three-stage process (see Figure 1) to construct the corpus for analysis. During the
first stage, where the initial search is performed, 2610 papers were found. After filtering
out irrelevant papers in the second stage, we obtained a total of 2023 papers for analysis. In
the third stage, the text mining technique is applied to extract information from the papers
in PDF format and convert it into structured data in JSON format. These data can then be
used for further training in machine learning models.
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Figure 1. Database generation. The literature database was prepared in 3 stages. Stage 1 searched for
related papers, stage 2 filtered out irrelevant papers, and stage 3 extracted information from the PDF
version of the papers into JSON format, which is machine-readable.

4. Methodology
4.1. Analysis Process

The analysis process is presented in the following manner, as shown in Figure 2.
Details of the input and machine learning model are discussed in Sections 4.2 and 4.3. The
output is presented in Section 5.
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4.2. Input Data

After the data collection process described in Section 3 has been performed, the data
are pre-processed in a way to prepare them for the training of the BERTopic model. This
pre-processing consists of three steps and employs the Python package gensim, which was
chosen for its open source status, speed, and ability to handle large datasets.

The first step is called tokenization. Tokenization treats each word or punctuation
mark in a sentence as a standalone unit. This makes it easier for the language model to
learn by breaking the text into smaller chunks.

The second step is called lemmatization, which identifies the root form, or lemma,
of each token. For example, the token “undivided” would match the lemma “divide”.
Lemmatizing helps to avoid redundant root forms, such as “ships” and “ship”.

The third step is the removal of stop words, frequently used words in a language, such
as pronouns, determiners, and conjunctions. Eliminating stop words improves language
model trainability by decreasing the noise in the data.

4.3. Training with BERTopic Model

Using machine learning, BERTopic is a topic modeling method. It is built on BERT,
presented by Devlin et al. [34] in 2018, and is used as a fine-tuning strategy. By using BERT,
a pre-training strategy for NLP, the rich semantic information contained in sentences can
be effectively leveraged [35].

In 2020, Grootendorst [36] proposed a method that combines transformer models
with traditional TF-IDF classification to create understandable and expressive clusters. In
this way, it is guaranteed that key words in topic descriptions are retained during the
computation process.

In this study, a novel method for training BERTopic using a matrix-based corpus is
presented. The procedure of topic modeling consists of five steps, which are described in
the following subsections.

4.3.1. Word Embedding

The first step of the model focuses on the transformation of the text corpus into
numerical representations, which are called word embeddings. The process of embedding
is the process of translating natural language into a format that can be easily processed by
computers. BERTopic begins this process by transforming the input documents into these
numerical forms. While there are several techniques available for this purpose, we use
sentence-transformers, specifically the “all-MiniLM-L6-v2” model, for its ability to measure
the semantic relationships between documents.

4.3.2. UMAP

Uniform manifold approximation and projection (UMAP) is a dimensionality reduc-
tion technique. It allows for visual representation and provides extensive functionalities
for nonlinear dimensionality reduction [37]. With UMAP, data are mapped from a high-
dimensional space to a lower-dimensional space while still keeping the complex topological
structures of the source dataset.
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4.3.3. HDBSCAN

HDBSCAN, short for hierarchical density-based spatial clustering of applications with
noise, is a clustering method that was developed by Campello et al. [38] in 2013. It uses a
density-based technique for clustering, which allows it to avoid creating strict boundaries
between clusters. As a nonparametric method, the goal of HDBSCAN is to reveal the
underlying hierarchical clustering structure of the data by identifying areas with a high
concentration of data points. The BERTopic framework leverages HDBSCAN’s ability to
identify clusters that do not conform to conventional geometric shapes by focusing on
regions of higher data density compared to the surrounding space. In doing so, HDBSCAN
becomes an invaluable asset in identifying clusters with varying densities.

4.3.4. C-TF-IDF

C-TF-IDF stands for class-based term frequency–inverse document frequency. It is a
modified version of the well-known TF-IDF metric, which is used to identify topics by high-
lighting the most important words within their respective clusters. The modified version of
the TF-IDF metric is designed to isolate topic-specific attributes from clusters of documents
by assigning a unique identifier to each topic. Whereas the original TF-IDF evaluates the
importance of words within individual documents, this modified version emphasizes the
contextual relevance of words based on their relevance to a particular topic. This technique
precisely measures the frequency of words within clusters, thereby facilitating the creation
of unique topic-related word distributions for each document cluster.

The modification of the traditional TF-IDF formula combines all documents related
to the same topic into a single collective document. For each labeled cluster or topic,
c, the frequency of a specific word, x, is determined as fx and then adjusted using L1
normalization to represent the TF. The IDF is calculated by taking the logarithm of 1 plus
the average number of words per class A, which is divided by the frequency of word x
across all classes. The formula is as follows:

Wx,c =
∥∥∥t f x,c

∥∥∥× log
(

1 +
A
fx

)
(1)

In Equation (1), t f x,c is the frequency of word x in class c, fx is the frequency of word x
across all classes, and A is the average number of words per class. The TF-IDF equation
multiplies a word’s TF (term frequency) by its IDF (inverse document frequency), which
is calculated by taking the logarithm of 1 plus the average number of words per class A,
divided by the frequency of the word x across all classes. By deriving topic signatures from
the document clusters, a unique topic identifier is assigned to each cluster. This modified
version of TF-IDF emphasizes the importance of words in the context of their relevance to a
particular topic, rather than in an individual document. This approach effectively measures
the importance of words within clusters, and thus allows for the establishment of specific
topic–word distributions associated with every document cluster.

4.3.5. Fine-Tuning

In machine learning, fine-tuning is a process of further training an existing model
that has already been trained on a large dataset, a step commonly known as pre-training.
This is performed by using a new dataset, typically smaller in size and more narrowly
focused. The objective of this procedure is to tune the model for a specific function or
to increase its accuracy on a dataset that is somewhat different from the one used in the
initial training. The underlying idea of fine-tuning is that the model, having learned a
set of features or patterns during its initial training phase, can leverage this pre-learned
knowledge and apply it to new data. In doing so, the model adjusts its parameters to fit
the unique characteristics or requirements of the new task. Fine-tuning is a broadly used
strategy in domains such as NLP and computer vision. Extensive models such as BERT are
pre-trained on large datasets to capture a wide range of features, and then fine-tuned for
specific applications such as sentiment analysis, question answering, or topic modeling.
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In the fine-tuning phase, we use the maximal marginal relevance (MMR) [39] technique.
After the generation of C-TF-IDF representations, we obtain a set of words that accurately
represent a group of documents. Although C-TF-IDF is an efficient method for generating
accurate topic representations, we need to refine these C-TF-IDF-based topics to ensure
that they accurately reflect current topic discussions. The MMR evaluates the similarity
between individual word embeddings and the aggregate topic embedding to reduce word
redundancy between different topics.

5. Experiment Results

The experiment’s results were obtained using the parameters outlined in Table 4. The
following subsections present a summary of these results.

Table 4. Experiment parameters.

Name Description Value

embedding model The initial BERTopic model applied for fine-tuning. all-MiniLM-L6-v2

HDBSCAN Density-based clustering algorithm. The eom (excess of
mass) method is adopted to determine cluster selection.

min_cluster_size = 10, metric =
‘Euclidean’, cluster_selection_method =
‘eom’, prediction_data = True

umap

Model for dimensionality reduction. The parameter
‘n_neighbors’ influences UMAP’s trade-off between local
and global structural preservation, while ‘n_components’
enables the user to specify the desired dimensionality of the
reduced data embedding space. ‘min_dist’ regulates the
extent to which UMAP can cluster data points closely
together. Cosine distance is employed for similarity
calculations.

n_neighbors = 15, n_components = 5,
min_dist = 0.1,
metric = ‘cosine’

diversity

Assessing the diversity of the chosen keywords and key
phrases. The diversity score falls between 0 and 1, where 0
indicates minimal diversity, and 1 represents maximum
diversity.

0.2

top_n_words This parameter defines how many keywords or key phrases
should be returned. 10

5.1. Top 10 Topics

Table 5 summarizes the top 10 topics. Topic −1 refers to a group of documents that
could not be categorized into any other topic. Therefore, it will be excluded from our
discussions.

Table 5. Overview of topics information.

Topic Count Name Topic Label

−1 365 −1_ship_control_fig_model −1_ship_control_fig
0 786 0_port_systems_control_time 0_port_systems_control
1 327 1_sea_water_marine_data 1_sea_water_marine
2 271 2_ship_collision_risk_ships 2_ship_collision_risk
3 179 3_control_underwater_vehicle_fig 3_control_underwater_vehicle
4 34 4_wave_waves_model_sea 4_wave_waves_model
5 20 5_detection_image_learning_images 5_detection_image_learning
6 16 6_uav_uavs_flight_detection 6_uav_uavs_flight
7 15 7_oil_spill_spills_pollution 7_oil_spill_spills
8 10 8_gps_gnss_navigation_position 8_gps_gnss_navigation

Topic 0 is related to time management and control of port systems. Topic 1 is related
to seawater and marine data, potentially covering aspects such as oceanography or marine
research. Topic 2 is related to ship collision risk, suggesting a potential focus on safety
measures and collision prevention. Topic 3 is related to underwater vehicles, suggesting
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a focus on topics such as underwater exploration or remotely operated vehicles. Topic
4 is related to wave modeling, which could include the study of wave patterns, ocean
dynamics, or wave forecasting. Topic 5 focuses on learning and applying image detection
techniques. Topic 6 is related to UAV detection. Topic 7 is related to oil spill pollution,
suggesting a focus on topics such as oil spill response, environmental impact assessment,
or remediation strategies. Topic 8 is related to the Global Positioning System (GPS) and the
Global Navigation Satellite System (GNSS) for navigation purposes.

5.2. Relationships between Top Topics

To visually represent the relationships among the topics, we generated an intertopic
distance map (Figure 3). Intertopic distance maps exhibit a two-dimensional embedding
of the topic centers while preserving the distances to other centers. The distances are
calculated using cosine similarity, which measures the cosine of the angle between the
vectors. The results show five clusters. Cluster 1 describes the data related to seawater,
berth, docking, and path. Cluster 2 is related to safety, which includes collision avoidance,
energy performance, and UAV detection. Cluster 3 covers logistics and supply chain
control systems and robotics. Cluster 4 describes port, terminal, and policy issues. Cluster
5 addresses cybersecurity, attacks, and IoT devices.
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5.3. Hierarchical Groups

To gain deeper insights, a hierarchical grouping was conducted, resulting in three
distinct groups of topics (Figure 4). The first group focuses on technology, which includes
AUV and UAV technology and wave model estimation for ship collision avoidance. The
second group is focused on cyber–physical systems, including physical logistics and supply
chain networks, data, IoT devices, robotics, and security measures to prevent cyber-attacks.
The third group is related to regulation, which requires measures to address concerns
arising from environmental and geosocial perspectives.
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5.4. Performance Measurement

To evaluate the semantic significance of our topics, we use a coherence score. Specifi-
cally, we employ the C-v coherence score [40] for our computations. The C-v coherence
score is a metric used to evaluate the coherence of a topic model. Coherence refers to the
degree of semantic similarity or meaningfulness among the words in a topic. In other
words, it measures how well the words within a topic are related and form a coherent topic.
The C-v coherence score assesses the co-occurrence between word pairs, using only the
model’s training documents and not relying on an external corpus. The C-v measure uses a
boolean sliding window to judge whether two words co-occur, and then the confirmation
measure, which includes direct and indirect confirmations, is obtained using normalized
pointwise mutual information (NPMI) and cosine similarity. For interpretation, the score is
normalized and scaled between 0 and 1, where a score of 1 represents the highest possible
coherence. A score closer to 1 indicates higher coherence and understandability of a topic
from a human perspective. Our model achieved a C-v coherence score of 0.65, indicating
its relatively high reliability.

6. Discussion

On the basis of the results of the experiments described in Section 5, we can make the
following policy suggestions.

6.1. Technology Dimensions

To support research and development in AUV and UAV technologies, it is recom-
mended to increase financial support and tax incentives. Additionally, strict safety stan-
dards should be established for wave model evaluation systems, and continuous testing
should be required to minimize accident rates.

To ensure reliable collision avoidance for autonomous ships, it is critical to implement
comprehensive testing protocols for wave model estimation systems. Additionally, work-
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ing with international bodies to standardize technology protocols is necessary to ensure
compatibility and safety across global fleets.

6.2. Cyber–Physical Systems Dimensions

First, to improve logistics and supply chain networks, the government should invest
in strengthening and securing measures for logistics and supply chain networks dedicated
to autonomous ships. This requires investment in the improvement of physical logistics
and supply chain networks specifically designed to serve autonomous systems that ensure
efficiency and responsiveness.

Second, data governance should be developed. Establish regulations for managing
data collected from IoT devices to protect privacy and improve data security. Set strict
standards for the collection, processing, and storage of data from IoT devices to prevent
breaches and misuse of information.

Additionally, it is important to establish cybersecurity measures. Collaboration with
the industry is necessary to develop and mandate the application of advanced security
measures to protect autonomous marine systems from cyber-attacks. To protect against
cyber threats, it is recommended to develop robust cybersecurity measures and mandate
regular security audits for autonomous marine systems. Additionally, further regulation of
robotics is necessary. For instance, a framework for the ethical and safe use of robotics in
the maritime context, including maintenance and potential search and rescue operations,
should be created.

6.3. Regulatory Dimensions

From an environmental regulatory perspective, it would be beneficial to introduce
measures that address the environmental impacts of autonomous ships. This could in-
clude regulations on emissions and waste management systems in line with maritime
environmental standards.

From a geosocial perspective, it is recommended to develop international agreements
that consider the impact on local economies dependent on traditional shipping. Mea-
sures should be taken to address the dependence of communities on traditional shipping
operations and maritime-related employment.

From a liability perspective, it is recommended to establish clear legal frameworks
to clarify liability in the event of accidents involving autonomous ships. This includes
delineating responsibilities between technology providers and operators.

These policy proposals aim to address the various aspects of autonomous ship tech-
nology, cyber–physical systems, and regulatory frameworks to enable the safe, secure, and
sustainable integration of autonomous ships into the global maritime industry.

7. Conclusions

This research provides a comprehensive review of the recent literature on the inte-
gration of autonomous ships in maritime ports, using a machine learning approach. The
research findings identify a number of major concerns from those in human manual review
papers. Furthermore, our study demonstrates the usefulness of NLP techniques in identify-
ing and analyzing key issues and trends in autonomous ship integration in the maritime
industry, providing valuable insights for industry stakeholders.

While the human review categorized the literature into six groups (design, navigation,
safety, implementation, impact, legal), the machine learning model clustered the literature
into three clusters (technology, cyber–physical system, regulation). This comparison sug-
gests that the machine learning model’s approach to categorization differs from human
categorization, resulting in a different grouping of the literature. The machine learning
model’s clusters focus on broader themes such as technology, cyber–physical systems, and
regulation. It is important to note that both approaches have strengths and limitations.
Human reviews can provide more nuanced categorization based on domain expertise
and contextual understanding. On the other hand, machine learning models can quickly
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process large amounts of data and identify patterns that may not be immediately apparent
to humans. Overall, this comparison highlights the potential of machine learning models to
provide alternative perspectives and insights in literature categorization, complementing
human review processes.

From the results of machine-learning-based SLR, the policy recommendations are as
follows:

(1) From a technology perspective, this review recommends supporting research and
development of AUVs and UAVs, implementing comprehensive testing protocols for
wave model systems.

(2) From a cyber–physical system perspective, this review suggests the development
of logistics, supply chain networks, and data governance, especially to protect data
privacy and improve data security for data collected from IoT devices, and establish
cybersecurity measures.

(3) From a regulatory perspective, this review suggests the introduction of measures for
environmental, geosocial, and liability aspects to handle emissions, employment, and
accident handling issues.

The research findings highlight key issues in technology, cybersecurity, data gover-
nance, regulation, and legal frameworks. Future research and development may prioritize
the following:

(1) The findings suggest the need to enhance support for research and development
of AUVs and UAVs, establish safety standards, mandate testing of wave model
evaluation systems, and promote international standardization.

(2) To strengthen logistics and supply chain for autonomous ships in cyber–physical
systems, it is necessary to establish data governance and strict control of IoT device
data, as well as cybersecurity measures.

(3) The investment in the infrastructures of logistics and supply chain network.
(4) Environmental regulations require measures to address the environmental impact of

autonomous ships.
(5) Additionally, from a global social perspective, it is important to advance international

agreements and clarify the legal framework in the event of an accident with regard to
the pursuit of liability.

The significance of this research is twofold. Firstly, it addresses the important technical,
legal, and regulatory measures required for the management of autonomous ships in
container ports. Second, it provides a critical perspective on the ever-evolving field of
autonomous shipping. In particular, it focuses on its integration into container ports.
The insights gained from this study will aid in making informed decisions and developing
essential strategies for the successful integration of autonomous ships into the shipping sector.

The limitation of this paper is that it focuses on the integration of autonomous ships
with ports and only includes studies published in English. Future studies can conduct
similar machine-learning-based reviews on a wider range of the literature.
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