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Abstract: Deep learning models have significantly improved object detection, which is essential
for visual sensing. However, their increasing complexity results in higher latency and resource
consumption, making real-time object detection challenging. In order to address the challenge,
we propose a new lightweight filtering method called L-filter to predict empty video frames that
include no object of interest (e.g., vehicles) with high accuracy via hybrid time series analysis. L-
filter drops those frames deemed empty and conducts object detection for nonempty frames only,
significantly enhancing the frame processing rate and scalability of real-time object detection. Our
evaluation demonstrates that L-filter improves the frame processing rate by 31–47% for a single
traffic video stream compared to three standalone state-of-the-art object detection models without
L-filter. Additionally, L-filter significantly enhances scalability; it can process up to six concurrent
video streams in one commodity GPU, supporting over 57 fps per stream, by working alongside the
fastest object detection model among the three models.

Keywords: real-time object detection; filtering; frame processing rate; scalability; long short-term
memory

1. Introduction

Real-time object detection is crucial for visual sensing using cameras in key IoT
(Internet of Things) applications with great societal impact, such as smart transportation,
surveillance, and manufacturing. State-of-the-art models based on deep learning, such as
R-CNN (region-based convolutional neural network) [1], Fast R-CNN [2], Faster R-CNN [3],
EfficientDet [4], SSD (single-shot multibox detector) [5], and YOLO models [6,7], effectively
analyze visual sensor data. They have significantly enhanced the quality of object detection,
such as accuracy, precision, and recall.

The increasing complexity of deep learning models, however, makes real-time ob-
ject detection—which requires the minimum processing rate of 30 fps (frames per sec-
ond)—challenging. This is a serious issue, since outdated sensor data analysis results may
considerably degrade the effectiveness of decision-making in critical IoT applications, such
as smart transportation and surveillance.

In order to address the issue, we previously introduced a lightweight CNN model
called ERD (empty road detection) [8], which has considerably enhanced the frame pro-
cessing rate of object detection in the context of real-time traffic monitoring. ERD is a CNN
that preprocesses every video frame to detect if there is any object of interest, such as a
vehicle, motorcycle, or pedestrian, in the frame. ERD filters empty frames with no object of
interest and forwards only nonempty frames to the object detection model to improve the
end-to-end frame processing rate.

ERD has a high classification accuracy of 0.96 [8] and significantly enhances the frame
processing rate (fps) of object detection. Being a preprocessing method, ERD works along-
side any object detection model. Thus, it is orthogonal and complementary to object detec-
tion. As ERD only performs binary classification (the road being empty or not), it is much
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smaller and faster compared to various lightweight CNN models, such as MobileNetV3 [9],
ShuffleNetV2 [10], SqueezeNet [11], EfficientNetV2 [12], and InceptionV3 [13], as summa-
rized in Table 1.

Table 1. Comparisons of lightweight CNN models (GPU: NVIDIA RTX 3080Ti, CPU: Intel® Core
i7-7820X CPU). In this paper, a boldface number in a table indicates the most efficient one.

Models Parameters GFLOPs Latency@GPU Latency@CPU

MobileNetV3-Small 2.5 M 0.27 8.4 ms 14.2 ms

ShuffleNetV2-X0 2.3 M 0.71 9.3 ms 20.3 ms

SqueezeNet1.1 1.2 M 1.74 5.5 ms 22.5 ms

EfficientNet-B0 5.3 M 1.88 12.2 ms 46.1 ms

EfficientNetV2-Small 21.5 M 13.4 25.1 ms 94.5 ms

InceptionV3 23.8 M 15.01 18.6 ms 80.9 ms

ERD (our previous work) 0.15 M 0.54 4.7 ms 10.2 ms

The CNN-based ERD model, however, has a limitation; when most frames are
nonempty, for example, during rush hour, its overhead for analyzing every frame cannot be
amortized by dropping many empty frames. The main contribution of this paper is the sig-
nificant enhancement of the fps and scalability of real-time object detection by substantially
extending ERD [8]. We introduce a new, lightweight hybrid time series analysis method
called L-filter, which extends ERD by integrating it with a specially designed LSTM (long
short-term memory) model. L-filter (L stands for LSTM) operates the ERD model periodi-
cally (e.g., once per second), recognizing that consecutive frames may exhibit similarity,
and conducting dense pixel analysis for every frame (via ERD) is computationally intensive.
For frames occurring between two periodic ERD executions, L-filter determines their occu-
pancy status by analyzing concise numerical time series data instead of directly analyzing
pixels. This approach substantially decreases overhead while maintaining higher accuracy
compared to ERD, as it conducts time series analysis rather than analyzing dense pixels
frame by frame without considering their similarity over short time intervals. Thereby,
our approach boosts the frame processing rate and allows the system to conduct real-time
object detection for multiple traffic video streams concurrently, improving the scalability
crucial in real-world situations. For example, one real-time object detection system can
simultaneously monitor several directions in a traffic intersection instead of requiring a
dedicated machine in each direction.

Our evaluation reveals that the classification accuracy of L-filter for inferring the
road occupancy status (empty or not) is 0.99, which is higher than that of RNN (recurrent
neural network) [14], ERD [8], background subtraction [15], and ARIMA (autoregressive
integrated moving average) [16] methods by 1–18%. Our results show that L-filter boosts
the fps of three state-of-the-art (SOTA) object detection models: YOLOv5 [6], SSD [5], and
EfficientDet [4] by 31–47%, respectively, while ERD improves them by 10–44%. Remarkably,
L-filter combined with YOLOv5, the fastest model among the three object detection models,
handles up to six concurrent streams, delivering over 57 fps per stream in a single consumer
GPU (NVIDIA GeForce RTX 3080Ti). This signifies a total of 342 fps, which is 3.79× higher
than that of ERD combined with YOLOv5, which achieves a total of 90 fps for a maximum
of three concurrent streams.

The rest of the paper is organized as follows. In Section 2, related work is discussed.
In Section 3, we briefly review ERD and introduce L-filter. The datasets used in this paper
are described in Section 4. In Section 5, the performance of L-filter is compared to ERD and
three orthogonal SOTA object detection models. Section 6 provides a summary of the key
observations that verify the cost-effectiveness of L-filter, and we discuss our limitations
and future research issues. Finally, we conclude the paper in Section 7.
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2. Related Work

Object detection has been well studied with a long history of research. Recently, CNN-
based object detection models have significantly outperformed traditional algorithms not
based on deep learning, including [15,17–19]. (Due to the wealth of research on object
detection, we only discuss works closely related to ours. Thus, our discussion in this section
is neither complete nor comprehensive.)

Object detection using CNNs can be classified into two-stage and one-stage methods.
Two-stage detectors, such as SPPNet [20], R-CNN [1], Fast R-CNN [2], Faster R-CNN [3],
masked R-CNN [21], FPN [22], cascade R-CNN [23], and Libra R-CNN [24], use a region
proposal network to generate the regions of interest (RoI) in the first stage. They perform
bounding-box regression and object classification for the RoI in the second stage.

In contrast, single-stage detectors, such as SSD [5], EfficientDet [4], a series of YOLO
models [6,7,25–31], Retina-net [32], CornerNet [33], CenterNet [34], and FCOS [35], pre-
dict bounding boxes and object classification in a single stage. Therefore, they are more
effective for real-time applications. In general, newer models keep enhancing object de-
tection accuracy at the cost of increasing complexity, as demonstrated, for example, in the
YOLO models.

Novel vision transformers, such as [36–39], considerably improve the inference qual-
ity (e.g., accuracy) of vision tasks. Transformer-based object detection models include
DETR [40], Deformable DETR [41], ViT-FRCNN [42], YOLOS [43], and ViTDet [44]. How-
ever, self-attention, which is the backbone of vision transformers, suffers from quadratic
computational complexity and memory footprint.

In [45], a YOLO model has been pruned to make the model smaller. Lin et al. [46]
applied advanced neural architecture search techniques to make computer vision tasks
run on tiny IoT devices. However, model compression [47] usually decreases the inference
accuracy. Thus, we do not adopt a compressed model in this paper.

Overall, we introduce a new filtering method that is complementary to object detection
research, which is briefly reviewed in this section. In contrast to most of the existing work
on object detection, we aim to (1) enhance the real-time frame processing rate by dropping
empty frames that do not contribute to object detection and (2) support scalable real-time
object detection for multiple concurrent video streams by utilizing otherwise idle resources
in the GPU.

3. Empty Road Detection and L-Filter

In this section, we give a concise review of the ERD model [8]. Moreover, we introduce
the L-filter framework to significantly boost the fps and scalability of real-time object
detection while minimizing overhead.

3.1. ERD Model

Figure 1 depicts the object detection pipeline that integrates ERD [8] and an object
detection model, such as EfficientDet, SSD, or YOLO. In a nutshell, the pipeline works
as follows:

1. Execute the ERD model to infer whether the current traffic video frame is empty;
2. If the frame is nonempty, detect objects in the frame. Else, skip it;
3. Repeat the procedure for every frame.

In general, there is a tradeoff between prediction accuracy and latency. In order to
strike a balance between the potentially conflicting requirements for high accuracy and
the low latency of road occupancy classification, we have explored a comprehensive set of
CNN architectures with different depths and widths to find the CNN architecture with as
high accuracy and low latency as possible.

As a result, we have found the ERD model architecture in Figure 1. ERD consists of
13 layers that are grouped into six blocks: the first five blocks are convolutional, while
the sixth block consists of the three fully-connected layers. Batch normalization and the
rectified linear unit (ReLU) activation function are applied in each convolution layer to
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speed up convergence in training, mitigating possible gradient dispersion (Max/average
pooling, being parameterless, is not considered a separate layer).

180 x 320 x 16 

360 x 640 x 8 

22 x 40 x 32 

90 x 160 x 16 

… … 

FC32 FC32 FC2 

… 

Conv + Norm + ReLU 

Max Pooling  

Average Pooling  

Full Connection 
360 x 640 x 3 

Stage 1: Check if there is any object on the road Stage 2: Detect objects 

YOLO v5 / 
SSD / 

efficientDet 

45 x 80 x 32 If nonempty 

Figure 1. Object detection pipeline, consisting of ERD and an orthogonal object detection model.

Being a binary classification model, ERD has 146,000 parameters only; it is smaller
than the lightweight CNN models in Table 1 by one or two orders of magnitude. For more
details on the ERD model, please refer to [8].

3.2. L-Filter

A disadvantage of ERD is the overhead needed to analyze dense pixels in every frame,
as discussed before. In order to alleviate the issue, L-filter takes a hybrid approach:

• Our LSTM model conducts a time series analysis of concise numerical data in a sliding
window representing the road occupancy status.

• It also triggers the ERD model every N > 1 frames to decrease the frequency of
ERD executions by N times, while effectively calibrating the predictions made by the
LSTM model.

Algorithm 1 outlines how L-filter works. In the algorithm, W and N represent the
sliding window size and the ERD execution period, respectively. In lines 1–3, for the first
W frames, L-filter executes ERD and performs object detection using an object detection
model, such as a YOLO model. During the ith iteration, as specified in lines 2–3, we store
the binary classification result in B[i] and object count, i.e., the number of the detected
objects, in C[i] for the ith frame. Thus, L-filter works the same way as ERD does for the first
W frames and stores the numerical results in B[i] and C[i].

Beginning from the (W + 1)th frame, L-filter works more efficiently than ERD does,
as specified in lines 4–13, which is the main difference between ERD [8] and L-filter. In
lines 5–6, L-filter uses ERD to classify every Nth frame as empty or nonempty (0 or 1) and
stores the result in B[i]. In lines 7–8, however, L-filter uses our LSTM model to analyze the
other frames that are not the kNth frame, where k ≥ 1. In line 8, to classify the ith frame,
our LSTM model analyzes the previous binary classification results, B[i − W, . . . , i − 1],
and object counts, C[i − W, . . . , i − 1], in the sliding window of size W. It stores the result
of the classifying frame i in B[i].
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Algorithm 1: L-filter to predict empty frames (based on the recent history in the
sliding window)

1 for i=1, i≤W, i++ do
// W: window size

2 B[i] = ERD( f rame i);
// B[i] = 0 if frame i is empty (1 if nonempty)

3 C[i] = Object_Detection( f rame i);
// C[i] = number of detected objects in frame i

4 while true do
5 if i % N == 0 then
6 empty = B[i] = ERD( f rame i);

7 else
8 empty = B[i] = LSTM(B[i − W, . . . , i − 1], C[i − W, . . . , i − 1]);

9 if empty == false then
10 C[i] = Object_Detection( f rame i);

11 else
12 C[i] = 0;

13 i++;

In lines 5–8, we enhance both the speed and accuracy of road occupancy classification
instead of doing a tradeoff between them. In lines 5–6, we reduce the classification latency
by periodically performing ERD. In lines 7–8, we aim to improve the accuracy by analyzing
the sequence data that capture the potential similarity between the frames in the sliding
window of size W. This is different from ERD, which analyzes each frame individually
without considering the possible relationships between consecutive frames. Moreover,
L-filter improves scalability by utilizing GPU resources (e.g., memory and stream multipro-
cessors), which are saved by skipping object detection for empty frames to analyze more
traffic video streams concurrently.

In lines 9–10, if ERD or LSTM has inferred that frame i is nonempty, L-filter conducts
object detection. The object detection model displays bounding boxes and provides the
number of detected objects. In line 10, L-filter stores the object count in C[i]. On the other
hand, if the frame is empty, L-filter stores 0 in C[i] in line 12. Finally, the frame number is
incremented by 1 in line 13, and lines 5–13 are repeated for the next video frames. If L-filter
concurrently processes multiple traffic video streams, it applies Algorithm 1 to each stream.

3.3. LTSM Model for Road Occupancy Predictions

In this paper, we devise a specialized LSTM model to efficiently infer road occupancy
status with high accuracy. We use LSTM, as it is known to be very effective for sequence data
predictions [48]. It mitigates the limitations of RNNs [14], such as short-term information
maintenance and vanishing gradients, through the use of memory cells.

In particular, our objective is to support higher accuracy as well as shorter latency
compared to ERD. To this end, we have explored various LSTM architectures to maximize
accuracy while decreasing the complexity of the network structure as much as possible.
In this way, we have designed the LSTM model, as depicted in Figure 2. Given the input
sequence data in the sliding window of size W, our LSTM model in Figure 2 infers the road
occupancy status of frame i and outputs the inference result, i.e., B[i], without doing dense
pixel analysis, which is different from ERD. The model consists of two LSTM layers and
one fully connected (FC) layer that uses a sigmoid function for activation. The first LSTM
layer has a hidden state vector of size 64, while the second layer has a hidden state vector
of size 16.
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Figure 2. Architecture of the LSTM in L-filter for classifying frame i as empty or not.

Within the recurrent hidden layers, LSTM incorporates specialized memory blocks.
In each LSTM cell, as illustrated on the right side in Figure 2, these blocks house memory
cells with self-connections, allowing them to preserve the temporal state of the network
at any moment, t, between frame i − W and frame i − 1. Additionally, every memory
block contains unique multiplicative units known as gates: input gate, output gate, and
forget gate. In Figure 2 and Equations (1)–(6), Xt, Ht, and St represent the input, hidden
state, and cell state, respectively, of the LSTM cell at time step t. The input gate (It)
regulates the flow of input activations into the memory cell. Similarly, the output gate (Ot)
governs the flow of output into the rest of the network. Meanwhile, the forget gate (Ft)
adjusts the internal state of the memory cell before incorporating it, thus enabling adaptive
memory retention. W f , Wi, Ws, Wo, b f , bi, bs, and bo represent the learnable parameters
and bias terms associated with the forget gate, input gate, candidate cell state, and output
gate, respectively. σ is the sigmoid function, tanh is the hyperbolic tangent, and ⊙ is the
Hadamard (elementwise) product.

Forget Gate: Ft = σ(W f · [Ht−1, Xt] + b f ) (1)

Input Gate: It = σ(Wi · [Ht−1, Xt] + bi) (2)

Cell State: S̃ = tanh(Ws · [Ht−1, Xt] + bs) (3)

Updated Cell State: St = Ft ⊙ St−1 + It ⊙ S̃t (4)

Output Gate: Ot = σ(Wo · [Ht−1, Xt] + bo) (5)

Hidden State: Ht = Ot ⊙ tanh(St) (6)

By effectively analyzing the sequence data in the sliding window, our LSTM model
boosts accuracy compared to ERD while reducing latency for road occupancy classification.
Furthermore, we have considered the background subtraction [15], ARIMA [16], and
RNN [14] methods to infer road occupancy. However, we have selected LSTM due to its
superior accuracy. A more detailed discussion is given in Section 5.

4. Datasets, Model Training, and Implementation

In this section, we discuss the datasets used in this paper, the training of L-filter, and
model implementation.
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4.1. Datasets

Finding an appropriate dataset to evaluate ERD and L-filter is challenging:

• Many computer vision datasets, including [49–51], are used for specific tasks, such as
object detection or segmentation. We have found that they have few empty frames,
even though traffic videos may involve a large fraction of empty frames, especially
during the off-peak time.

• Traffic datasets, including [52–54], do not label each frame as empty or not. Thus,
computer vision or traffic datasets need to be labeled frame by frame, which is very
time-consuming and costly.

In order to tackle these challenges, in this paper, we use two datasets called Dataset 1
and Dataset 2 hereafter.

4.1.1. Dataset 1

We have generated Dataset 1 by manually labeling every frame in the DZ Computer
Vision dataset [55] as empty or nonempty. The dataset contains images extracted from
high-definition video with 1280 × 720 resolution captured on the road from the Bolshoy
Moskvoretsky Bridge to the Kremlin Embankment in Moscow, Russia.

Through manual labeling, we have found that only 21% of the images in the dataset
are empty. Thus, the labels are considerably imbalanced, which may lead to overfitting. In
order to significantly reduce the risk of overfitting and enhance generalizability, we take
several approaches:

• Data augmentation: We augment the dataset by synthesizing every image labeled 0
(empty) by rotating, flipping, changing lighting, and blurring them. As a result, the
fraction of empty images with no object of interest has increased to 35%, obtaining a
total of 6,438 images with no object of interest.

• Early stopping: We analyze training and validation losses over epochs and terminate
training early as soon as the losses converge to small values and stabilize. (A more
detailed discussion is given in Section 4.2).

• LSTM architecture search: In an iterative feedback loop, we vary the depth and width
of the LSTM model of L-filter and analyze losses for different LSTM architectures.
Thereby, we find a low-complexity LSTM model that converges to minimal validation
as well as training losses in a small number of epochs.

• Generalizability analysis using a different dataset: In this paper, we train the LSTM of
L-filter using Dataset 1; however, we analyze its possible impact on object detection
performance using a different dataset—Dataset 2—in terms of mAP (mean average
precision), which is a common metric for evaluating object detection.

4.1.2. Dataset 2

In order to evaluate the object detection performance provided by L-filter, we used a
public dataset [56]. Dataset 2 is annotated with ground truth bounding boxes that identify
vehicles. Moreover, all the frames in this dataset are nonempty. The objectives of using this
dataset follow:

• The first objective is to evaluate the generalizability of L-filter using Dataset 2, as
discussed in Section 4.1.1. As Dataset 2 is already annotated with bounding boxes,
we evaluate the mAP by comparing them to the bounding boxes provided by L-filter
when it works alongside an object detection model, e.g., a YOLO model.

• Another objective is to analyze the worst-case overhead of L-filter using a real-world
traffic video with no empty frame [56], which represents a heavy traffic scenario,
where L-filter is subject to the highest overhead (the evaluation results are described
in Section 5).

Dataset 2 has 499 annotated frames in total. All of them are used as a test set, because
Dataset 2 is not used for training.
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4.2. LSTM Training Using Dataset 1

Dataset 1 was used to train our LSTM model, and it has 20,595 frames in total. The
frames are split into training, validation, and test sets, as specified in Table 2. (In this study,
we used the pretrained ERD model [8]. For more details of ERD, interested readers are
referred to [8]).

Table 2. The number of frames in the training, validation, and test sets of Dataset 1.

Dataset Training Validation Testing

Number 13,180 3296 4119

For L-filter, we captured the numeric features from every frame because LSTM needs
sequential features. In particular, we created two feature vectors. As described in Section 3.2,
the first vector represents road occupancy status, 0 or 1, for each frame in the dataset. The
second feature vector records the object count in each frame obtained using an object
detection model, e.g., YOLOv5. We divided both vectors into windows of size W each. We
then combined road occupancy status and object count vectors into one matrix to form
samples. By doing this, we generated a total of 20,595 samples, as is shown in Table 2.

In order to train the LSTM model of L-filter, we defined the MSE (mean squared error)
loss function:

L =
1
n

n

∑
i=1

(yi −B[i])2 (7)

where yi is the ground truth that indicates if frame i is 0 or 1, B[i] is L-filter’s classification
of frame i, and n is the number of samples in the training dataset. Hence, 0 ≤ L ≤ 1.

In order to minimize the loss, we used the Adam optimizer. Specifically, the optimizer
tunes LSTM parameters by using the following equation:

θi+1 = θi −
η√

v̂i + ϵ
m̂i (8)

where η denotes the learning rate, m̂i estimates the first momentum (mean) of gradients, v̂i
estimates the second momentum of gradients, and ϵ is a small constant added to prevent
division by zero. In this paper, we set the learning rate η = 0.001 and updated parameters
for 5 epochs with a batch size of 8. Since there are 16,476 sample frames in the training and
validation sets, as shown in Table 2, there are 2060 iterations per epoch. The 4119 samples
in the test set were reserved for evaluation in Section 5.

Furthermore, we empirically configure the window size (W) and ERD execution period
(N) in Algorithm 1. Specifically, we set W = 5, which is the smallest window size that
supports high inference accuracy. Similarly, we set N = 30 frames to allow infrequent ERD
executions while maintaining high accuracy.

By following the described training procedure, we gained insights into the training
process by analyzing the MSE loss in Equation (7) for successive epochs. As depicted in
Figure 3, we observe that the validation as well as training loss curves keep descending
until they reach a plateau after the 5th epoch. As the figure shows a desirable pattern
of consistently decreasing losses that quickly stabilize, we halted the training early at
epoch 5 to prevent overfitting. Furthermore, to minimize the risks of both underfitting and
overfitting, we fine-tuned the L-filter complexity by adjusting the number of layers and
neurons while analyzing their losses over epochs, as discussed above. By repeating this
process, we derived the architecture of the L-filter, as illustrated in Figure 2.
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Figure 3. The training and validation losses of L-filter (Equation (7)) for training epochs.

4.3. Implementation

Our preprocessing system is flexible in that it can work with any object detection
model to enhance efficiency by reliably removing empty frames. For the evaluation, we
used EfficientDet [4], SSD [5], and YOLOv5 [25], which are effective single-stage object
detection models. We selected them for their higher inference speed when compared to
similar detection accuracy in two-stage object detection models, such as R-CNN [1], Fast
R-CNN [2], and Faster R-CNN [3]. Specifically, we chose EfficientDet-B0, SSD300, and
YOLOv5s for our study because they are smaller than their variants while still achieving
high-quality object detection.

For our evaluation, we used a workstation with an Intel® Core i7-7820X CPU, 64 GB
RAM, and an NVIDIA GeForce RTX 3080Ti GPU. It mimics an edge server that supports
object detection at the edge rather than sending all visual sensor data (video frames) to the
cloud, incurring high latency and potential congestion in the Internet core. The operating
system is Ubuntu 18.04.6 LTS. We have used Python 3.9, PyTorch 1.13, and OpenCV-python
4.6.0 [57] to implement and evaluate the deep learning models.

5. Evaluation

In this section, the frame processing rate (fps), scalability, and mean average precision
(mAP) are evaluated by using the test sets that were unseen by the models during model
training. Specifically, the test set of Dataset 1 was used in Sections 5.1–5.3, while both the
test set of Dataset 1 and the entirety of Dataset 2 were used for evaluation in Section 5.4.

5.1. Road Occupancy Classification Accuracy

Figure 4 illustrates the road occupancy classification performance of background
subtraction [15], ARIMA [16], RNN [14], ERD, and L-filter. As shown in the figure, our
LSTM model of L-filter achieves the highest accuracy, precision, recall, and F1-score, as
it conducts hybrid sequence analysis that combines periodic ERD executions and LSTM-
based predictions in between. The inference performance of the other methods in Figure 4
is lower than that of L-filter for the following potential reasons. Background subtraction is
not robust to noise, such as trees in the wind [58]. ARIMA suffers from poor performance
since it assumes a stationary time series, where statistical properties, such as the mean
and variance, are assumed to remain constant over time [59]. However, the assumption
may not hold in dynamic traffic scenarios. Although comparable to L-filter, the inference
performance of RNN is slightly lower. In general, RNN is not as effective as LSTM in
grasping prolonged dependencies in sequential data and is subject to vanishing gradient
problems [48]. Thus, we utilized LSTM instead of RNN in this paper.

Furthermore, as shown in Table 3, the latency of L-filter is only 45% of that of ERD. It
is only about 12%, 5%, and 2% of the latency for object detection in YOLOv5, SSD300, and
EfficientDet-B0, respectively. Thus, L-filter is cost-effective.
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Figure 4. Confusion matrix of road occupancy predictions. (a) Background subtraction: Accuracy:
0.89, recall: 0.88, precision: 0.99, and F1-score: 0.93. (b) ARIMA. Accuracy: 0.81, recall: 0.87, precision:
0.91, and F1-score: 0.89. (c) RNN. Accuracy: 0.98, recall: 0.98, precision: 0.99, and F1-score: 0.99.
(d) ERD. Accuracy: 0.96, recall: 0.95, precision: 0.97, and F1-score: 0.97. (e) L-filter. Accuracy: 0.99,
recall: 0.99, precision: 0.99, and F1-score: 0.99.

Table 3. Latency of L-filter, ERD, and the object detection models.

Model Average Latency (ms)

L-filter 2.2

ERD 4.9

YOLOV5s 17.7

SSD300 42.0

EfficientDet-B0 105.3

5.2. Frame Processing Rate Enhancements by Erd and L-Filter for One Traffic Video Stream

As shown in Table 4, when ERD runs alongside an object detection model, it enhances
the fps of YOLOv5, SSD, and EfficientDet by approximately 10–44%. In the table, L-filter
outperforms ERD by improving the fps of the three tested object detection models by
roughly 31–47%. L-filter outperforms ERD more noticeably when it is paired with YOLOv5;
that is, it is the fastest among the three tested object detection models. This is because
the lower overhead of L-filter (than that of ERD) becomes most impactful in terms of fps
improvement when it is integrated with the fastest object detection model (A more detailed
overhead analysis of ERD and L-filter is given in Section 5.4).

Table 4. Frame processing rate improvements achieved by ERD and L-filter when they work alongside
YOLOv5s, SSD300, and EffcientDet-B0, respectively. In each cell, the first number is the total frame
processing rate (fps), and the second number in the parenthesis is the enhancement of the fps achieved
by ERD and L-filter, respectively.

YOLOv5 SSD EfficientDet

ERD 62.4 (10.4%) 33.3 (39.9%) 13.7 (44.2%)

L-filter 73.8 (30.6%) 33.6 (41.2%) 14 (47.4%)
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5.3. Scalability of ERD and L-Filter for Concurrent Streams

In this subsection, we evaluate how many concurrent traffic video streams ERD+YOLOv5
and L-filter+YOLOv5 can process while supporting at least 30 fps per stream, which is
required for real-time object detection.

As summarized in Table 5, ERD can concurrently process up to three streams with
at least 30 fps per stream before depleting the GPU memory. Thus, its aggregate frame
processing rate for three streams is over 91 fps.

Markedly, L-filter+YOLOv5 processes up to six concurrent streams, supporting over
57 fps per stream, as illustrated in Table 6. The aggregate fps achieved by L-filter+YOLO
for six streams exceeds 345 fps, which is more than 3.79× the total fps supported by
ERD+YOLOv5 for three streams. Thus, L-filter significantly upgrades the scalability of
real-time object detection.

Table 5. Per-stream frame processing rate (fps) of ERD+YOLOv5 when one or more streams are
processed concurrently.

Number of Streams 1 2 3

ERD+YOLOv5 62.4 53.1 30.6

Table 6. Per-stream frame processing rate (fps) of L-filter+YOLOv5 when one or more streams are
processed concurrently.

Number of Streams 1 2 3 4 5 6

L-filter+YOLOv5 73.8 70.1 65.5 63.4 60.2 57.6

5.4. mAP and Overhead of L-Filter

For the clarity of the presentation, we use a single video stream to analyze the mAP
and overhead of L-filter in this subsection.

5.4.1. mAP

By using Dataset 2 (Section 4.1.2), which was not utilized for training the LSTM model
of L-filter, we analyze the mAP and generalizability of L-filter. As shown in Table 7, the mAP
of L-filter+YOLOv5 is comparable to that of YOLOv5 for different IoU (Intersection over
Union) thresholds. These results reveal that L-filter supports acceptable object detection
performance when compared to YOLOv5. Moreover, it is generalizable to different datasets
of traffic surveillance.

Table 7. mAP of object detection for different IoU thresholds.

IoU threshold 0.1 0.2 0.5

YOLOv5 0.442 0.441 0.400

L-filter+YOLOv5 0.448 0.442 0.400

5.4.2. Overhead

In order to estimate the worst-case overhead of L-filter in an extreme case with all
nonempty frames, we assess the frame processing rate using Dataset 2. The YOLOv5
without L-filter supports 56.5 fps, whereas YOLOv5+L-filter provides 51.2 fps. Thus, the
observed overhead of L-filter is 9.38% for Dataset 2.

Additionally, we adjusted the proportion of empty frames in Dataset 1 via data
augmentation (Section 4.1.1) to undertake a further cost-benefit analysis of ERD and L-filter.
Specifically, we evaluated the fps for different proportions of empty frames in Dataset 1,
ranging from 0% to 100%, with a 10% increment. In Figure 5, each dotted horizontal line
shows the fps of an independent object detection model without ERD or L-filter. They are
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not affected by the proportion of empty frames in the traffic video. Thus, their fps values in
Figure 5 are constant, regardless of the fraction of empty frames in the traffic monitoring
video. As depicted in Figure 5, ERD or L-filter conjoined with an object detection model
achieves a higher fps than the corresponding object detection model does on its own when
the percentage of empty frames is beyond a break-even threshold or vice versa. Thus, the
lower the threshold, the better.
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Figure 5. Percentage of empty frames vs. fps.

In Table 8, the break-even threshold of L-filter is lower than that of ERD by approxi-
mately 47–52%. Therefore, L-filter is significantly more efficient than ERD. In addition, we
observe that the slowest EfficientDet model and the fastest YOLOv5 model have the lowest
and highest threshold, respectively. This is because the ratio of ERD or L-filter execution
time to that of a faster model is greater.

As shown in Figure 5 and Table 9, the fps monotonically increases as the proportion
of empty frames in the video increases. When there is no empty frame in the traffic
video stream, the 50.7 fps provided by L-filter+YOLOv5 in Table 9 is similar to the 51.2 fps
previously observed for Dataset 2, which lacks empty frames. For the entire range of empty
frames, L-filter achieves higher fps than ERD does. Furthermore, the enhancement upon
ERD grows as the fraction of empty frames increases.

Table 8. Break-even thresholds of ERD and L-filter.

YOLOv5 SSD EfficientDet

ERD 24.4% 17.3% 7.0%

L-filter 11.4% 8.3% 3.7%

Table 9. Proportion of empty frames vs. fps. In each cell, the first and second number are the fps
when 0% and 100% of the frames are empty, respectively.

YOLOv5 SSD EfficientDet

ERD 45.5–193.5 20.8–167.2 8.9–160.0

L-filter 50.7–374.6 22.5–311.5 9.1–271.7

6. Discussion

Enhancing the efficiency and scalability of real-time object detection is still an open
problem. SOTA deep learning models for object detection, including the models discussed
in Section 2, improve object detection performance at the cost of increasing model com-
plexities and resource requirements. In order to shed light on this issue, as described in
Section 3, L-filter predicts empty video frames that include no object of interest, such as
a vehicle, via a hybrid time series analysis. It skips frames deemed empty to boost the
efficiency and scalability of real-time object detection. In our LSTM model training, we
systematically applied SOTA approaches to minimize the risk of overfitting while striving
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to enhance generalizability. In addition, we verified that the training and validation losses
converge reliably, as discussed in Section 4.

Our evaluation results in Section 5 verify the cost-effectiveness of the L-filter design:

• L-filter increases the accuracy of road occupancy classification by 1–18% compared to
ERD and the other tested classification baselines;

• The object detection performance of L-filter+YOLOv5, in terms of mAP, is comparable
to that of YOLOv5;

• L-filter enhances the fps of real-time object detection for a single video stream by
31–47% compared to the three effective object detection models;

• Without depleting GPU resources, L-filter can process up to six concurrent video
streams in a consumer GPU, supporting more than 57 fps per stream. Thus, it can
significantly reduce the cost for deploying AI-based traffic surveillance systems in a
smart city.

L-filter, however, incurs overhead when the traffic surveillance video has fewer empty
frames. Related future research directions toward further reducing the overhead include
the following:

• The diurnal and seasonal traffic patterns can be leveraged to dynamically turn on
L-filter only when it is expected to be effective; that is, the expected number of empty
frames is higher than the break-even threshold. Accurate predictions, however, are
challenging in the presence of unpredictable traffic incidents. Care should be taken
to immediately turn L-filter off when an incident that can cause an abnormal traffic
pattern occurs.

• Another approach to reduce the overhead could be integrating L-filter with an object
detection model, e.g., a YOLO model, and make them share certain layers instead
of utilizing L-filter as a separate unit for preprocessing. An effective design and
fine-tuning of an integrated model represent the main challenge in this approach.

Another challenge is the lack of datasets, wherein each frame is labeled as empty or
nonempty. A possible approach to alleviating this issue in the future is leveraging emerging
technology for synthetically generating realistic data [60] instead of manually labeling
video frames.

In this paper, we focus on enhancing the efficiency and scalability of generic object
detection. Small object detection [61,62] is important for remote (e.g., aerial/maritime)
sensing and medical image analysis, but it has not been considered. Improving both the
accuracy and efficiency of small object detection remains an open problem that requires
more in-depth research. Furthermore, in this paper, we focus on efficiently detecting
predefined objects of interest, such as vehicles, in real time. Objects that are not predefined,
e.g., a small bird, are out of interest. A potential extension in the future would allow a
user to reconfigure objects of interest according to the application at hand. For example, a
user can specify birds, drones, and other features to identify drones in a restricted flight
zone [61,63]. An end-to-end framework that enables the configuration, model design,
training/fine-tuning, and efficient real-time inference will be desirable.

A thorough investigation of these research issues is beyond the scope of this paper
and is reserved for future work.

7. Conclusions

Recent advancements in deep learning have significantly improved object detection.
Those models, however, have grown in complexity, leading to challenges in terms of sup-
porting the required frame processing rate of at least 30 fps and enhancing the scalability of
real-time object detection. In order to address the challenge, we propose a new lightweight
filtering method called L-filter. Based on hybrid time series analysis, L-filter predicts empty
video frames that do not include any object of interest (e.g., vehicles) with high accuracy.
Subsequently, L-filter drops empty frames and performs object detection for nonempty
frames only. Our evaluation validates the efficiency and scalability of L-filter, verifying
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its object detection performance when it works alongside an object detection model as a
preprocessing unit for filtering empty frames. It demonstrates that L-filter improves the
frame processing rate (fps) by 31–47% for a single traffic video stream when compared to
three standalone object detection models without L-filter. L-filter, conjoined with YOLOv5,
supports similar mean average precision to that of YOLOv5 without L-filter. Additionally,
L-filter substantially improves the scalability of real-time object detection: it orchestrates
object detection for up to six concurrent streams, supporting over 57 fps for each stream in a
single commodity GPU. Encouraged by these promising results, we will continue exploring
more advanced approaches to efficient real-time object detection, including the future work
issues outlined in Section 6.
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